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#### Abstract

Let $\mathcal{F}=\left\{\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{m}}\right\}$ be a finite set of irreducible homogeneous multivariate polynomials of degree at most 3 such that $F_{i}$ does not divide $F_{j}$ for $\mathfrak{i} \neq \mathfrak{j}$. We say that $\mathcal{F}$ is a cubic radical Sylvester-Gallai configuration if for any two distinct $F_{i}, F_{j}$ there exists a third polynomial $F_{k}$ such that whenever $F_{i}, F_{j}$ vanish, $F_{k}$ also vanishes. In particular, for any two indices $i, j \in[m]$, there exists $k \in[m] \backslash\{i, j\}$ such that $F_{k} \in \operatorname{rad}\left(F_{i}, F_{j}\right)$.

We prove that any cubic radical Sylvester-Gallai configuration is low-dimensional, that is $$
\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=O(1) .
$$

This solves a conjecture of Gupta [Gup14] in degree 3 and generalizes the result in [Shp20], which proved that quadratic radical Sylvester-Gallai configurations are low-dimensional. Our result takes us one step closer towards solving the non-linear Sylvester-Gallai conjectures of Gupta [Gup14], which would yield the first deterministic polynomial time algorithm for the PIT problem for depth- 4 circuits of bounded top and bottom fanins.

To prove our Sylvester-Gallai theorem, we develop several new tools combining techniques from algebraic geometry and elimination theory. Among our technical contributions, we prove a structure theorem characterizing non-radical ideals generated by two cubic forms, generalizing the structure theorems of [HP94, CTSSD87, Shp20]. Moreover, building upon the groundbreaking work [AH20a], we introduce the notion of wide Ananyan-Hochster algebras and show that these algebras allow us to transfer the local conditions of Sylvester-Gallai configurations into global conditions.


[^0]
## Contents

1 Introduction ..... 3
1.1 Main results ..... 5
1.2 High-level ideas of the proof ..... 8
1.3 Related Work ..... 10
1.4 Organization ..... 11
2 Preliminaries ..... 11
2.1 General Facts and Notations ..... 11
2.2 Quadratic forms ..... 11
2.3 General Projections ..... 12
3 Results from algebraic geometry ..... 14
3.1 Regular sequences and Hilbert-Samuel multiplicity ..... 15
3.2 Intersection flatness and prime ideals ..... 17
3.3 Elimination, Resultants and Radical ideals ..... 20
3.4 Determinantal ideals ..... 25
3.5 Varieties of minimal degree ..... 27
4 Wide algebras ..... 29
5 Structure theorem and minimal primes ..... 35
5.1 Structure of non-radical ideals generated by two irreducible cubics ..... 35
5.2 Minimal primes defining varieties of minimal degree ..... 36
5.3 Quadratic minimal primes ..... 37
6 Sylvester-Gallai configurations ..... 39
6.1 Linear Sylvester-Gallai configurations ..... 39
6.2 Radical Sylvester-Gallai Configurations ..... 40
6.3 Saturated radical Sylvester-Gallai theorem ..... 40
6.4 Cubic Sylvester-Gallai over a small algebra ..... 48
6.5 Radical Sylvester-Gallai configurations within wide quadratic ideals ..... 50
7 Radical Sylvester-Gallai for cubics ..... 54
7.1 Controlling the Cubic Forms ..... 55
7.2 Proof of Theorem 1.4 ..... 57
8 Conclusion and Open Problems ..... 60
A Quadratic radical Sylvester-Gallai theorem over an algebra ..... 64
B Auxiliary Claims ..... 70
B. 1 Proof of Proposition 6.4 ..... 71

## 1 Introduction

In 1893, Sylvester asked a basic question in combinatorial geometry ([Syl93]): given a finite set of distinct points $v_{1}, \ldots, v_{m} \in \mathbb{R}^{N}$ such that the line defined by any pair of distinct points $v_{i}, v_{j}$ contains a third point $v_{\mathrm{k}}$ in the set, must all points in the set be collinear? This question was independently answered in the affirmative by Melchior and Gallai [Mel40, Gal44], and is now known as the Sylvester-Gallai theorem.

Since then, generalizations of Sylvester's question have received considerable attention by mathematicians and computer scientists [EK66, Han66, Ser66, Kel86, BDWY11], and results such as the above are known as Sylvester-Gallai type theorems. In its most general form, a Sylvester-Gallai type configuration is a finite set of geometric objects which satisfy certain local conditions/dependencies. For instance, in the original question above the geometric objects are the points and the local dependencies are collinear dependencies amongst the points of the set. The general underlying theme of Sylvester-Gallai type problems is the following local-to-global phenomenon: must these local constraints on the geometric objects imply a global constraint on such configurations? The main question of concern is:

## Are Sylvester-Gallai type configurations always low-dimensional?

For a thorough survey on earlier works on Sylvester-Gallai type problems, we refer the reader to [BM90], and for a survey on applications to computer science, we refer the reader to [SY10, Dvi12].

The perspective above highlights the geometric aspects of Sylvester-Gallai problems. If one looks at the problems through the algebraic and computational lens (via the algebra-geometry dictionary), one realizes that they are intrinsically related to the study of cancellations/relations in computational problems. In algebraic and computational terms, the Sylvester-Gallai questions become:

## Must Sylvester-Gallai configurations depend only on "few variables"?

Since cancellations are remarkably powerful in computation, as we know from several results in boolean and algebraic complexity [Tar88, Raz92, RW92, GMOR15], it is no wonder that SylvesterGallai type theorems have appeared in the study of cancellations in algebraic complexity - the polynomial identity testing problem. Moreover, since Sylvester-Gallai problems are about cancellations, it is not surprising that the solutions of such problems has used sophisticated mathematics.

As an example, linear Sylvester-Gallai type problems have found applications in diverse subfields of theoretical computer science. In algebraic complexity theory, linear Sylvester-Gallai theorems were used in algorithms for polynomial identity testing (PIT) and reconstrution of depth-3 circuits of bounded top fanin [DS07, KS09, SS13, Sin16]. In coding theory, linear Sylvester-Gallai theorems were used to prove non-existence of 2-query LCCs over fields of characteristic zero [BDWY11].

In [Gup14], Gupta proposed far-reaching non-linear generalizations of the known SylvesterGallai type problems in order to give a deterministic polynomial time black-box PIT algorithm for the model of depth 4 algebraic circuits with constant top fanin. Gupta conjectured that the non-linear Sylvester-Gallai type problems that he proposed were also "low dimensional" and must depend on "few variables".

The main conjecture in Gupta's work that needs to be solved in order to prove that his black-box PIT algorithm runs in deterministic polynomial time is the following [Gup14, Conjecture 1].

Conjecture 1.1 (( $\mathrm{k}, \mathrm{d}, \mathrm{c})$-Sylvester-Gallai conjecture). Let $\mathrm{k}, \mathrm{d}, \mathrm{c} \in \mathbb{N}$ be positive integers. There exists a function $\mathrm{B}: \mathbb{N}^{3} \rightarrow \mathbb{N}$ such that for any collection of k finite sets $\mathcal{F}_{1}, \ldots, \mathcal{F}_{\mathrm{k}} \subset \mathbb{K}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{N}}\right]$ of irreducible polynomials of degree at most d satisfying

- $\bigcap_{i} \mathcal{F}_{i}=\varnothing$,
- for every $\mathrm{P}_{1}, \ldots, \mathrm{P}_{\mathrm{k}-1}$ each from a distinct set $\mathcal{F}_{\mathfrak{i}_{j}}$, there are forms $\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{c}}$ in the remaining set such that $\prod_{i=1}^{c} Q_{i} \in \operatorname{rad}\left(P_{1}, \ldots, P_{k-1}\right)$,
the transcendence degree of the union $\bigcup_{i} \mathcal{F}_{i}$ is bounded above by $\mathrm{B}(\mathrm{k}, \mathrm{d}, \mathrm{c})$. In particular, this bound is independent of the number of variables N or the size of the sets $\mathcal{F}_{i}$.

The first challenge in Gupta's series of conjectures is a non-linear version of the (dual) linear Sylvester-Gallai problem, which we now state. We begin with the definition of a radical SylvesterGallai configuration. For the remainder of the paper, we will adopt the usual notation and use the term form to refer to a homogeneous polynomial, and we will take $\mathbb{K}$ to be an algebraically closed field of characteristic zero.

Definition 1.2 (Radical Sylvester-Gallai configuration). Let d be a positive integer. We say that a finite set $\mathcal{F}=\left\{F_{1}, \ldots, F_{m}\right\} \subset \mathbb{K}\left[x_{1}, \ldots, x_{N}\right]$ of irreducible forms of degree $\leqslant d$ is a d-radical-SG configuration if the following conditions hold:

1. $F_{i} \notin\left(F_{j}\right)$ for any $i \neq j \in[m]$,
(forms are "pairwise independent")
2. for every pair $F_{i}, F_{j}$, there is $k \neq i, j$ such that $F_{k} \in \operatorname{rad}\left(F_{i}, F_{j}\right)$. (radical $S G$ condition)

Note that if $d=1$, the definition above specializes to the dual of the classical Sylvester-Gallai condition for points in $\mathbb{K}^{N}$. A fundamental step towards resolving Conjecture 1.1 would be the following conjecture of Gupta, [Gup14, Conjecture 2]:

Conjecture 1.3 (Radical Sylvester-Gallai). There is a function $\lambda: \mathbb{N} \rightarrow \mathbb{N}$ such that the transcendence degree of any d-radical-SG configuration $\mathcal{F}$ is upper bounded by $\lambda(\mathrm{d})$.

In [Shp20], Shpilka broke ground on the conjecture above, solving it for $\mathrm{d}=2$. In this work, we solve the above conjecture for $d=3$. The geometry of cubic or higher degree forms is significantly more complex and richer than that of quadratic forms. For example, quadratic forms over an algebraically closed field are determined, up to isomorphism, by their rank or strength. However, the same statement does not hold for cubics. Therefore, there are many challenges that are unique to the cubic SG problem, which are not amenable to the existing approaches for quadratic or linear SG problems. We generalize the approach of [Shp20], introducing several new concepts and techniques from algebraic geometry and elimination theory to solve Conjecture 1.3 in degree 3, and we expect that these techniques will prove fundamental for the full resolution of the conjecture in general.

We develop an inductive framework for solving Conjecture 1.3 and prove that this inductive approach solves Conjecture 1.3 in degree 3. In inductive arguments, one often needs to start from a stronger hypothesis, which may be harder to prove but amenable to induction. In a similar spirit, one of our conceptual contributions towards attacking Conjecture 1.3 is the following. We generalize radical SG configurations to have weaker constraints (what we call SG configurations over an algebra - Definition 6.6) and prove our main result by reducing 3-radical-SG configurations to these generalized SG configurations for quadratic forms. Since many of our tools work for
forms of arbitrary degree, our work provides strong evidence that these radical SG configurations over algebras have the potential to allow us to reduce d-radical-SG configurations to generalized (d -1 )-radical-SG configurations over an algebra.

Since the solution of the quadratic radical SG problem by [Shp20] (that is, Conjecture 1.3 for $d=2$ ), further progress on the conjectures of [Gup14] have been made, whenever the forms in consideration are quadratic forms. This progress was done in the sequence of works [PS20a, PS20b], where the first work solved a product-version of the radical SG problem and the second work managed to solve Conjecture 1.1 for the case when ( $k, d, c$ ) $=(3,2,4)$.

Just as the solution of the radical SG problem for quadratic forms fueled further progress towards Conjecture 1.1, we expect that our techniques and inductive approach will lead to progress towards a full resolution to Conjecture 1.1, albeit much more work remains to be done.

In the next section, we formally state the main contributions of this paper.

### 1.1 Main results

The main result of this paper is a solution of the radical Sylvester-Gallai problem for cubics. More precisely, we prove the following theorem, which implies Conjecture 1.3 for $\mathrm{d}=3$.

Theorem 1.4 (Radical Sylvester-Gallai for cubics). If $\mathcal{F}$ is a 3-radical-SG configuration, then

$$
\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}(1) .
$$

First we note that in order to bound the dimension or transcendence degree of $\mathcal{F}$, it is enough to show that $\mathcal{F}$ is contained in a small subalgebra of the polynomial ring. Before we are able to construct such algebras, an important observation is that if the configuration $\mathcal{F}$ has indeed low transcendence degree, then it should depend on "few variables," and these variables are (in principle) the generators of the small subalgebra that we will construct. To prove the theorem above in an "inductive way," we would like to reduce the 3 -radical-SG configuration $\mathcal{F}$ to a 2 -radical-SG configuration. While this may not be possible in general, one natural approach to induct is to try to construct a small subalgebra of the polynomial ring which contains all the cubic forms in our configuration $\mathcal{F}$. Then we can reduce to a generalized 2-radical-SG configuration over an algebra. The main technically challenging and most interesting part of this approach is to construct a subalgebra containing the cubics. In order to achieve our goal, we develop several algebraic-geometric tools along the way and prove results which are of independent interest. We describe some of these results below.

Since the local constraint in our SG problem is given by radicals, we are lead to the fundamental question: when is the ideal generated by two cubic forms not radical? This brings us to one of our main technical contributions: a structure theorem for non-radical ideals generated by two irreducible cubics.

Theorem 1.5. Let $\mathrm{F}_{1}, \mathrm{~F}_{2}$ be two non-associate irreducible cubic forms in the polynomial ring $\mathbb{K}\left[\mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{n}}\right]$ over an algebraically closed field $\mathbb{K}$. Then at least one of the following holds:

1. The ideal $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$ is radical.
2. There exists a linear minimal prime of $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$, i.e. there exist two linearly independent linear forms $x, y$ such that $\left(F_{1}, F_{2}\right) \subset(x, y)$.
3. There exists a quadratic minimal prime of $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$, i.e. there exists a prime ideal $(\mathrm{Q}, \ell)$ where Q is a quadratic form, $\ell$ is a linear form and $\left(F_{1}, F_{2}\right) \subset(Q, \ell)$.
4. There exist linear forms $x, y$ such that $x y^{2} \in \operatorname{span}_{\mathbb{K}}\left\{F_{1}, F_{2}\right\}$.
5. There exists a minimal prime $\mathfrak{p}$ of $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$ such that $\mathfrak{p}$ is the homogeneous prime ideal a variety of minimal degree. In particular, $\mathfrak{p}=\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}, \mathrm{Q}_{3}\right)$ where $\mathrm{Q}_{\mathrm{i}}$ are the quadratic forms given by the maximal minors of a matrix M of the form

$$
\left(\begin{array}{lll}
y_{0} & y_{1} & y_{2} \\
y_{1} & y_{2} & y_{3}
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{lll}
y_{0} & y_{2} & y_{3} \\
y_{1} & y_{3} & y_{4}
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{lll}
y_{0} & y_{2} & y_{4} \\
y_{1} & y_{3} & y_{5}
\end{array}\right)
$$

where $y_{1}, \ldots, y_{5}$ are linearly independent linear forms.
This theorem generalizes previous structural results for intersections of two quadrics, which were proved in [HP94, CTSSD87, Shp20]. In [CTSSD87, Section 1], the authors analyzed the cycle decomposition of a complete intersection of two quadrics. Inspired by their approach, we generalize their result to the case of cubic forms. We use the standard tools of primary decomposition and Hilbert-Samuel multiplicity to characterize minimal primes of non-radical ideals generated by two cubic forms. The main conceptual takeaway is: the ideal generated by two cubic forms is not radical only if the cubic forms "are close" to each other, in the sense that they "share many common variables." Therefore we may try to construct a small algebra containing $\mathcal{F}$ that depends on "few variables" globally.

Theorem 1.5 provides us insight into the structure of non-radical ideals. However, it does not provide us with a quantitative bound on how many such non-radical ideals can be there in a SG configuration, and such quantitiative bounds will also be crucial for us to obtain global constraints on the SG configuration. Thus we are lead to the following key question: given a subalgebra of a polynomial ring and an irreducible form $P$ outside of the subalgebra, how many forms $Q$ are there in the subalgebra such that the ideal $(P, Q)$ is not radical? Bertini's theorem in algebraic geometry tells us that we should expect that there are not too many such forms $Q$. We provide a criterion for determining when such an ideal is radical and consequently we obtain quantitative bounds on the number of such forms Q in a fixed algebra (see Corollary 3.24). One of our technical contributions in Section 3 is a criterion for radical ideals in terms of disciminants of polynomials (see Lemma 3.22). We state a simplified version below.

Lemma 1.6. Let $\mathrm{P}, \mathrm{Q} \in \mathbb{K}\left[z_{1}, \cdots, z_{\mathrm{r}}, \mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{s}}\right]$ be irreducible forms of arbitrary degree over an algebraically closed field. Suppose the following conditions hold:

1. $\mathrm{Q} \in \mathbb{K}\left[\mathrm{x}_{1}, \cdots, x_{s}\right]$,
2. $P \notin\left(x_{1}, \cdots, x_{s}\right)$
3. For all $\mathfrak{i} \in[r]$ such that $P$ depends on the variable $z_{i}$, we have $\operatorname{Disc}_{z_{i}}(P) \notin(Q)$.

Then the ideal $(\mathrm{P}, \mathrm{Q})$ is radical.
The result above is a generalization of the fact that the discriminant of a univariate polynomial $P$ is zero iff $P$ has multiple roots - in other words the ideal $(P)$ is not radical. A key property in our proof of the above lemma is that the ideal $(P, Q)$ is Cohen-Macaulay. In this case, the

Cohen-Macaulay property implies that it is enough to show that $P$ has no multiple roots after generic evaluations in the variables $x_{i}$ which belong to the zero set of $Q$. Cohen-Macaulay rings and ideals play a central role in our arguments throughout Section 3 since they enjoy several beautiful properties such as equidimensionality and uniqueness of primary decompositions.

The SG conditions on triples of forms $F_{k} \in \operatorname{rad}\left(F_{i}, F_{j}\right)$ is a "local condition," involving only three forms. So we first construct a "nice algebra" which resembles a small polynomial subring, that contains these three polynomials. However, even if we construct a nice algebra for each such triple, we still have to cope with the global aspect of the $S G$ condition, that is, that for any pair $F_{i}, F_{j}$, there is an $F_{k}$ with the relation above. Therefore, if we fix a form $F_{i}$, the algebras that we construct for the triples better be "compatible" as we vary the indices $\mathfrak{j}, \mathrm{k}$.

To achieve such compatibility among these small algebras that we are constructing, we need such algebras to be robust in a certain sense, which we make precise in Section 4 . We introduce the notion of wide AH algebras, by building upon the strong algebras recently constructed by Ananyan and Hochster [AH20a, AH20b]. We prove that these wide algebras are robust with regards to our SG configuration. A key property of wide algebras is the intersection flatness property. This property allows us to apply algebraic-geometric and elimination theoretic tools to ideals within a wide algebra and extend properties of such ideals to the ambient polynomial ring via a transfer principle. For example, if the generators of an ideal I is contained in a wide algebra then, in order to verify properties of I such as primality, reducedness in the polynomial ring, it is enough to verify these properties inside the wide algebra (see Section 3).

Summary of contributions: Since this work introduces several new technical tools, the following points summarize the main technical takeaways of the paper.

1. We generalize the SG problem of [Gup14] to SG configurations over an algebra and develop an inductive framework for solving Conjecture 1.3. Using our inductive approach we solve Conjecture 1.3 in degree 3. Thus, we open up a concrete avenue to prove the general version of the problem without reducing it to robust versions or other variants.
In the previous versions of the problem, it was unclear how one could prove the SG theorem inductively, and here we provide such a way.
2. We use tools from algebraic geometry to generalize the structure theorem for intersection of quadrics proved in [HP94, CTSSD87, Shp20]. This structure theorem (Theorem 1.5) is new and interesting on its own right. We use the standard tools of Hilbert-Samuel multiplicty and primary decomposition to characterize non-radical ideals generated by cubic forms. The structure theorem for cubics is relatively more involved as the geometry of cubic forms is significantly richer than that of quadratic forms.
3. We prove a criterion for determining when certain ideals generated by two forms of arbitrary degree is radical (Lemma 1.6). This result generalizes the classical fact that the discriminant of a univariate polynomial $P$ is zero iff $P$ has multiple roots.
4. We introduce the notion of wide Ananyan-Hochster algebras, by building upon the seminal work of Ananyan-Hochster in [AH20a, AH20b]. These wide algebras are "well-behaved" subalgebras that behave similar to subpolynomial rings and are particularly amenable to algebraic geometric and elimination theoretic tools. These wide algebras have robustness properties which are particularly useful for our inductive approach to the SG problem.
5. As a part of our inductive approach, we generalize the main result of [Shp20] to quadratic SG configurations over an algebra (see Appendix A). As a special case we obtain a new proof of the quadratic SG theorem in [Shp20].

Generality of our results: Many of our results (especially in Section 3) hold for polynomials of arbitrary degree and therefore we expect that these tools will pave a way for fully settling the main radical SG problem in Conjecture 1.3.

### 1.2 High-level ideas of the proof

Suppose we are given a 3-radical-SG configuration $\mathcal{F}=\mathcal{F}_{1} \sqcup \mathcal{F}_{2} \sqcup \mathcal{F}_{3} \subset \mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$, where $\mathcal{F}_{\mathrm{d}}$ is the set of irreducible forms of degree d in the configuration. As stated, the radical SG problem is not amenable to inductive arguments, as there seems to be no way to convert $\mathcal{F}$ into a 2-radical-SG configuration. However, if one could prove that there is a small polynomial subring $\mathbb{K}\left[y_{1}, \ldots, y_{r}\right] \subset \mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ where $r=O(1)$ and $\mathcal{F}_{3} \subset \mathbb{K}\left[y_{1}, \ldots, y_{r}\right]$, then one could hope that the remaining configuration $\mathcal{F}_{1} \sqcup \mathcal{F}_{2}$ would behave similarly to a 2-radical-SG configuration, which would make our problem more tractable.

This overall strategy is exactly the main idea behind our proof. However, several challenges need to be overcome, as the situation above may not happen at all. For instance, there could be a cubic form $C \in \mathcal{F}_{3}$ of really "high rank," that is, $C$ cannot be decomposed as $C=\sum_{i=1}^{s} y_{i} Q_{i}$ for linear forms $y_{i}$ and quadratic forms $\mathrm{Q}_{\mathrm{i}}$. Additionally, even if C were of "low rank," there could be a quadratic form in its decomposition which is of high rank, for instance $C=y_{1}\left(x_{1} z_{1}+\cdots+x_{n} z_{n}\right)+y_{2}^{2}$. In both cases, we have that the cubic form will depend on many linear variables, so at first glance it seems that the strategy described above is doomed to fail! Moreover, even if we managed to construct such a small polynomial ring, how do we solve the remaining configuration? In the set $\mathcal{F}_{1} \sqcup \mathcal{F}_{2}$, we would have to account for SG pairs which have a dependency outside of the configuration, which will be inside of the small polynomial ring.

To address the first problem, instead of working with small polynomial subrings, we need to construct small and graded $\mathbb{K}$-subalgebras of $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ which behave like polynomial rings, in the sense that these subalgebras are generated by elements which are as free as possible, which is the main property of polynomial rings. But this is not the only property of such algebras that we need: we also need these algebras to interact well with the main polynomial ring $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ - and for us, the commutative algebraic property we need is called intersection flatness, which we formally define in Section 3. The main property from intersection flatness that we will need is that it preserves prime ideals, namely, if $\mathfrak{p}$ is a prime ideal in our subalgebra, then $\mathfrak{p}$ will also be a prime ideal over $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$. This is important because if an algebra preserves primes, then it also preserves the structure of radical ideals, and thus such algebra should behave nicely with our SG configuration.

Suppose we have an algebra $\mathcal{A}$ with the properties from the previous paragraph. If this algebra contains our entire configuration $\mathcal{F}$ we are done, but this may not happen, as we will not be able to construct this algebra at once. Hence, another desirable property of the algebra $\mathcal{A}$ that we will need is that it can be augmented to a slightly larger algebra $\mathcal{B}$ without losing its structure - that is, we would like the generators of $\mathcal{A}$ (which one can think of as the "free variables" of $\mathcal{A}$ ) to be a subset of the generators of $\mathcal{B}$. We denote such property by robustness.

Robustness is desirable for several reasons - as it allows us to extend several results from elimination theory and algebraic geometry (which hold for polynomial rings) to such subalgebras.

But in a high level, the main advantage that robustness gives us is that it formally allows us to treat the subalgebra $\mathcal{A}$ as a polynomial ring with respect to our configuration $\mathcal{F}$. That is, with such robustness we are formally in the case where $\mathcal{A}$ is of the form $\mathbb{K}\left[g_{1}, \ldots, g_{s}\right]$ (where the $g_{i}$ 's are not necessarily linear) where we can think of $g_{i}$ 's in the same way as if they were free linear forms - as far as they interact with $\mathcal{F}$.

To construct such algebras, we build on the groundbreaking result of Ananyan and Hochster [AH20a, AH20b] which in a high level say that if your algebra generators are of "sufficiently high rank" then your algebra will behave like a polynomial ring. In Section 4 we build on their work by constructing wide Ananyan-Hochster algebras (wide AH algebras), and proving that they have all the aforementioned properties, in particular showing that they are robust to small augmentations.

Once we construct such algebras, we are equipped to finally define our inductive strategy. In Section 6.2 we define our "inductive form of SG problem:" the radical SG problem over an algebra (which in practice we'll take it to be a wide AH algebra). In Section 7 we proceed to reducing the 3-radical-SG problem to a 2-radical-SG problem over a wide AH algebra, by proving that the cubics in $\mathcal{F}$ must be contained in a small wide AH algebra. Subsequently in Appendix A we prove that 2-radical-SG configurations over wide AH algebras have small vector-space dimension.

We now describe our approach to prove that forms in $\mathcal{F}_{3}$ are in a small wide AH algebra. Let $\left\{C_{1}, \ldots, C_{t}\right\}=\mathcal{F}_{3}$ be the cubic forms in our SG configuration. If $\delta \in(0,1)$ is a small constant, and each $C_{i}$ is such that for at least $\delta(t-1) C_{j}$ 's span $\mathbb{K}_{\mathbb{K}}\left\{C_{i}, C_{j}\right\}$ contains another cubic from $\mathcal{F}_{3}$, then $\mathcal{F}_{3}$ is in fact a fractional linear SG configuration, in which case we know that dim $\operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{3}\right\}=\mathrm{O}(1)$, and in this case we know how to construct a small wide AH algebra (see Section 4).

The main difficulty comes when $\mathcal{F}_{3}$ is not a fractional linear $S G$ configuration, that is, we have many forms $C_{i}$ for which most $C_{j}$ 's are such that $\operatorname{span}_{\mathbb{K}}\left\{C_{i}, C_{j}\right\}$ does not contain a third cubic in $\mathcal{F}_{3}$. In this case, the ideal $\left(C_{i}, C_{j}\right)$ must not be radical, and we use our main structure theorem for ideals of the form ( $C_{1}, C_{2}$ ) where $C_{1}, C_{2}$ are cubic forms (see Section 5) to show that there exists a simple prime ideal (of small height) containing most of the cubic forms. Once we have such a simple prime, we can invoke special quadratic SG configurations (see Section 6.3 and Section 6.5) to construct a small wide AH algebra that contains most of the cubic forms. As it turns out, we can also prove that if a small wide algebra contains most cubic forms, then it must contain all cubic forms. This concludes the reduction from a 3-radical-SG configuration to a 2-radical-SG configuration over a wide AH algebra, which we handle in Appendix A.

In summary, the high-level roadmap of our proof is as follows:

1. Given 3-radical-SG configuration $\mathcal{F}=\mathcal{F}_{1} \sqcup \mathcal{F}_{2} \sqcup \mathcal{F}_{3}$, prove that $\mathcal{F}_{3}$ is contained in a wide AH algebra of constant dimension ("reducing max degree")
(a) If each form in $\mathcal{F}_{3}$ spans a third element with many other forms in $\mathcal{F}_{3}$, then $\mathcal{F}_{3}$ is a linear SG configuration, and in this case we are done
(b) If $\mathcal{F}_{3}$ is not a linear $S G$ configuration, there must be many cubics $C_{i} \in \mathcal{F}_{3}$ such that $\left(C_{i}, C_{j}\right)$ does not span a third element in $\mathcal{F}_{3}$, which implies $\left(C_{i}, C_{j}\right)$ is not a radical ideal. In this case, use our structure theorem (see Theorem 1.5) and the disciminant criterion (see Lemma 1.6) to prove there is a small prime ideal containing most of $\mathcal{F}_{3}$.
(c) Then we prove that SG subconfigurations within small prime ideals are constant dimensional. We use the structure of these primes to construct a small wide AH algebra containing most of $\mathcal{F}_{3}$ (Section 6).
(d) Once we have that most of our polynomials in $\mathcal{F}_{3}$ are contained in a small wide AH algebra, then we show that all of $\mathcal{F}_{3}$ must be contained in a small wide AH algebra (Section 6.4).
2. Once we have the small wide AH algebra containing $\mathcal{F}_{3}$, note that the set $\mathcal{F}_{1} \sqcup \mathcal{F}_{2}$ is a 2-radical-SG over the wide AH algebra. We show that such configurations are constant dimensional (Appendix A).
("inductive step")
3. The two steps above prove that $\mathcal{F}$ must be a low-dimensional vector space.

It is worth noting that most of the technical work is needed in the steps 1. (b)-(d) above, in order to handle the loss linearity. As mentioned above, to handle this case, we need to develop and generalize several results from elimination theory and algebraic geometry to the setting of algebras generated by prime sequences, and in this step we also crucially use the robustness of the wide AH algebras.

### 1.3 Related Work

Radical Sylvester-Gallai problems: among the previous works, the one which mostly resemble ours are [Shp20] solution of the quadratic radical SG problem.

Our work generalizes [Shp20] by solving the cubic radical SG problem. Moreover, we also prove in Appendix A a more general version of the quadratic SG problem, allowing some of the SG dependencies to be in a fixed algebra. In Section 6.3 we also need to solve an important variant of quadratic SG configurations, which we term as "saturated SG configurations," where there is an extra linear form $z$ such that the $S G$ dependencies are of the form $z \mathrm{~F}_{k} \in \operatorname{rad}\left(\mathrm{~F}_{i}, \mathrm{~F}_{\mathrm{j}}\right)$. Saturated configurations mostly resemble the product configurations from [PS20a], but they are not quite the same as the linear form $z$ may not satisfy the SG condition with many of the forms in the configuration $\mathcal{F}$.

On a high level, our approach is similar to the one from [Shp20], and we were inspired by it, generalizing it in several ways. In his work, Shpilka proves his main theorem by reducing a quadratic SG configuration to a linear SG configuration, and therefore his approach is also inductive. To achieve this induction, Shpilka proves a structure theorem on the structure of dependencies of the form $Q_{k} \in \operatorname{rad}\left(Q_{i}, Q_{j}\right)$, [Shp20, Theorem 29]. This structure theorem falls slightly short of a structure theorem for intersections of quadrics, but it was sufficient for his application and motivated us to generalize his theorem for intersections of cubics. Once Shpilka has his structure theorem, his approach to construct a small algebra containing all forms in the configuration is by converting the radical dependencies (which are non-linear) into linear dependencies. To achieve this, Shpilka then uses general linear projections ([Shp20, Section 5.1, Claim 45]) to preserve the radical dependencies in a non-trivial way. Once Shpilka converts the radical dependencies into linear ones, he can finally apply the linear SG theorems from [BDWY11, DSW14]. As discussed in Section 1.2, we generalize all steps in this approach to make it work for cubic forms, providing several structural elements which generalize to the degree d case.

Progress on PIT: the past year has seen remarkable progress on the PIT problem for constant depth circuits. In [DDS21], the authors give a deterministic quasi-polynomial time algorithm for blackbox PIT for depth 4 circuits with bounded top and bottom fanins. Their approach is analytic in nature, allowing them to bypass the need of Sylvester-Gallai configurations. Another PIT result
in this setting comes from the lower bound against low depth algebraic circuits proved by [LST22], which gives a deterministic weakly-exponential algorithm for PIT for these circuits via the hardness vs randomness paradigm for constant depth circuits [CKS19].

However, the SG-based approach of [Gup14] is the only one so far which could yield deterministic polynomial-time blackbox PIT algorithms for the subclass of depth- 4 circuits with constant top and bottom fanins. Moreover, understanding these non-linear SG type configurations will improve the conceptual understanding of cancellation in algebraic computations, which is something inherent in the SG-based approach.

### 1.4 Organization

In Section 2 we establish the notation and basic facts that will be used throughout the paper. In Section 3, we establish necessary definitions and theorems needed from commutative algebra and algebraic geometry. Moreover, in this section we develop some transfer principles, showing that certain elimination-theoretic and algebro-geometric results also hold for subalgebras generated by prime sequences. In Section 4 we define and establish useful properties of the main object that we will use in our proof: wide Ananyan-Hochster algebras. In Section 5 we prove our main structure theorem and auxiliary lemmas about the structure of ideals generated by two cubic forms. In Section 6 we define the variants and generalizations of Sylvester-Gallai configurations that we need, as well as our "inductive-friendly" Sylvester-Gallai configurations over an algebra. In Section 7 we prove our main theorem, that 3-radical-SG configurations are low dimensional. In Section 8 we conclude and pose some open problems which would lead to a solution of Conjecture 1.1.

## 2 Preliminaries

In this section, we establish the notation which will be used throughout the paper and some important background which we shall need to prove our claims in the next sections.

### 2.1 General Facts and Notations

Throughout the paper, we will work over an algebraically closed field $\mathbb{K}$ with $\operatorname{char}(\mathbb{K})=0$. From now on we will use boldface to denote a vector of variables or an element of the projective space. For instance, $\mathbf{x}=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ is the vector of variables $x_{0}, x_{1}, \ldots, x_{n}$ and $\mathbf{a}=\left[a_{0}: a_{1}: \cdots: a_{n}\right]$ is a point in $\mathbb{P}^{n}$.

We will denote by $S:=\mathbb{K}\left[x_{0}, \cdots, x_{n}\right]$ our polynomial ring, with the standard grading by degree. That is, $S=\bigoplus_{d \geqslant 0} S_{d}$, where $S_{d}$ is the $\mathbb{K}$-vector space of forms of degree $d$. For the rest of this paper, we will use the term form to refer to a homogeneous polynomial.

Given any set of polynomials $F_{1}, \ldots, F_{r} \in S$, we denote the ideal generated by the polynomials $F_{1}, \ldots, F_{r}$ by $\left(F_{1}, \ldots, F_{r}\right)$, and by $\operatorname{rad}\left(F_{1}, \ldots, F_{r}\right)$ the radical of the ideal $\left(F_{1}, \ldots, F_{r}\right)$.

### 2.2 Quadratic forms

In this subsection we recall the following basic definitions and statements about quadratic forms borrowed from [Shp20, PS20a]. In Section 4, we generalize these facts to cubic forms.

Definition 2.1 (Rank of quadratic form). If $Q \in S_{2}$ is a quadratic form, we denote by $\operatorname{rank}(Q)$ the minimal $r \in \mathbb{N}$ such that $Q=\sum_{i=1}^{r} a_{i} b_{i}$, where $a_{i}, b_{i} \in S_{1}$. We call any representation of $Q$ of the form above a minimal representation of Q .

The next proposition appears in [PS20a, Claim 2.13]
Proposition 2.2. If $\mathrm{Q} \in \mathrm{S}_{2}$ is such that $\operatorname{rank}(\mathrm{Q})=\mathrm{r}$ and $\mathrm{Q}=\sum_{i=1}^{r} \mathrm{a}_{\mathrm{i}} \mathrm{b}_{i}=\sum_{i=1}^{r} f_{i} g_{i}$ are two minimal representations of $Q$, then $\operatorname{span}_{\mathbb{K}}\left\{f_{1}, g_{1}, \ldots, f_{r}, g_{r}\right\}=\operatorname{span}_{\mathbb{K}}\left\{a_{1}, b_{1}, \ldots, a_{r}, b_{r}\right\}$.

The proposition above motivates the following definition, taken from [PS20a, Definition 2.14]
Definition 2.3. Let $Q \in S_{2}$ be a quadratic form, where $\operatorname{rank}(Q)=r$, and let $Q=\sum_{i=1}^{r} a_{i} b_{i}$ be a minimal representation of $Q$. Define LinQ $:=\operatorname{span}_{\mathbb{K}}\left\{a_{1}, b_{1}, \ldots, a_{r}, b_{r}\right\}$.

The proposition below appears in [PS20a, Claim 2.17].
Proposition 2.4. If $\mathrm{Q} \in \mathrm{S}_{2}$ is such that $\operatorname{dim} \operatorname{Lin} \mathrm{Q} \geqslant 2$ and $\mathrm{x}, \mathrm{y} \in \mathrm{S}_{1}$ such that $\mathrm{x}, \mathrm{y} \notin \mathrm{Lin} \mathrm{Q}$, then for any $\alpha, \beta \in \mathbb{K}^{*}$, we have that $s(\alpha Q+\beta x y)=s(Q)+1$.

### 2.3 General Projections

In this subsection, we recall some properties of projection maps used in [Shp20, PS20a]. We begin by defining projections maps.

Definition 2.5 (Projection maps). Let $S=\mathbb{K}\left[x_{1}, \cdots, x_{n}\right]$ be a polynomial ring. Let $W \subset S_{1}$ be a subspace of linear forms and $y_{1}, \cdots, y_{t}$ be a basis of $W$. Let $y_{1}, \cdots, y_{n}$ be a basis of $S_{1}$ that extends the basis $y_{1}, \cdots, y_{t}$ of $W$. Let $z$ be a formal variable not in $\left\{y_{1}, \cdots, y_{n}\right\}$. For $\alpha=\left(\alpha_{1}, \cdots, \alpha_{t}\right) \in \mathbb{K}^{\mathrm{t}}$, we define the projection $\operatorname{map} \varphi_{\alpha, W}$ as the $\mathbb{K}$-algebra homomorphism $\varphi_{\alpha, W}: S \rightarrow \mathbb{K}\left[z, y_{t+1}, \cdots, y_{n}\right]=S[z] /(W)$ defined by

$$
y_{i} \mapsto\left\{\begin{array}{l}
\alpha_{i} z, \text { if } 0 \leqslant i \leqslant t \\
y_{i}, \text { otherwise }
\end{array}\right.
$$

For simplicity we will often drop the subscripts $W$ or $\alpha$, and write $\varphi_{\alpha}$ or $\varphi$ for a projection map when there is no ambiguity about the vector space $W$ or the vector $\alpha$.

General projections. Fix a vector space $W \subset S_{1}$ as in Definition 2.5. We will say that a property holds for a general projection $\varphi_{\alpha}$, if there exists a non-empty open subset $\mathrm{U} \subset \mathbb{K}^{\mathrm{t}}$ such that the property holds for all $\varphi_{\alpha}$ with $\alpha \in \mathrm{U}$. Here $\mathrm{U} \subset \mathbb{K}^{\mathrm{t}}$ is open with respect to the Zariski topology, hence $U$ is the complement of the zero set of finitely many polynomial functions on $\mathbb{K}^{t}$. The general choice of the element $\alpha$ defining a general projection $\varphi_{\alpha}$ allows us to say that such projection maps will avoid any finite set of polynomial constraints. As shown in [Shp20, PS20a], general projection maps preserve several important properties of polynomials.

Proposition 2.6. Let $\mathrm{F} \in \mathrm{S}$ be a polynomial and $\mathrm{W} \subset \mathrm{S}_{1}$ be a vector space of linear forms.
(a) If $\mathrm{F} \notin \mathbb{K}[\mathrm{W}]$, then $\varphi(\mathrm{F}) \notin \mathbb{K}[z]$ for a general projection $\varphi: S \rightarrow \mathrm{~S}[z] /(\mathrm{W})$.
(b) If $\mathrm{F} \neq 0$, then $\varphi(\mathrm{F}) \neq 0$ for a general projection.
(c) Suppose F is a form which does not have any multiple factors and $\mathrm{F} \in(\mathrm{W})$. If $\varphi(\mathrm{F})=z^{\mathrm{k}} \mathrm{G}$ where $\mathrm{G} \notin(z)$, then G does not have any mulitple factors.

Proof. (a) Let $W=\operatorname{span}_{\mathbb{K}}\left\{y_{1}, \cdots, y_{t}\right\}$ and $y_{1}, \cdots, y_{n}$ be a basis of $S_{1}$. Let $R=\mathbb{K}\left[y_{1}, \cdots, y_{t}\right]$. We may write $F$ as a polynomial in $y_{t+1}, \cdots, y_{n}$ with coefficients in $R$. Since $F \notin R$, we know that there is a non-zero polynomial $g\left(y_{1} \cdots, y_{t}\right) \in R$ such that $g$ is the coefficient of some monomial $\Pi_{j=t+1}^{n} y_{j}^{e_{j}}$ in $F$. If $\alpha \in \mathbb{K}^{t} \backslash V(g)$, then we must have that $\varphi_{\alpha} \notin \mathbb{K}[z]$. Hence $\varphi_{\alpha} \notin \mathbb{K}[z]$ for a general $\alpha$.
(b) If $F \notin \mathbb{K}[W]$, then by part (a) we conclude that $F \neq 0$. If $F \in \mathbb{K}[W]$ then $F=F_{0}+F_{1}+\cdots+F_{d}$ where $F_{i} \in \mathbb{K}[W]$ is the degree $i$ homogeneous part of $F$. Now $\varphi_{\alpha}(F)=F_{0}(\alpha)+F_{1}(\alpha) z+\cdots+F_{d}(\alpha) z^{d}$. If $F \neq 0$, then $F_{i} \neq 0$ for some $i$. If $\alpha \in \mathbb{K}^{t} \backslash V\left(F_{i}\right)$, then $\varphi_{\alpha}(F) \neq 0$.
(c) If $F \in \mathbb{K}[W]$ then $G \in \mathbb{K}$. So we may assume that $F \notin \mathbb{K}[W]$. Since $F$ does not have any multiple factors, we have $\operatorname{Disc}_{y_{j}}(F) \neq 0$ for all $y_{j} \in\left\{y_{t+1}, \cdots, y_{n}\right\}$ such that $F$ depends on $y_{j}$. Hence, for a general projection $\varphi_{\alpha}$ we have $\operatorname{Disc}_{y_{j}}\left(\varphi_{\alpha}(F)\right)=\varphi_{\alpha}\left(\operatorname{Disc}_{y_{j}}(F)\right) \neq 0$. Suppose that for some projection $\varphi_{\alpha}$ the polynomial $G$ has a multiple factor. Let $y_{j} \in\left\{y_{t+1}, \cdots, y_{n}\right\}$ be a variable such that the multiple factor of $G$ depends on $y_{j}$. Then $\operatorname{Disc}_{y_{j}}(G)=0$ and hence $\operatorname{Disc}_{y_{j}}\left(\varphi_{\alpha}(F)\right)=0$. Therefore G can not have any multiple factors for a general projection $\varphi$.

The next proposition is from [PS20a, Claim 2.23].
Proposition 2.7. Let $\mathrm{F}, \mathrm{G} \in \mathrm{S}$ be two polynomials which have no common factor and $\mathrm{W} \subset \mathrm{S}_{1}$ a subspace of linear forms. For a general projection $\varphi: S \rightarrow S[z] /(W)$, we have $\operatorname{gcd}(\varphi(F), \varphi(G)) \in \mathbb{K}[z]$. In particular, if $\mathrm{F}, \mathrm{G}$ are homogeneous then $\operatorname{gcd}(\varphi(\mathrm{F}), \varphi(\mathrm{G}))=z^{\mathrm{k}}$ for some $\mathrm{k} \in \mathbb{N}$.

The following corollary was proved in [PS20a, Corollary 2.24] for quadratic forms. The same argument applies to forms of arbitrary degree. We provide a proof for completeness.

Corollary 2.8. Let $\mathrm{F}, \mathrm{G} \in \mathrm{S}$ be linearly independent irreducible forms and $\mathrm{W} \subset \mathrm{S}_{1}$ be a vector space of linear forms. If $\mathrm{F}, \mathrm{G} \notin \mathbb{K}[\mathrm{W}]$ then $\varphi(\mathrm{F}), \varphi(\mathrm{G})$ are linearly independent, for a general projection $\varphi: S \rightarrow \mathrm{~S}[z] /(W)$.

Proof. Since $\mathrm{F}, \mathrm{G} \notin \mathbb{K}[\mathrm{W}]$, we have $\varphi(\mathrm{F}), \varphi(\mathrm{G}) \notin \mathbb{K}[z]$ for a general projection $\varphi$, by Proposition 2.6. Since $F, G$ are irreducible, we know that any common factor of $\varphi(F), \varphi(G)$ must be of the form $z^{k}$. If $\varphi(\mathrm{F}), \varphi(\mathrm{G})$ are linearly dependent, then we must have $\varphi(\mathrm{F}), \varphi(\mathrm{G}) \in \mathbb{K}[z]$, which is a contradicion.

The next proposition follows from [PS20a, Claim 2.26].
Proposition 2.9. Let $W \subset S_{1}$ be a vector space of linear forms. Let $\mathcal{F} \subset S_{2}$ be a finite set of quadratic forms. Suppose there is an integer $\mathrm{D}>0$ such that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\bigcup_{\mathrm{F} \in \mathcal{F}} \operatorname{Lin} \varphi(\mathrm{F})\right\} \leqslant \mathrm{D}$ for a general projection $\varphi: S \rightarrow S[z] /(W)$. Then $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\bigcup_{F \in \mathcal{F}} \operatorname{LinF}\right\} \leqslant(D+1) \cdot \operatorname{dim} W$.

The proposition above can be sharpened if we have extra information about the linear forms in $\mathcal{F}$. We state this sharpening in the next proposition

Proposition 2.10. Let $W \subset S_{1}$ be a vector space of linear forms and $\mathcal{F} \subset S_{2}$ be a finite set of quadratic forms such that $\mathcal{F} \cap(\mathrm{W})$ and $\mathrm{s}(\mathrm{F})<\mathrm{s}$ for each $\mathrm{F} \in \mathcal{F}$. Suppose there is an integer $\mathrm{D}>0$ such that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\bigcup_{\mathrm{F} \in \mathcal{F}} \operatorname{Lin} \varphi(\mathrm{F})\right\} \leqslant \mathrm{D}$ for a general projection $\varphi: S \rightarrow \mathrm{~S}[z] /(\mathrm{W})$. Then $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\bigcup_{F \in \mathcal{F}} \operatorname{LinF}\right\} \leqslant(D+1) \cdot s$.

The next result is an analogue of Proposition 2.9 for forms of higher degree.
Proposition 2.11. Let $W \subset S_{1}$ be a vector space of linear forms. Let $\mathcal{F} \subset S_{d}$ be a finite set of forms of degree $\mathrm{d} \geqslant 2$ such that $\mathcal{F} \subset(\mathrm{W})$. Suppose that there exists an integer $\mathrm{D}>0$ such that we have $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\varphi(\mathcal{F})\} \leqslant \mathrm{D}$ for a general projection $\varphi$ of W . Then there exists a graded vector space
$\mathrm{V}=\mathrm{V}_{1}+\cdots+\mathrm{V}_{\mathrm{d}-1} \subset \mathrm{~S}$ with $\mathrm{V}_{\mathrm{k}} \subset \mathrm{S}_{\mathrm{k}}$, such that $\mathcal{F} \subset \mathbb{K}[\mathrm{V}+\mathrm{W}]$ and $\operatorname{dim}\left(\mathrm{V}_{\mathrm{k}}\right) \leqslant \mathrm{D} \cdot\binom{\operatorname{dim}(W)+\mathrm{d}-\mathrm{k}-1}{\mathrm{~d}-\mathrm{k}}$ for all $k \in[d-1]$.

Moreover, we have $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant D \cdot\left(\sum_{k=1}^{\mathrm{d}=1}(\underset{\mathrm{k}}{\operatorname{dim}(\underset{\mathrm{W}}{ })+\mathrm{k}-1})^{2}\right)$
Proof. Let $\mathcal{F}=\left\{F_{1}, \cdots, F_{m}\right\} \subset S_{d}$. Let $W=\operatorname{span}_{\mathbb{K}}\left\{y_{1}, \cdots, y_{t}\right\}$ and $y_{1}, \cdots, y_{n}$ be a basis of $S_{1}$. Let $R=\mathbb{K}\left[y_{1}, \cdots, y_{t}\right]$ and $A=\mathbb{K}\left[y_{t+1}, \cdots, y_{n}\right]$. For $k \in[d-1]$, let $r_{k}=\binom{t+k-1}{k}$ be the number of distinct monomials of degree $k$ in $R$. Let $M_{1}, \cdots, M_{r_{k}}$ denote these monomials that span $R_{k}$. Consider $F_{i}$ as a polynomial in $A\left[y_{1}, \cdots, y_{t}\right]$. Let $F_{i j}^{k} \in A$ denote the coefficient of the degree $k$ monomial $M_{j}$ in $F_{i}$. Note that if $F_{i j}^{k} \neq 0$, then it is a homogeneous polynomial of degree $d-k$. Let $V_{d-k}=\operatorname{span}_{\mathbb{K}}\left\{F_{i j}^{k} \mid i \in[m], j \in\left[r_{k}\right]\right\}$ and $V=V_{1}+\cdots+V_{d-1}$. Then we have $\mathcal{F} \subset \mathbb{K}[V+W]$. We will show that $\operatorname{dim}\left(V_{d-k}\right) \leqslant r_{k} D$ for all $k \in[d-1]$.

Fix $k \in[d-1]$ and let $F_{i j}$ denote the forms $F_{i j}^{k}$ as defined above. For $\alpha \in \mathbb{K}^{t}$, we have $\varphi_{\alpha}\left(F_{i}\right) \in A[z]$ and the coefficient of $z^{k}$ in $\varphi_{\alpha}\left(F_{i}\right)$ is given by $M_{1}(\alpha) F_{i 1}+\cdots+M_{r_{k}}(\alpha) F_{i_{r}}$. For a general $\alpha \in \mathbb{K}^{t}$, we know that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\varphi(\mathcal{F})\} \leqslant D$. Therefore the dimension of the span of the coefficients of $z^{k}$ in all the $\varphi\left(F_{i}\right)$ is at most $D$, i.e. we have $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{M_{1}(\alpha) F_{i 1}+\cdots+M_{r_{k}}(\alpha) F_{i r_{k}} \mid i \in[m]\right\} \leqslant D$. We may choose $r_{k}$ number of general vectors $\alpha^{(1)}, \cdots, \alpha^{\left(r_{k}\right)} \in \mathbb{K}^{r_{k}}$, such that the matrix $\mathcal{M}$ defined by $\mathcal{M}_{i j}=M_{i}\left(\alpha^{(\mathfrak{j})}\right)$ is invertible. Then we have dim $\operatorname{span}_{\mathbb{K}}\left\{\mathrm{F}_{\mathfrak{i} j} \mid i \in[m], j \in\left[r_{k}\right]\right\} \leqslant r_{k} D$.

Let $F_{i} \in \mathcal{F}$ and $k \in[d-1]$. By the above argument, we know that the coefficients $\left\{F_{i j}\right\}$ of the degree $k$ monomials $M_{1}, \cdots, M_{r_{k}}$ in $F_{i}$ 's span a vector space of dimension at most $r_{k} D$. Hence, the span of $\left\{M_{\ell} F_{i j} \mid i \in[m], j, \ell \in\left[r_{k}\right]\right\}$ is of dimension at most $r_{k}^{2} D$. Therefore, $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant \sum_{k=1}^{d-1} r_{k}^{2} D$.

Corollary 2.12. Let $\mathrm{W} \subset \mathrm{S}_{1}$ be a vector space of linear forms. Let $\mathcal{F} \subset \mathrm{S}_{\leqslant 3}$ be a finite set of forms of degree at most 3 such that $\mathcal{F} \subset(W)$. Suppose that there exists an integer $\mathrm{D}>0$ such that we have $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\varphi(\mathcal{F})\} \leqslant \mathrm{D}$ for a general projection $\varphi$ of W . Then there exists a graded vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ such that $\mathcal{F} \subset \mathbb{K}[V+W]$ and $\operatorname{dim}\left(V_{1}\right)=\mathrm{O}\left((\operatorname{dim} W)^{2}\right), \operatorname{dim}\left(V_{2}\right)=\mathrm{O}(\operatorname{dim}(W))$. Moreover, we have $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant \mathrm{O}\left((\operatorname{dim} W)^{4}\right)$.

Proof. Let $\mathcal{F}_{i}=\mathcal{F} \cap S_{i}$ for $i \in[3]$. As $\mathcal{F} \subset(W)$, we have $\mathcal{F}_{1} \subset W$. By Proposition 2.11, there exists a vector space $\mathrm{U}_{1} \subset \mathrm{~S}_{1}$ such that $\mathcal{F}_{2} \subset \mathbb{K}\left[\mathrm{U}_{1}+\mathrm{W}\right]$ and $\operatorname{dim}\left(\mathrm{U}_{1}\right) \leqslant \mathrm{D} \cdot \operatorname{dim}(W)$. Again, by applying Proposition 2.11 to $\mathcal{F}_{3}$, we obtain a graded vector space $\mathrm{U}_{1}^{\prime}+\mathrm{U}_{2}^{\prime}$ such that $\mathcal{F}_{3} \subset \mathbb{K}\left[\mathrm{U}_{1}^{\prime}+\mathrm{U}_{2}^{\prime}+\mathrm{W}\right]$ and $\operatorname{dim}\left(\mathrm{U}_{1}^{\prime}\right) \leqslant \mathrm{D} \cdot(\underset{2}{\operatorname{dim}(W)+1}), \operatorname{dim}\left(\mathrm{U}_{2}^{\prime}\right) \leqslant \mathrm{D} \cdot \operatorname{dim}(W)$. Hence, we may take $\mathrm{V}_{1}=\mathrm{U}_{1}+\mathrm{U}_{1}^{\prime}$ and $\mathrm{V}_{2}=\mathrm{U}_{2}^{\prime}$.

Since $\mathcal{F}_{1} \subset W$, we have $\operatorname{dim}\left(\mathcal{F}_{1}\right) \leqslant \operatorname{dim}(W)$. By Proposition 2.11 , we know that $\operatorname{dim}\left(\mathcal{F}_{2}\right) \leqslant$ $\mathrm{D} \cdot(\operatorname{dim} W)^{2}$ and $\operatorname{dim}\left(\mathcal{F}_{3}\right) \leqslant \mathrm{D} \cdot\left((\operatorname{dim} W)^{2}+(\underset{2}{\operatorname{dim}(W)+1})^{2}\right)$. Therefore, we have

$$
\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant \operatorname{dim}(W)+D \cdot\left(2(\operatorname{dim} W)^{2}+\binom{\operatorname{dim} W+1}{2}^{2}\right) .
$$

Hence $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant \mathrm{O}\left((\operatorname{dim} W)^{4}\right)$.

## 3 Results from algebraic geometry

In this section we establish the necessary definitions and theorems needed from commutative algebra and algebraic geometry.

### 3.1 Regular sequences and Hilbert-Samuel multiplicity

Definition 3.1 (Regular sequence). Let $R$ be ring and $M$ an $R$-module. A sequence of elements $f_{1}, f_{2}, \cdots f_{n} \in R$ is called an $M$-regular sequence if
(1) $\left(f_{1}, f_{2}, \cdots, f_{n}\right) M \neq M$, and
(2) for $i=1, \cdots, n, f_{i}$ is a non-zerodivisor on $M /\left(f_{1}, \cdots, f_{i-1}\right) M$.

If $M=R$, then we simply call it a regular sequence.
If $P$ and $Q$ are two irreducible polynomials in the polynomial ring $S$ such that $P$ does not divide $Q$, then $P, Q$ is an $S$-regular sequence. Indeed, since $P$ is irreducible, we know that $S /(P)$ is a integral domain. Therefore $Q$ is a non-zero element in $S /(P)$, and hence a non-zero divisor.

We also note that if $f_{1}, \cdots, f_{m}$ is a regular sequence of forms in $S$, then $f_{1}, \cdots, f_{m}$ are algebraically independent. Therefore the subalgebra generated by $f_{1}, \cdots, f_{m}$ is isomorphic to a polynomial ring. In particular, the ring homomorphism $k\left[y_{1}, \cdots, y_{n}\right] \rightarrow S$ defined by $y_{i} \mapsto f_{i}$ is an isomorphism onto its image.

Even though the $\mathbb{K}$-algebra $\mathbb{K}\left[f_{1}, \ldots, f_{m}\right] \subset S$ is isomorphic to a polynomial ring, its elements may not behave well when seen as elements of $S$. We next present a sufficient condition which will ensure to us that the subalgebra is well behaved with respect to $S$, in a way which we formalize later.

Definition 3.2 ( $R_{\eta}$-property). Let $\eta$ be a non-negative integer. We say that a Noetherian ring $R$ satisfies the $R_{\eta}$ property if the local ring $R_{\mathfrak{p}}$ is a regular local ring for all prime ideals $\mathfrak{p} \subset R$ such that height $(\mathfrak{p}) \leqslant \eta$.

Definition 3.3. Let $\eta$ be a non-negative integer and $R$ a Noetherian ring. A sequence of elements $f_{1}, \ldots, f_{n} \in R$ is called a prime sequence (respectively an $R_{\eta}$-sequence) if

1. $f_{1}, \cdots, f_{n}$ is a regular sequence, and
2. $R /\left(f_{1}, \cdots, f_{i}\right)$ is an integral domain (respectively, satisfies the $R_{\eta}$ property) for all $i \in[n]$.

Remark 3.4. Since prime sequences and $R_{\eta}$-sequences are regular sequences, we know that if $f_{1}, \cdots, f_{n}$ is a prime sequence or $R_{\eta}$-sequence in the polynomial ring $S$, then $f_{1}, \cdots, f_{n}$ are algebraically independent.

We note the following simple statement about radicals and regular sequences.
Lemma 3.5. If $\mathrm{F}, \mathrm{P}_{1}, \mathrm{P}_{2}$ is a regular sequence in S and $\mathrm{FG} \in \operatorname{rad}\left(\mathrm{FP}_{1}, \mathrm{FP}_{2}\right)$ then $\mathrm{G} \in \operatorname{rad}\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$.
Proof. Note that we have (FG) ${ }^{d}=A F P_{1}+B F P_{2}$ for some $A, B \in S$, and hence $F^{d-1} G^{d}=A P_{1}+B P_{2}$. Since $F$ is a non-zero divisor in $S /\left(P_{1}, P_{2}\right)$, we conclude that $G^{d} \in\left(P_{1}, P_{2}\right)$.

Let $(R, \mathfrak{m})$ be a local ring and $M$ be an $R$-module. Define the Hilbert-Samuel function of $M$ to be

$$
H_{\mathfrak{m}, M}(\mathfrak{n})=\text { length }\left(\frac{\mathfrak{m}^{\mathfrak{n}} M}{\mathfrak{m}^{\mathfrak{n}+1} M}\right)
$$

By [Eis95, Proposition 12.2, Theorem 12.4], there exists a polynomial $P_{\mathfrak{m}, M}$ of degree $\operatorname{dim}(M)-1$ such that $P_{\mathfrak{m}, M}(n)=H_{\mathfrak{m}, M}(n)$ for $n \gg 0$. The polynomial $P_{\mathfrak{m}, M}$ is called the Hilbert-Samuel
polynomial of $M$. Let $a_{d}$ be the leading coefficient of $P_{m}, M$, where $d=\operatorname{dim}(M)-1$. The Hilbert-Samuel multiplicity of $M$ is defined as

$$
e(\mathfrak{m}, M)=(d-1)!a_{d}
$$

Therefore, the leading coefficient of the Hilbert-Samuel polynomial $P_{\mathfrak{m}, M}$ is $\frac{e(\mathfrak{m}, M)}{(\operatorname{dim} M-1)!}$.
Let $S_{\mathfrak{m}}$ be the localization of $S$ at the irrelevant maximal ideal $\mathfrak{m}=\left(x_{0}, \cdots, x_{n}\right)$ and let $I$ be a homogeneous ideal in $S$. Then the localization $(S / I)_{\mathfrak{m}}$ is an $S_{\mathfrak{m}}$-module. We will denote $e(S / I):=e\left(\mathfrak{m},(S / I)_{\mathfrak{m}}\right)$. Note that by [Eis95, Exercise 12.6], the number $e(S / I)$ is also equal to the degree of the projective variety defined by $I$ in $\mathbb{P}^{n}$.

Let $\mathrm{I}=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{\mathrm{m}}$ be an irredundant primary decomposition of I in S and $\mathfrak{p}_{\mathfrak{i}}=\operatorname{rad}\left(\mathfrak{q}_{\mathfrak{i}}\right)$ be a minimal prime of $I$ for some $\mathfrak{i} \in[m]$. Then the localization $(S / I)_{\mathfrak{p}_{\mathfrak{i}}}$ is an $S_{\mathfrak{p}_{\mathfrak{i}}}$ module of finite length. We define the multiplicity of $\mathfrak{p}_{i}$ in the primary decomposition of $I$ as

$$
\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right)=\operatorname{length}\left((\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{i}}}\right)
$$

Remark 3.6. Note that $\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right) \geqslant 1$. Moreover, we have $\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right)=1 \Leftrightarrow \mathfrak{q}_{\mathfrak{i}}=\mathfrak{p}_{\mathfrak{i}}$. Indeed, length $\left(\left(S / \mathfrak{q}_{\mathfrak{i}}\right)_{\mathfrak{p}_{\mathfrak{i}}}\right) \leqslant$ length $\left((\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{i}}}\right)$ since we have a surjective homomorphism $(\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{i}}} \rightarrow\left(\mathrm{S} / \mathfrak{q}_{\mathfrak{i}}\right)_{\mathfrak{p}_{\mathfrak{i}}}$. Therefore we have length $\left(\left(S / \mathfrak{q}_{\mathfrak{i}}\right)_{\mathfrak{p}_{\mathfrak{i}}}\right)=1$. If $\mathfrak{q}_{\mathfrak{i}} \subsetneq \mathfrak{p}_{\mathfrak{i}}$, then we have a strict chain of $\mathrm{S}_{\mathfrak{p}_{\mathfrak{i}}}$-modules given by $(0) \subsetneq \mathfrak{p}_{\mathfrak{i}} \subsetneq\left(\mathrm{S} / \mathfrak{q}_{\mathfrak{i}}\right)_{\mathfrak{p}_{\mathfrak{i}}}$, which is of length 2 . That is a contradiction. Therefore we must have $\mathfrak{q}_{\mathfrak{i}}=\mathfrak{p}_{\mathfrak{i}}$. Hence if we have $\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{j}}\right)=1$ for all $\mathfrak{j}$, then $\mathrm{I}=\cap_{\mathfrak{j}} \mathfrak{p}_{\mathfrak{j}}$, and I is a radical ideal.

Conversely if I is a radical ideal then $\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right)=1$ for all minimal primes. Indeed for every $\mathfrak{i}$ the ideal $\mathfrak{p}_{\mathfrak{i}}(\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{i}}}$ is the nilradical of $(\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{i}}}$ by the minimality of $\mathfrak{p}_{\mathfrak{i}}$. Since $\mathrm{S} / \mathrm{I}$ has no nilpotents, we have $\mathfrak{p}_{\mathfrak{i}}(\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{i}}}=(0)_{\mathfrak{p}_{\mathfrak{i}}}$, which implies $(\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{i}}}$ is a field, and therefore has length 1 .

We recall the basic properties of the Hilbert-Samuel multiplicity below.
Proposition 3.7. [Eis95, Exercises 12.7, 12.11] Let I be a homogeneous ideal in S.

1. Let $\mathrm{J} \subset \mathrm{S}$ be a homogeneous ideal such that $\mathrm{I} \subset \mathrm{J}$. Then $\mathrm{e}(\mathrm{S} / \mathrm{J}) \leqslant e(\mathrm{~S} / \mathrm{I})$.
2. If $\mathrm{I}=(\mathrm{F})$ for some form of degree d , then $\mathrm{e}(\mathrm{S} / \mathrm{I})=\mathrm{d}$.
3. If $\mathrm{I}=\left(\mathrm{F}_{1}, \cdots, \mathrm{~F}_{\mathfrak{m}}\right)$ where $\mathrm{F}_{1}, \cdots, \mathrm{~F}_{\mathfrak{m}}$ is a regular sequence of forms and $\operatorname{deg}\left(\mathrm{F}_{\mathfrak{i}}\right)=\mathrm{d}_{\mathfrak{i}}$. Then

$$
e(S / I)=d_{1} \cdots d_{m} .
$$

4. If $\mathrm{I}=\left(\mathrm{F}_{1}, \cdots, \mathrm{~F}_{\mathrm{m}}\right)$ where $\mathrm{F}_{1}, \cdots, \mathrm{~F}_{\mathrm{m}}$ is a regular sequence of forms, and $\mathfrak{p}_{1}, \cdots, \mathfrak{p}_{\mathrm{m}}$ are the minimal primes of I in S . Then

$$
e(S / I)=\sum_{i} \mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right) e\left(S / \mathfrak{p}_{\mathfrak{i}}\right)
$$

Lemma 3.8. Let $\mathrm{P}, \mathrm{Q}$ be irreducible forms and $\mathfrak{p}_{1}, \cdots, \mathfrak{p}_{\mathrm{r}}$ be the minimal primes of $(\mathrm{P}, \mathrm{Q})$ in S . Suppose there exist linear forms $\ell_{j} \in \mathfrak{p}_{j}$ for all $\mathfrak{j} \in[r]$. Then we have

$$
\prod_{j} \ell_{\mathfrak{j}}^{\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{j}}\right)} \in(P, Q)
$$

Proof. Let I denote the ideal $(P, Q)$ in $S$. We have a chain of $(S)_{\mathfrak{p}_{\mathfrak{j}}}$-submodules of $(S / I)_{\mathfrak{p}_{\mathfrak{j}}}$ given by

$$
(\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{j}}} \supset\left(\ell_{\mathrm{j}}\right)_{\mathfrak{p}_{\mathfrak{j}}} \supset\left(\ell_{\mathfrak{j}}^{2}\right)_{\mathfrak{p}_{\mathfrak{j}}} \supset \cdots\left(\ell_{\mathrm{j}}^{\mathrm{m}_{\mathfrak{j}}}\right)_{\mathfrak{p}_{\mathfrak{j}}} \supset 0
$$

Since the local ring $(S / I)_{\mathfrak{p}_{\mathfrak{j}}}$ is an $S_{\mathfrak{p}_{j}}$-module of length $\mathfrak{m}_{\mathfrak{j}}$, we must have that $\ell_{j}^{m_{j}}=0$ in $(S / I)_{\mathfrak{p}_{j}}$. Now consider that natural morphism to the localization

$$
(\mathrm{S} / \mathrm{I}) \rightarrow(\mathrm{S} / \mathrm{I})_{\mathfrak{p}_{\mathfrak{j}}} .
$$

Since the image of $\ell_{j}^{m_{j}}$ is zero under the localization morphism, by [AM69, Corollary 10.21], we see that $\ell_{\mathfrak{j}}^{\boldsymbol{m}_{\mathfrak{j}}}$ must be contained in all $\mathfrak{p}_{\mathfrak{j}}$-primary ideals of $S / I$. In particular $\ell_{\mathfrak{j}}^{\mathfrak{m}_{\mathfrak{j}}} \in \mathfrak{q}_{j}$ for all $\mathfrak{j}$. Therefore we have

$$
\prod_{j} \ell_{\mathfrak{j}}^{m_{j}} \in \cap_{\mathfrak{j}} \mathfrak{q}_{\mathfrak{j}}=\mathrm{I} .
$$

Lemma 3.9. Let $\mathrm{P}, \mathrm{Q}, \mathrm{P}_{1}, \cdots, \mathrm{P}_{\mathrm{m}} \in \mathrm{S}$ be irreducible forms of degree at most d . Suppose $\mathrm{m} \geqslant 2^{\mathrm{d}^{2}}$. If $\mathrm{Q} \in \operatorname{rad}\left(\mathrm{P}, \mathrm{P}_{\mathrm{i}}\right)$ for all $\mathrm{i} \in[\mathrm{m}]$, then we must have $\operatorname{rad}\left(\mathrm{P}, \mathrm{P}_{\mathrm{i}}\right)=\operatorname{rad}\left(\mathrm{P}, \mathrm{P}_{\mathrm{k}}\right)$ for two distinct $\mathrm{i}, \mathrm{k} \in[\mathrm{m}]$.

Proof. Note that we have $\operatorname{rad}(P, Q) \subset \operatorname{rad}\left(P, P_{i}\right)$ for all $i \in[m]$, since $Q \in \operatorname{rad}\left(P, P_{i}\right)$. Let $\mathcal{S}=$ $\left\{\mathfrak{p}_{1}, \cdots \mathfrak{p}_{\ell}\right\}$ and $\mathcal{S}_{\mathfrak{i}}=\left\{\mathfrak{p}_{i 1}, \cdots, \mathfrak{p}_{i \ell_{i}}\right\}$ be the set of minimal primes of $(\mathrm{P}, \mathrm{Q})$ and $\left(\mathrm{P}, \mathrm{P}_{\mathrm{i}}\right)$ respectively. We have $\bigcap \mathfrak{p}_{\mathfrak{j}}=\operatorname{rad}(P, Q) \subset \operatorname{rad}\left(P, P_{i}\right)=\bigcap_{j} \mathfrak{p}_{\mathfrak{i j}}$. Therefore, by [AM69, Proposition 1.11], we must have that for all $\mathfrak{i}, \mathfrak{j}$, there exists $k$ such that $\mathfrak{p}_{k} \subset \mathfrak{p}_{\mathfrak{i} j}$. Since we know that $h t\left(\mathfrak{p}_{\mathfrak{j}}\right)=\operatorname{ht}\left(\mathfrak{p}_{\mathfrak{i}}\right)=2$ for all $\mathfrak{i}, \mathfrak{j}$, we must have that for all $i, j$, there exists $k$ such that $\mathfrak{p}_{k}=\mathfrak{p}_{i j}$, i.e. $\mathcal{S}_{\mathfrak{i}} \subset \mathcal{S}$ for all $\mathfrak{i} \in[m]$.

Note that we have $\sum_{\mathfrak{j}} \mathfrak{m}\left(\mathfrak{p}_{\mathfrak{j}}\right) e\left(S / \mathfrak{p}_{\mathfrak{j}}\right)=e(\mathrm{~S} /(\mathrm{P}, \mathrm{Q}))=\operatorname{deg}(P) \operatorname{deg}(Q) \leqslant \mathrm{d}^{2}$. Since $m\left(\mathfrak{p}_{\mathfrak{j}}\right) \geqslant 1$ and $e\left(S / \mathfrak{p}_{\mathfrak{j}}\right) \geqslant 1$, we conclude that $|\mathcal{S}| \leqslant \mathrm{d}^{2}$, i.e. there exist at most $\mathrm{d}^{2}$ minimal primes of $(\mathrm{P}, \mathrm{Q})$. Therefore there are at most $2^{\mathrm{d}^{2}}-1$ number of distinct choices for the set of minimal primes $\mathcal{S}_{\mathfrak{i}}=\left\{\mathfrak{p}_{i j}\right\}$ of the ideals $\left(\mathrm{P}, \mathrm{P}_{\mathrm{i}}\right)$. By the pigeonhole principle, there exist distinct $\mathfrak{i}, \mathrm{k} \in[\mathrm{m}]$ such that $\mathcal{S}_{\mathfrak{i}}=\mathcal{S}_{k}$. Thus, $\operatorname{rad}\left(P, P_{i}\right)=\bigcap_{\mathfrak{q} \in \mathcal{S}_{\mathfrak{i}}} \mathfrak{q}=\bigcap_{\mathfrak{p} \in \mathcal{S}_{k}} \mathfrak{p}=\operatorname{rad}\left(P, P_{k}\right)$.

### 3.2 Intersection flatness and prime ideals

Recall that if $R \rightarrow R^{\prime}$ is a flat ring homomorphism, then $I R^{\prime} \cap J R^{\prime}=(I \cap J) R^{\prime}$ for any two ideals $I, J$ in $R$. The notion of intersection flatness generalizes this fact to arbitrary intersections. A flat ring homomorphism $R \rightarrow R^{\prime}$ is called intersection flat if for every family $\mathcal{J}$ of ideals in $R$, we have $\bigcap_{\mathrm{I} \in \mathcal{J}}\left(\mathrm{IR}^{\prime}\right)=\left(\bigcap_{\mathrm{I} \in \mathcal{J}} \mathrm{I}\right) \mathrm{R}^{\prime}$. The following result is from the discussion on extensions of prime ideals in in [AH20a, Section 2]. We rephrase it here in the form of the following proposition for convenience.

Proposition 3.10 (Intersection flatness). Let $g_{1}, \cdots, g_{s}$ be forms in $\mathbb{K}\left[y_{1}, \cdots, y_{n}\right]$ such that $g_{1}, \cdots, g_{s}$ form a regular sequence. Then the $\mathbb{K}$-algebra homomorphism $\mathbb{K}\left[x_{1}, \cdots, x_{s}\right] \rightarrow \mathbb{K}\left[y_{1}, \cdots, y_{n}\right]$, given by $x_{i} \mapsto g_{i}$, is intersection flat.

Proof. Since $g_{1}, \cdots, g_{s}$ is a regular sequence, it can be extended to a homogeneous system of parameters $g_{1}, \cdots, g_{n}$. Since $g_{1}, \cdots, g_{n}$ is a homogeneous system of parameters, we know that $\mathbb{K}\left[y_{1}, \cdots, y_{n}\right]$ is a free module over $\mathbb{K}\left[g_{1}, \cdots, g_{n}\right]$. Now $\mathbb{K}\left[g_{1}, \cdots, g_{n}\right]$ is a free module over $\mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ via the inclusion homomorphism $\mathbb{K}\left[g_{1}, \cdots, g_{s}\right] \hookrightarrow \mathbb{K}\left[g_{1}, \cdots, g_{n}\right]$. Therefore $\mathbb{K}\left[y_{1}, \cdots, y_{n}\right]$ is free over $\mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ via the inclusion homomorphism. By [HH94, Page 41], free
extensions are intersection flat. Therefore the ring homomorphism $\mathbb{K}\left[g_{1}, \cdots, g_{s}\right] \hookrightarrow \mathbb{K}\left[y_{1}, \cdots, y_{n}\right]$ is intersection flat. Since $g_{1}, \cdots, g_{s}$ is part of a homogeneous system of parameters, we know that $g_{1}, \cdots, g_{s}$ are algebraically independent over $\mathbb{K}$. Therefore the homomorphism $\mathbb{K}\left[x_{1}, \cdots, x_{s}\right] \rightarrow$ $\mathbb{K}\left[y_{1}, \cdots, y_{n}\right]$, given by $x_{i} \mapsto g_{i}$ is an isomorphism onto its image $\mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ and thus it is intersection flat.

The following result from [AH20a] shows that if we further assume that $g_{1}, \cdots, g_{s}$ is a prime sequence, then prime ideals in $\mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ extend to prime ideals in $\mathbb{K}\left[y_{1}, \cdots, y_{n}\right]$.

Lemma 3.11. [AH20a, Corollary 2.9] Let S be our polynomial ring and $\mathrm{g}_{1}, \cdots, g_{\mathrm{s}}$ be a prime sequence of forms in S . Then for any prime ideal $\mathfrak{p} \subset \mathbb{K}\left[\mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}\right]$, the extension ideal $\mathfrak{p S}$ is also prime.

Proposition 3.12. Let $\mathrm{P}, \mathrm{Q}$ be non-associate irreducible forms in S . Let $\mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}$ be a prime sequence of forms such that $\mathrm{Q} \in \mathcal{A}:=\mathbb{K}\left[\mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}\right]$. Suppose $\mathrm{P} \notin\left(\mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}\right)$. Let $\mathfrak{p} \subset \mathrm{S}$ be a minimal prime over $(\mathrm{P}, \mathrm{Q})$. Then $\mathfrak{p} \cap \mathcal{A}=(\mathrm{Q})$ and $(\mathrm{P}, \mathrm{Q}) \cap \mathcal{A}=(\mathrm{Q})$.

Proof. Let $\mathfrak{q}=\mathfrak{p} \cap \mathcal{A}$. Note that $\mathfrak{q} \subset\left(g_{1}, \cdots, g_{s}\right)$. Indeed, suppose we have $\mathfrak{f} \in \mathfrak{q} \backslash\left(g_{1}, \cdots, g_{s}\right)$. Then $f$ is a polynomial in $\mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ with non-zero constant term. Since $(P, Q)$ is a homogeneous ideal, the minimal prime $\mathfrak{p}$ over ( $P, Q$ ) is also a homogeneous ideal. By homogeneity, $f \in \mathfrak{p}$ implies that $\mathfrak{p}$ contains a non-zero constant, which is a contradiction.

Since $P$ is irreducible, we know that $(P, Q)$ is a regular sequence. Hence we have $h t(\mathfrak{p})=2$. By Lemma 3.11, the ideal $\mathfrak{q S}$ is prime. Therefore, $h t(\mathfrak{q S}) \leqslant 2$ since $\mathfrak{q} S \subset \mathfrak{p}$. Note that for any prime ideal $\mathfrak{q}^{\prime} \subset \mathcal{A}$ we have $\mathfrak{q}^{\prime} S \cap \mathcal{A}=\mathfrak{q}^{\prime}$. By Lemma 3.11, any strict chain of prime ideals $\mathfrak{q}_{0} \subsetneq \cdots \subsetneq \mathfrak{q}_{\mathfrak{m}} \subsetneq \mathfrak{q}$ in $\mathcal{A}$ extends to a strict chain of prime ideals $\mathfrak{q}_{0} S \subsetneq \cdots \subsetneq \mathfrak{q}_{\mathfrak{m}} S \subsetneq \mathfrak{q} S$ in $S$. Therefore $\operatorname{ht}(\mathfrak{q}) \leqslant \operatorname{ht}(\mathfrak{q} S) \leqslant 2$. Suppose $h t(\mathfrak{q})=2$. Then we must have $\mathfrak{p}=\mathfrak{q} \cdot S$. This is a contradiction since $P \in \mathfrak{p}$ and $P \notin\left(g_{1}, \cdots, g_{s}\right)$. Therefore $\operatorname{ht}(\mathfrak{q})=1$, and hence $\mathfrak{q}=(Q)$, as $(Q)$ is a prime ideal. Further, we have $(\mathrm{Q}) \subset(\mathrm{P}, \mathrm{Q}) \cap \mathcal{A} \subset \mathfrak{p} \cap \mathcal{A}=(\mathrm{Q})$. Hence $(\mathrm{P}, \mathrm{Q}) \cap \mathcal{A}=(\mathrm{Q})$.

Corollary 3.13. Let $\mathrm{P}, \mathrm{Q}$ be non-associate irreducible forms in S . Let $\mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}$ be a prime sequence of forms such that $\mathrm{Q} \in \mathcal{A}:=\mathbb{K}\left[\mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}\right]$. Suppose $\mathrm{P} \notin\left(\mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}\right)$. Let $\mathrm{Y} \subset \mathbb{A}^{n}$ and $\mathrm{X} \subset \mathbb{A}^{s}$ be the affine schemes defined by the ideals $(\mathrm{P}, \mathrm{Q})$ and $(\mathrm{Q})$ respectively. Then every irreducible component of Y dominates X under the projection morphism $\pi: \mathbb{A}^{n} \rightarrow \mathbb{A}^{s}$ defined by $\mathrm{y} \mapsto\left(\mathrm{g}_{1}(\mathrm{y}), \cdots, \mathrm{g}_{\mathrm{s}}(\mathrm{y})\right)$.

Proof. Let $Y=\bigcup_{j} Y_{j}$ be the irreducible decomposition of $Y$. We know that the irreducible components $Y_{j}$ are in one-to-one correspondence with the minimal primes over $(P, Q)$ in $S$. Let $\mathfrak{p}_{j}$ be the minimal prime corresponding to $Y_{j}$. Note that $\pi(Y) \subset X$. We have the projection morphism $\pi: Y_{j} \rightarrow X$, where $Y_{j}=\operatorname{Spec}\left(S / \mathfrak{p}_{\mathfrak{j}}\right)$ and $X=\operatorname{Spec}(\mathcal{A} /(\mathrm{Q}))$. By Proposition 3.12, we have $\mathfrak{p}_{\mathfrak{j}} \cap \mathcal{A}=(\mathrm{Q})$. Therefore the generic point $\mathfrak{p}_{\mathfrak{j}}$ of $Y_{j}$ maps to the generic point of $X$ under the morphism $\pi$. Hence we conclude that the closure of $\pi\left(Y_{j}\right)$ is $X$, i.e. $Y_{j}$ dominates $X$.

Lemma 3.14. Let $\phi: \mathcal{A} \rightarrow \mathcal{B}$ be a homomorphism of finitely generated $\mathbb{K}$-algebras. Let $\mathrm{Y}=\operatorname{Spec}(\mathcal{B})$, $\mathrm{X}=\operatorname{Spec}(\mathcal{A})$ and $\pi: \mathrm{Y} \rightarrow \mathrm{X}$ be the corresponding morphism of affine schemes. Suppose that X is irreducible and reduced, i.e. $\mathcal{A}$ is an integral domain. Suppose that every irreducible component of Y dominates X .

1. If $\pi^{-1}(\mathrm{x})$ is irreducible for a general closed point $\mathrm{x} \in \mathrm{X}$, then Y is irreducible.
2. If Y is Cohen-Macaulay and $\pi^{-1}(\mathrm{x})$ is reduced for a general closed point $\mathrm{x} \in \mathrm{X}$, then Y is reduced.

Proof. (1) Since $\mathcal{A} \rightarrow \mathcal{B}$ is a homomorphism of finitely generated $\mathbb{K}$-algebras, the morphsim $\pi$ is of finite type. Therefore, by [Sta15, Tag 0554], the generic fiber of $\pi$ is irreducible. Since there is bijection between the irreducible components of $Y$ that dominate $X$ and the irreducible components of the generic fiber, we conclude that $Y$ is irreducible.
(2) Since $\mathcal{B}$ is Cohen-Macaulay, in order to show that $\mathcal{B}$ is reduced, it is enough to show that $\mathcal{B}$ is generically reduced, i.e. $\mathcal{B}_{\mathfrak{p}}$ is reduced for any minimal prime $\mathfrak{p}$ of $\mathcal{B}$.

Note that the generic point $\alpha$ of $\operatorname{Spec}(\mathcal{A})$ is the point corresponding to the prime ideal (0) in $\mathcal{A}$. Recall that the minimal primes $\mathfrak{p}$ of $\mathcal{B}$ correspond to the generic points of the irreducible components of $Y$. Since all irreducible components of $Y$ dominate $X$, any such generic point $\mathfrak{p}$ maps to $(0)$ under $\operatorname{Spec}(\mathcal{B}) \rightarrow \operatorname{Spec}(\mathcal{A})$. Therefore we have $\phi^{-1}(\mathfrak{p})=(0)$. By [Sta15, Tag 0575] we know that the generic fiber $Y_{\alpha}$ is reduced, where $\alpha$ is the generic point of $X$. Hence the ring $\mathcal{B} \otimes_{\mathcal{A}} K(\mathcal{A})$ is reduced, as $Y_{\alpha}=\operatorname{Spec}\left(\mathcal{B} \otimes_{\mathcal{A}} \mathrm{K}(\mathcal{A})\right)$ where $\mathrm{K}(\mathcal{A})$ is the fraction field of $\mathcal{A}$.

Let $\frac{f}{t} \in \mathcal{B}_{\mathfrak{p}}$ be a nilpotent element. Therefore $s f^{k}=0$ in $\mathcal{B}$ for some $s \notin \mathfrak{p}$. So $(s f)^{k}=0$ in $\mathcal{B}$ and hence $(s f)^{k} \otimes 1=0$ in $\mathcal{B} \otimes_{\mathcal{A}} K(\mathcal{A})$. Therefore $s f \otimes 1=0$ in $\mathcal{B} \otimes_{\mathcal{A}} K(\mathcal{A})$ by reducedness. Let $\mathrm{T} \subset \mathcal{A}$ be the multiplicatively closed set $\mathcal{A} \backslash\{0\}$. Consider the $\mathcal{A}$-bilinear map $\phi: \mathcal{B} \times \mathrm{K}(\mathcal{A}) \rightarrow \mathrm{T}^{-1} \mathcal{B}$ given by $\left(s, \frac{a}{b}\right)=\frac{a \cdot s}{b}$. If $\operatorname{sf} \otimes 1=0$, then by the universal property of tensor products we must have $s f=\phi(s f, 1)=0$ in $T^{-1} \mathcal{B}$. Therefore there exists an $a \in T$, such that $a \cdot s f=0$ in $\mathcal{B}$. Note that $s \notin \mathfrak{p}$ and $\phi(a) \notin \mathfrak{p}$, as $\phi^{-1}(\mathfrak{p})=(0)$. So we have $\phi(\mathfrak{a}) s f=\mathfrak{a} \cdot s f=0 \in \mathfrak{p}$, where $\phi(a) s \notin \mathfrak{p}$. Therefore we conclude that $f=0$ in $\mathcal{B}_{\mathfrak{p}}$. Thus $\mathcal{B}_{\mathfrak{p}}$ is reduced, since $\frac{f}{t}$ was an arbitrary nilpotent element.

Lemma 3.15. Let $\mathcal{A}$ be a subalgebra generated by a prime sequence of forms in S . Let $\mathrm{P}_{1}, \ldots, \mathrm{P}_{\mathrm{k}} \in \mathrm{S}$ be irreducible polynomials and $\mathrm{d}_{\mathrm{i}} \in \mathbb{N}_{+}$such that $\prod_{\mathrm{i}=1}^{\mathrm{k}} \mathrm{P}_{\mathrm{i}}^{\mathrm{d}_{\mathrm{i}}} \in \mathcal{A}$. Then $\mathrm{P}_{\mathrm{i}} \in \mathcal{A}$ for $\mathrm{i} \in[\mathrm{k}]$.

Proof. Since a prime sequence is algebraically independent, we know that $\mathcal{A}$ is isomorphic to a polynomial ring, and hence an UFD. Let $F=\prod_{i=1}^{k} P_{i}^{d_{i}}$. Since $\mathcal{A}$ is a UFD and $F \in \mathcal{A}$, we have that $F=\prod_{i=1}^{t} Q_{i}^{e_{i}}$, where each $Q_{i} \in \mathcal{A}$ is irreducible. Therefore $\left(Q_{i}\right)$ is a prime ideal in $\mathcal{A}$. By Lemma 3.11, we see that $\left(Q_{i}\right) \cdot S$ is a prime ideal in $S$. Therefore, $Q_{i}$ is irreducible in $S$ as well and hence, $F=\prod_{i=1}^{t} Q_{i}^{e_{i}}$ is an irreducible decomposition of $F$ in $S$. Since $S$ is a UFD, by uniqueness of irreducible factorization, we must have that $P_{i}=Q_{i}$ and $d_{i}=e_{i}$ (after potential permutation of indices). Hence $P_{i} \in \mathcal{A}$ for all $i \in[k]$.

Note that, in Lemma 3.15, it is necessary to assume that $\mathcal{A}$ is generated by a prime sequence. For example, consider the subalgebra $\mathcal{A}=\mathrm{k}[x y] \subset \mathrm{k}[x, y]$. Now $\mathcal{A}$ is isomorphic to a polynomial ring in one variable and hence an UFD. However $x y \in \mathcal{A}$ but $x, y \notin \mathcal{A}$.

Another important consequence of intersection flatness and prime sequences is that radical ideals of complete intersections behave well across intersection flat ring homomorphisms. Let $\mathcal{A} \subset S$ be a sub-algebra. Let $I=\left(f_{1}, \cdots, f_{r}\right) \subset S$ be an ideal such that $f_{1}, \cdots, f_{r} \in \mathcal{A}$. Let $I_{\mathcal{A}}$ be the ideal generated by $\mathrm{f}_{1}, \cdots, \mathrm{f}_{\mathrm{r}}$ in $\mathcal{A}$. Let $\operatorname{rad}_{\mathrm{S}}(\mathrm{I})$ and $\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right)$ denote the radical of I in S and $\mathrm{I}_{\mathcal{A}}$ in $\mathcal{A}$ respectively. For example, if $\mathrm{F}, \mathrm{G}$ are two non-associate cubic forms, and if the generators of $\mathcal{A}$ form a prime sequence, then the minimal primes of $I=(F, G)$ and $I_{\mathcal{A}}$ are in one-to-one correspondence, and the elimination ideal of $\operatorname{rad}_{\mathrm{S}}(\mathrm{I})$ is exactly $\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right)$.

Proposition 3.16. Let $\mathcal{A}=\mathbb{K}\left[\mathrm{g}_{1}, \ldots, \mathrm{~g}_{\mathrm{r}}\right] \subset \mathrm{S}$ be a sub-algebra where $\mathrm{g}_{1}, \ldots, \mathrm{~g}_{\mathrm{r}}$ form a homogeneous prime sequence in S . Let $\mathrm{F}, \mathrm{G} \in \mathrm{S}$ be two irreducible forms such that $\mathrm{F}, \mathrm{G}$ form a regular sequence in S . Suppose $\mathrm{F}, \mathrm{G} \in \mathcal{A}$. Let $\mathrm{I}=(\mathrm{F}, \mathrm{G})$ be the ideal generated by $\mathrm{F}, \mathrm{G}$ in S . Then we have

1. If $\mathfrak{p} \subset \mathcal{A}$ is a minimal prime of $\mathrm{I}_{\mathcal{A}}$ then $\mathfrak{p} \cdot \mathrm{S}$ is a minimal prime of I in S . Conversely, any minimal prime $\mathfrak{q} \subset S$ of I is of the form $\mathfrak{q}=\mathfrak{p} \cdot \mathrm{S}$ for some minimal prime $\mathfrak{p} \subset \mathcal{A}$ of $\mathrm{I}_{\mathcal{A}}$.
2. Moreover, we have

$$
\operatorname{rad}_{S}(\mathrm{I}) \cap \mathcal{A}=\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right) \text { and } \operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right) \cdot \mathrm{S}=\operatorname{rad}_{\mathrm{S}}(\mathrm{I}) .
$$

Proof. Since $g_{1} \cdots, g_{r}$ is a prime sequence, the subalgebra $\mathcal{A}$ is isomorphic to a polynomial ring in $r$ variables. Note that $\mathrm{F}, \mathrm{G}$ are irreducible as elements of $\mathcal{A}$, and hence $\mathrm{F}, \mathrm{G}$ is a regular sequence in $\mathcal{A}$. Therefore every associated prime of the ideal ( $\mathrm{F}, \mathrm{G}$ ) in $\mathcal{A}$ is minimal and of height 2 . Thus we can write $\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right)=\bigcap_{i=1}^{\mathrm{a}} \mathfrak{p}_{\mathrm{i}}$ where $\mathfrak{p}_{\mathrm{i}} \subset \mathcal{A}$ are the minimal primes of $(\mathrm{F}, \mathrm{G})$ in $\mathcal{A}$. Similarly, we have $\operatorname{rad}_{S}(I)=\bigcap_{j=1}^{\mathfrak{b}} \mathfrak{q}_{j}$ where $\mathfrak{q}_{j} \subset S$ are the minimal primes of $(F, G)$ in $S$, and thus $h t\left(\mathfrak{q}_{j}\right)=2$.

Since $\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right) \subset \operatorname{rad}_{\mathrm{S}}(\mathrm{I}) \cap \mathcal{A}$, we have that $\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right) \subset\left(\mathfrak{q}_{\mathfrak{j}} \cap \mathcal{A}\right)$ for all $\mathfrak{j}$. Moreover, since contractions of prime ideals are prime, we have that the ideal $\mathfrak{q}_{\mathfrak{j}} \cap \mathcal{A}$ is prime. Then $\bigcap_{i} \mathfrak{p}_{\mathfrak{i}} \subset\left(\mathfrak{q}_{\mathfrak{j}} \cap \mathcal{A}\right)$ implies that $\mathfrak{p}_{\mathfrak{i}} \subset\left(\mathfrak{q}_{j} \cap \mathcal{A}\right)$ for some $\mathfrak{i}$, by [AM69, Proposition 1.11]. Since $2=h t\left(p_{i}\right) \leqslant h t\left(\mathfrak{q}_{\mathfrak{j}} \cap \mathcal{A}\right) \leqslant$ $h t\left(\mathfrak{q}_{\mathfrak{j}}\right)=2$, all inequalities must be equalities and thus we must have $p_{i}=\mathfrak{q}_{\mathfrak{j}} \cap \mathcal{A}$. Additionally, by Lemma 3.11, we have that $\mathfrak{p}_{\mathfrak{i}} S$ is prime in $S$ and since $\mathfrak{p}_{\mathfrak{i}} S \subset \mathfrak{q}_{\mathfrak{j}}$, the same height argument implies $\mathfrak{p}_{i} S=\mathfrak{q}_{j}$ in $S$.

Hence, the previous paragraph and pure dimensionality imply that $\mathrm{a}=\mathrm{b}$ and after relabeling we have $\mathfrak{q}_{j}=\mathfrak{p}_{\mathfrak{i}} S$, which implies that $\operatorname{rad}_{\mathrm{S}}(\mathrm{I}) \cap \mathcal{A}=\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right)$ and $\operatorname{rad}_{\mathcal{A}}\left(\mathrm{I}_{\mathcal{A}}\right) \cdot S=\operatorname{rad}_{\mathrm{S}}(\mathrm{I})$.

### 3.3 Elimination, Resultants and Radical ideals

We now prove some structural results on the elimination ideals of radical ideals of the form rad $(P, Q)$. The following results show that certain eliminations will lead to principal ideals.

Lemma 3.17 (Principal Eliminations). Let $\mathrm{P}, \mathrm{Q} \in \mathrm{S}:=\mathbb{K}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{r}}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{s}\right]$ be irreducible polynomials. Let $S^{\prime}=\mathbb{K}\left[x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}\right]$. Suppose the following conditions hold:

1. $Q \in R:=\mathbb{K}\left[y_{1}, \ldots, y_{s}\right]$.
2. the polynomial $P$ depends on the variable $x_{i}$, i.e. $P=\sum_{k=0}^{e} p_{k} x_{i}^{k}$, where $0<e, p_{e} \neq 0$ and $p_{k} \in S^{\prime}$ for all k .
3. $\mathrm{p}_{e} \notin(\mathrm{Q})$.

Then the elimination ideal $\operatorname{rad}(P, Q)_{x_{i}}=\operatorname{rad}(P, Q) \cap R$ is generated by $Q$, i.e. $\operatorname{rad}(P, Q)_{x_{i}}=(Q)$.
Proof. By item (2), we have $P=\sum_{k=0}^{e} p_{k} x_{i}^{k}$, where $0<e$ and $p_{k} \in S^{\prime}$, with $p_{e} \neq 0$. Let $J=\operatorname{rad}(P, Q) \cap S^{\prime}$. Since $Q \in J$, we have that $(Q) \subseteq J$.

To show the other inclusion, if $F \in J$, we have that

$$
F^{D}=P A+Q B
$$

for some $A, B \in S$. We will now show that $A \in(Q)$. To prove this, it is enough to show that for any solution $A, B \in S$ to the equation above, we must have that $Q$ divides the leading term of $A$, when considered as a polynomial in $x_{i}$ with coefficients in $S^{\prime}$.

Since $\operatorname{deg}_{x_{i}}\left(F^{D}\right)=\operatorname{deg}_{x_{i}}(Q)=0$, we have that $\operatorname{deg}_{x_{i}}(P A)=\operatorname{deg}_{x_{i}}(B)=: \ell \geqslant e$, which implies that $A=\sum_{k=0}^{\ell-e} a_{k} x_{i}^{k}, B=\sum_{k=0}^{\ell} b_{k} x_{i}^{k}$, where $b_{\ell} \neq 0$. Therefore we have

$$
p_{e} \cdot \mathrm{a}_{\ell-e}+\mathrm{Qb}_{\ell}=0 \Rightarrow \mathrm{Q} \mid \mathrm{a}_{\ell-e}
$$

since $Q$ is irreducible and $p_{e} \notin(Q)$.
Thus, by induction, we must have that $A \in(Q)$, which proves that $F^{D} \in(Q)$. Since $(Q)$ is prime, as $Q$ is irreducible and $S$ is a UFD, the latter implies $F \in(Q)$ and thus $J=(Q)$.

We can easily generalize the statement above to subalgebras generated by homogeneous prime sequences, and we do so in the next lemma. While the proof is essentially the same as in the above lemma, some additional technicalities are needed to make the proof go through, and therefore we add a proof for completeness.

Lemma 3.18 (Principal eliminations in prime sequences). Let $\mathcal{A}=\mathbb{K}\left[x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}\right] \subset S$ be a subalgebra of our polynomial ring $S$ such that $x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}$ are homogeneous polynomials which form a prime sequence. Let $\mathrm{P}, \mathrm{Q}$ be two irreducible polynomials in S and let $\mathcal{A}^{\prime}=$ $\mathbb{K}\left[x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}\right]$. Suppose the following holds:

1. $\mathrm{P} \in \mathcal{A}$ and $\mathrm{Q} \in \mathcal{B}:=\mathbb{K}\left[\mathrm{y}_{1}, \ldots, \mathrm{y}_{s}\right]$.
2. P depends on $\mathrm{x}_{\mathrm{i}}$, i.e. $\mathrm{P}=\sum_{\mathrm{k}=0}^{e} \mathrm{p}_{\mathrm{k}} x_{\mathrm{i}}^{\mathrm{k}}$, where $0<e, \mathrm{p}_{e} \neq 0$ and $\mathrm{p}_{\mathrm{k}} \in \mathcal{A}^{\prime}$ for all k .
3. $\mathrm{p}_{e} \notin(\mathrm{Q})$.

Then the elimination ideal $\operatorname{rad}(P, Q)_{x_{i}}=\operatorname{rad}(P, Q) \cap \mathcal{A}^{\prime}$ is generated by $(Q)$, i.e. $\operatorname{rad}(P, Q)_{x_{i}}=(Q)$.
Proof. Note that $\mathcal{B} \subset \mathcal{A}$ is an intersection flat subalgebra of $\mathcal{A}$ generated by a homogeneous prime sequence. Let $\mathrm{F} \in \operatorname{rad}(\mathrm{P}, \mathrm{Q}) \cap \mathcal{A}^{\prime}$. By Proposition 3.16, we know that if $\mathrm{F} \in \mathcal{A}$ is such that $\mathrm{F} \in \operatorname{rad}(\mathrm{P}, \mathrm{Q})$, then there exist $A, \mathrm{~B} \in \mathcal{A}$ and $\mathrm{D} \in \mathbb{N}_{>0}$ such that $\mathrm{F}^{\mathrm{D}}=\mathrm{PA}+\mathrm{QB}$.

Since $P$ depends on $x_{i}$, we have $P=\sum_{k=0}^{e} p_{k} x_{i}^{k}$, where $0<e<d$ and $p_{k} \in \mathcal{B}$ for each $0 \leqslant k \leqslant e$, with $p_{e} \notin(Q)$. Let $J=\operatorname{rad}(P, Q) \cap \mathcal{B}$. Since $Q \in J$, we have that $(Q) \subseteq J$.

To show the other inclusion, if $F \in \mathcal{B}$ is such that $F \in \operatorname{rad}(P, Q)$, by the first paragraph there exist $A, B \in \mathcal{A}$ and $D \in \mathbb{N}_{>0}$ such that $F^{D}=P A+Q B$. Since $F, Q \in \mathcal{B}$, we have that $\operatorname{deg}_{x_{i}}(F)=\operatorname{deg}_{x_{i}}(Q)=0$ over $\mathcal{A}$. Thus, we have that $\operatorname{deg}_{x_{i}}(P A)=\operatorname{deg}_{x_{i}}(B)=: \ell \geqslant e$, which implies that $A=\sum_{k=0}^{\ell-e} a_{k} x_{i}^{k}, B=\sum_{k=0}^{\ell} b_{k} x_{i}^{k}$, where $a_{k}, b_{k} \in \mathcal{B}, a_{\ell-e}, b_{\ell} \neq 0$ and thus

$$
p_{e} \cdot \mathrm{a}_{\ell-e}+\mathrm{Qb}_{\ell}=0 \Rightarrow \mathrm{Q} \mid \mathrm{a}_{\ell-e}
$$

since $\mathcal{B}$ is a UFD, $Q \in \mathcal{B}$ is irreducible and $p_{e} \notin(Q)$.
Thus, by induction, we must have that $A \in(Q)$, which proves that $F^{D} \in(Q)$. Since $(Q)$ is prime, as $Q$ is irreducible and $\mathcal{B}$ is a UFD, the latter implies $F \in(Q)$ and thus $J=(Q)$.

Corollary 3.19. Let $\mathcal{A}=\mathbb{K}\left[x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}\right] \subset S$ be a subalgebra of our polynomial ring $S$ such that $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{r}}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{s}}$ are homogeneous polynomials which form a prime sequence, and let $\mathrm{P}, \mathrm{Q}, \mathrm{F} \in \mathcal{A}$ be three irreducible and pairwise coprime forms such that $\mathrm{Q} \in \mathbb{K}\left[\mathrm{y}_{1}, \ldots, \mathrm{y}_{s}\right]$ and $\mathrm{F} \in \operatorname{rad}(\mathrm{P}, \mathrm{Q})$. If P depends on $x_{i}$, then F also depends on $\mathrm{x}_{\mathrm{i}}$.

Proof. Let $\mathcal{B}:=\mathbb{K}\left[x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}\right]$. By Lemma 3.18, we have that $\operatorname{rad}(P, Q)_{x_{i}}=$ $(Q)$. Since $F, Q$ are pairwise coprime, we have that $F \notin(Q)$, and therefore we must have $F \notin \mathcal{B}$.

Let $S$ be our polynomial ring and $P, Q$ be two polynomials in $S$. Let $g_{1}, \cdots, g_{s}$ be a prime sequence of forms. Let $\mathcal{A}=\mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ be the subalgebra generated by $g_{1}, \cdots, g_{s}$. Since $g_{1}, \cdots, g_{s}$ are algebraically independent, we have an isomorphism $\phi: \mathbb{K}\left[x_{1}, \cdots, x_{s}\right] \xrightarrow{\sim} \mathcal{A}$ given by $x_{i} \mapsto g_{i}$.
Definition 3.20. In the setting as above, suppose that $P, Q \in \mathcal{A}$. Let $\widetilde{P}=\phi^{-1}(P)$ and $\widetilde{Q}=\phi^{-1}(Q)$. We define the resultant of $P, Q$ with respect to $g_{i}$ in the subalgebra $\mathcal{A}$ as

$$
\operatorname{Res}_{\mathrm{g}_{\mathfrak{i}}}^{\mathcal{A}}(\mathrm{P}, \mathrm{Q})=\phi\left(\operatorname{Res}_{x_{i}}(\widetilde{P}, \widetilde{\mathrm{Q}})\right)
$$

Similarly we define the discriminant of P with respect to $\mathrm{g}_{\mathrm{i}}$ in the sublagebra $\mathcal{A}$ as

$$
\operatorname{Disc}_{\mathfrak{g}_{i}}^{\mathcal{A}}(\mathrm{P})=\phi\left(\operatorname{Res}_{x_{i}}\left(\widetilde{\mathrm{P}}, \frac{\partial \widetilde{\mathrm{P}}}{\partial x_{\mathfrak{i}}}\right)\right) .
$$

Using the isomorphism $\phi$ we can translate the usual properties of resultants in polynomial rings to similar properties in the subalgebra $\mathcal{A}$. Note that $\operatorname{Res}_{g_{i}}^{\mathcal{A}}(P, Q)$ is in the subalgebra generated by $\left\{g_{1}, \cdots, g_{s}\right\} \backslash\left\{g_{i}\right\}$ in $S$. Also, we have $\operatorname{Res}_{g_{i}}^{\mathcal{A}}(P, Q) \in(P, Q)$.

If we start with a form $P \in S$ such that $P \in \mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ and write $P$ as a polynomial in $g_{1} \cdots, g_{s}$, then $P$ might not be homogeneous in $g_{1}, \cdots, g_{s}$ (if we consider each $g_{i}$ having degree 1 in $\mathbb{K}\left[g_{1}, \ldots, g_{s}\right]$ ). Thus we need to consider possibly non-homogeneous polynomials in the following result.

Lemma 3.21. Let $\mathrm{P}, \mathrm{Q} \in \mathrm{S}=\mathbb{K}\left[z_{1}, \cdots, z_{\mathrm{m}}, \mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{s}}\right]$ be irreducible polynomials. If the following holds

1. $Q \in R:=\mathbb{K}\left[x_{1}, \cdots, x_{s}\right]$,
2. $\mathfrak{p} \cap \mathrm{R}=(\mathrm{Q})$ for any minimal prime $\mathfrak{p}$ of $(\mathrm{P}, \mathrm{Q})$.
3. For all $i \in[m]$ such that $P$ depends on the variable $z_{i}$, we have $\operatorname{Disc}_{z_{i}}(P) \notin(Q)$.

Then the ideal $(\mathrm{P}, \mathrm{Q})$ is radical.
Proof. Note that if $\mathrm{P} \in R$, then condition 2 above implies that $\mathrm{P} \in(\mathrm{Q})$. Therefore, in this case we have $(P, Q)=(Q)$, which is a prime ideal. Hence we may assume that $P \notin R$ and in particular, there exists at least one variable $z_{i}$ such that $P$ depends on $z_{i}$. Let $\pi: \mathbb{A}^{m+s} \rightarrow \mathbb{A}^{s}$ be the projection morphism onto the ( $x_{1}, \cdots, x_{s}$ ) coordinates. Let $\mathcal{B}=S /(P, Q)$ and $\mathcal{A}=R /(Q)$. Note that $\left.\pi\right|_{Y}: Y \rightarrow X$ is the corresponding morphism of affine schemes, where $Y=\operatorname{Spec}(\mathcal{B})$ and $X=\operatorname{Spec}(\mathcal{A})$. Note that by assumption (2), every irreducible component of $Y$ dominates $X$. Therefore, by Lemma 3.14, it is enough to show that $\left.\pi\right|_{Y} ^{-1}(x)$ is reduced for a general closed point $x \in X$.

Let $x=\left(c_{1}, \cdots, c_{s}\right) \in X$ be a closed point. Let $P_{x} \in \mathbb{K}\left[z_{1} \cdots, z_{m}\right]$ denote the polynomial $\mathrm{P}\left(z_{1} \cdots, z_{\mathfrak{m}}, \mathrm{c}_{1}, \cdots, \mathrm{c}_{\mathrm{s}}\right)$. Note that $\left.\pi\right|_{Y} ^{-1}(x)=\operatorname{Spec}\left(\mathbb{K}\left[z_{1}, \cdots, z_{\mathfrak{m}}\right] /\left(\mathrm{P}_{\chi}\right)\right)$. Now $\left.\pi\right|_{Y} ^{-1}(x)$ is not reduced iff the polynomial $P_{\chi}$ has a multiple factor, i.e. $\operatorname{Disc}_{z_{i}}\left(P_{\chi}\right) \equiv 0$ for some variable $z_{i}$ such that $P_{x}$ depends on $z_{i}$. Let $Z_{i} \subset \mathbb{A}^{m+s}$ be the closed subscheme defined by $\operatorname{Disc}_{z_{i}}(P)$. Now, if $P$ depends on a variable $z_{i}$, then $\operatorname{Disc}_{\mathcal{z}_{i}}\left(P_{x}\right) \equiv 0$ iff $\pi^{-1}(x) \subset Z_{i}$. To summarize, for a closed point $x \in X$, we have that $\left.\pi\right|_{Y} ^{-1}(x)$ is reduced iff $\pi^{-1}(x) \notin Z_{i}$ for all $i$ such that $P$ depends on $z_{i}$.

Note that $\operatorname{Spec}(S /(Q))=\pi^{-1}(X)=X \times \mathbb{A}^{m}$. By assumption (3), we have that $Z_{i} \cap \pi^{-1}(X)$ is of pure dimension $m+s-2$. Indeed, since $Q$ is irreducible and $\operatorname{Disc}_{z_{i}}(P) \notin(Q)$, we see that

Q, $\operatorname{Disc}_{z_{i}}(P)$ is a regular sequence. Recall that $X$ is of dimension $s-1$. If $Z_{i} \cap \pi^{-1}(X)$ does not dominate $X$, then for a general $x \in X$ we have $\pi^{-1}(x) \notin Z_{i}$. If $Z_{i} \cap \pi^{-1}(X)$ dominates $X$, by [Har77, Exercise II.3.2], we conclude that there is a dense open subset $U \subset X$ such that $Z_{i} \cap \pi^{-1}(x)$ is of dimension $\mathfrak{m}-1$ for $x \in U$. Therefore for a general $x \in X$, we have $\pi^{-1}(x) \notin Z_{i}$ as $\operatorname{dim}\left(\pi^{-1}(x)\right)=m$. Hence, $\left.\pi\right|_{Y} ^{-1}(x)$ is reduced for a general closed point $x \in X$.

Lemma 3.22. Let $\mathrm{P}, \mathrm{Q} \in \mathrm{S}$ be irreducible forms and $\mathrm{h}_{1} \cdots, \mathrm{~h}_{\mathrm{m}}, \mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}$ be a prime sequence of forms in $S$ such that $P, Q \in \mathcal{A}:=\mathbb{K}\left[h_{1}, \cdots, h_{m}, g_{1}, \cdots, g_{s}\right]$. Suppose the following holds

1. $Q \in \mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$,
2. $P \notin\left(g_{1}, \cdots, g_{s}\right)$ in $S$,
3. For all $\mathfrak{i} \in[m]$ such that $P$ depends on $h_{i}$, then $\operatorname{Disc}_{h_{i}}^{\mathcal{H}}(P) \notin(Q)$.

Then the ideal $(\mathrm{P}, \mathrm{Q})$ is a radical ideal in S .
Proof. Since $h_{1} \cdots, h_{m}, g_{1}, \cdots, g_{s}$ is a prime sequence, we have an isomorphism

$$
\phi: \mathbb{K}\left[z_{1} \cdots, z_{\mathfrak{m}}, x_{1}, \cdots, x_{s}\right] \rightarrow \mathcal{A}
$$

given by $z_{i} \mapsto h_{i}$ and $x_{j} \mapsto g_{j}$. Let $\widetilde{P}=\phi^{-1}(P)$ and $\widetilde{Q}=\phi^{-1}(Q)$. Note that the minimal primes of $(\widetilde{P}, \widetilde{Q})$ are of the form $\phi^{-1}(\mathfrak{p})$ for some minimal prime $\mathfrak{p}$ of $(P, Q)$ in $\mathcal{A}$. Note that if $\mathfrak{p}$ is a minimal prime of $(P, Q)$ in $\mathcal{A}$, then $\mathfrak{p S}$ is a minimal prime of $(P, Q)$ in $S$ by Lemma 3.11. Thus, by Proposition 3.12, we see that $\mathfrak{p} \cap \mathbb{K}\left[g_{1}, \cdots, g_{s}\right]=(Q)$. Therefore condition (2) of Lemma 3.21 is satisfied for $\widetilde{P}, \widetilde{Q}$. Note that conditions (1) and (3) of Lemma 3.21 are satisfied for $\widetilde{P}, \widetilde{Q}$ via the isomorphism $\phi$. Therefore the ideal ( $\widetilde{P}, \widetilde{Q}$ ) is radical in the polynomial ring $\mathbb{K}\left[z_{1}, \cdots, z_{\mathfrak{m}}, x_{1}, \cdots, x_{s}\right]$. Hence ( $\mathrm{P}, \mathrm{Q}$ ) is radical in the subalgebra $\mathcal{A}$. By Lemma 3.11, prime ideals of $\mathcal{A}$ extend to prime ideals in $S$. Thus, by Proposition 3.10, the ideal ( $\mathrm{P}, \mathrm{Q}$ ) is an intersection of prime ideals and hence radical.

Example 3.23. Note that in Lemma 3.22, we need that $\operatorname{Disc}_{h_{i}}^{\mathcal{A}}(\mathrm{P}) \notin(\mathrm{Q})$ for all $z_{i}$ such that P depends on $z_{i}$. It is not enough to assume that this property holds for just one such $z_{i}$. One can construct such an example as follows. Let $\mathrm{P}=\mathrm{y}^{3}+v \mathrm{y}^{2}+\left(x u^{2}-z^{3}\right)$ and $\mathrm{Q}=x u^{2}-z^{3}$ in $\mathbb{K}[x, y, z, u, v]$. Then $\mathrm{Q} \in \mathbb{K}[x, u, z]$ and $\operatorname{Disc}_{v}(P)=y^{2} \notin(Q)$. However, the ideal $(P, Q)$ is not radical as $\sqrt{(P, Q)}=\left(y^{2}+y v, x u^{2}-z^{3}\right)$. This occurs because we have $\operatorname{Disc}_{y}(\mathrm{P}) \in(\mathrm{Q})$.

Corollary 3.24. Let $\mathrm{P} \in \mathrm{S}$ be irreducible form of degree $\leqslant \mathrm{d}$. Suppose $\mathrm{h}_{1} \cdots, \mathrm{~h}_{\mathrm{m}}, \mathrm{g}_{1}, \cdots, \mathrm{~g}_{\mathrm{s}}$ is a prime sequence of forms in $S$ such that $P \in \mathcal{A}:=\mathbb{K}\left[h_{1}, \cdots, h_{m}, g_{1}, \cdots, g_{s}\right]$. If $P \notin\left(g_{1}, \cdots, g_{s}\right)$, then there exist at most $\mathrm{d}^{2}(2 \mathrm{~d}-1)$ irreducible forms $\mathrm{Q}_{\mathrm{i}} \in \mathbb{K}\left[\mathrm{g}_{1}, \cdots, g_{s}\right]$ such that $\left(\mathrm{P}, \mathrm{Q}_{\mathrm{i}}\right)$ is not radical and $\mathrm{Q}_{\mathrm{i}} \notin\left(\mathrm{Q}_{\mathrm{j}}\right)$ for $\mathfrak{i} \neq \mathfrak{j}$.

Proof. Let $\mathcal{A}^{\prime}=\mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$. Consider P as a polynomial in $\mathcal{A}^{\prime}\left[h_{1}, \cdots, h_{m}\right]$. Since $P \notin\left(g_{1}, \cdots, g_{s}\right)$, there exists a monomial $\alpha \prod_{j} h_{\mathfrak{i}_{j}}^{e_{j}}$ in $P$, where $\alpha$ is a non-zero constant in $\mathbb{K}$ and $h_{i_{j}} \in\left\{h_{1} \cdots, h_{m}\right\}$. Without loss of generality, let $h_{1}, \cdots, h_{k}$ be the elements appearing in this monomial. Note that we must have $k \leqslant d$ since $\operatorname{deg}(P) \leqslant d$. Note that $P \notin\left(h_{k+1}, \cdots, h_{m}, g_{1} \cdots, g_{s}\right)$. Suppose for some $Q \in \mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ we have $(P, Q)$ not radical. Then by Lemma 3.22, we know that $\operatorname{Disc}_{h_{i}}^{\mathcal{A}}(P) \in(Q)$ for some $i \in[k]$. Therefore, for any $Q \in \mathbb{K}\left[g_{1}, \cdots, g_{s}\right]$ such that $(P, Q)$ is not radical, we must have that $Q$ divides $\prod_{i=1}^{k} \operatorname{Disc}_{h_{i}}^{\mathcal{A}}(P)$. Now, $\operatorname{deg}\left(\operatorname{Disc}_{h_{i}}^{\mathcal{A}}(P)\right) \leqslant d(2 d-1)$ for all $i$. Therefore, there can be at most $d^{2}(2 d-1)$ such irreducible forms $Q_{i}$, where $Q_{i} \notin\left(Q_{j}\right)$ for $i \neq j$.

Proposition 3.25. Let $P, Q \in S=\mathbb{K}\left[y, x_{1}, \cdots, x_{n}\right]$ be irreducible polynomials. Suppose $P=a_{d} y^{d}+$ $\cdots+a_{0}$ and $Q=b_{e} y^{e}+\cdots+b_{0}$, where $d$, e are positive integers, $a_{i}, b_{i} \in \mathcal{A}:=\mathbb{K}\left[x_{1}, \cdots, x_{n}\right]$, and at least one of $\mathrm{a}_{\mathrm{d}}$ or $\mathrm{b}_{e}$ is non-zero. Let $\mathfrak{p} \subset \mathrm{S}$ be a minimal prime over the ideal $(\mathrm{P}, \mathrm{Q})$ and $\mathfrak{q}=\mathfrak{p} \cap \mathcal{A}$. Then the following holds:
(1) If $h t(\mathfrak{q})=1$, then $\mathfrak{q}=(f)$ where $f \in \mathcal{A}$ is an irreducible factor of the resultant $\operatorname{Res}_{y}(P, Q)$.
(2) If $h t(\mathfrak{q})=2$, then $\left(a_{0}, \cdots, a_{d}, b_{0}, \cdots, b_{e}\right) \subset \mathfrak{p}$.

Proof. Note that $\operatorname{Res}_{y}(P, Q)$ is a non-zero polynomial in $(P, Q) \cap \mathcal{A}$. In particular, $\operatorname{Res}_{y}(P, Q) \in \mathfrak{q}$. Since $\mathfrak{q}$ is a prime ideal, we must have that $\mathfrak{f} \in \mathfrak{q}$ for some irreducible factor $f$ of $\operatorname{Res}_{\mathfrak{y}}(P, Q)$. Now ( $f$ ) is a prime ideal, since $\mathfrak{f}$ is irreducible. Therefore if $h t(\mathfrak{q})=1$, then we must have $\mathfrak{q}=(f)$.

Suppose $\operatorname{ht}(\mathfrak{q})=2$. Recall that $\mathfrak{q} S$ is a prime ideal. By Lemma 3.11, any strict chain of prime ideals in $\mathcal{A}$ extends to a strict chain of prime ideals in $S$. Thus, $h t(\mathfrak{q} S)=2$. Since $(P, Q)$ is a regular sequence and $\mathfrak{p}$ is a minimal prime, we have $h t(\mathfrak{p})=2$. Therefore $\mathfrak{p}=\mathfrak{q S}$.

Consider the projection morphism $\pi: \mathbb{A}^{n+1} \rightarrow \mathbb{A}^{n}$ corresponding to the inclusion $\mathcal{A} \subset S$. Let $\mathrm{Y} \subset \mathbb{A}^{n+1}$ be the closed subscheme defined by $(P, Q)$. Let $Z \subset \mathbb{A}^{n+1}$ be the irreducible component of $Y$ given by $\operatorname{Spec}(S / \mathfrak{p})$, and $W \subset \mathbb{A}^{n}$ the closed subscheme corresponding to $\operatorname{Spec}(\mathcal{A} / \mathfrak{q})$. Note that the scheme-theoretic inverse image $\pi^{-1}(W)$ is given by $\operatorname{Spec}(S / \mathfrak{q} S)$. Since $\mathfrak{p}=\mathfrak{q} S$, we conclude that $Z=\pi^{-1}(W)$. Note that $\pi^{-1}(W) \simeq W \times \mathbb{A}^{1}$. Therefore $\operatorname{dim}\left(\left.\pi\right|_{Z} ^{-1}(w)\right)=1$ for any $w \in W$.

Suppose $a_{i} \notin \mathfrak{q}$ for some $i$. Then for any closed point $w=\left(c_{1}, \cdots, c_{\mathfrak{n}}\right) \in \mathcal{W} \backslash\left(a_{i}\right)$, we have $P_{w}(y)=P\left(y, c_{1}, \cdots, c_{n}\right)$ is a non-zero polynomial in $y$. Therefore $P_{w}(y)=0$ for at most finitely many $y \in \mathbb{A}^{1}$. Hence $\pi^{-1}(w) \cap Y$ is finite for any closed point $w \in W V\left(a_{i}\right)$. Since $\left.\pi\right|_{Z} ^{-1}(w) \subset \pi^{-1}(w) \cap Y$, we have a contradiction. Hence $a_{i} \in \mathfrak{q}$ for any $\mathfrak{i}$, and similarly $b_{\mathfrak{j}} \in \mathfrak{q}$ for any $j$. Therefore $\left(a_{0}, \cdots, a_{d}, b_{0}, \cdots, b_{e}\right) \subset \mathfrak{p}$.

Corollary 3.26. Let $\mathrm{P}, \mathrm{Q} \in \mathrm{S}=\mathbb{K}\left[\mathrm{y}, \mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{n}}\right]$ be irreducible polynomials. Suppose $\mathrm{P}=\mathrm{a}_{\mathrm{d}} \mathrm{y}^{\mathrm{d}}+\cdots+\mathrm{a}_{0}$ and $\mathrm{Q}=\mathrm{b}_{e} \mathrm{y}^{e}+\cdots+\mathrm{b}_{0}$, where d , e are positive integers and $\mathrm{a}_{\mathrm{i}}, \mathrm{b}_{\mathrm{i}} \in \mathcal{A}:=\mathbb{K}\left[x_{1}, \cdots, x_{n}\right]$, at least one of $\mathrm{a}_{\mathrm{d}}$ or $\mathrm{b}_{\mathrm{e}}$ being non-zero. Suppose $\left(\mathrm{a}_{0}, \cdots, \mathrm{a}_{\mathrm{d}}, \mathrm{b}_{0}, \cdots, \mathrm{~b}_{\mathrm{d}}\right) \notin \operatorname{rad}(\mathrm{P}, \mathrm{Q})$. Let $\mathrm{C}_{3} \in \operatorname{rad}(\mathrm{P}, \mathrm{Q})$ be an irreducible polynomial. If $C_{3} \in \mathcal{A}$, then $C_{3}$ divides the resultant $\operatorname{Res}_{y}(P, Q)$.

Proof. Recall that $\operatorname{rad}(P, Q)$ is the intersection of all the minimal primes $\mathfrak{p}_{i}$ over $(P, Q)$ in $S$. Since $C_{3} \in \operatorname{rad}(P, Q)$, we know that $C_{3} \in \cap_{i} \mathfrak{q}_{i}$, where $\mathfrak{q}_{\mathfrak{i}}=\mathfrak{p}_{\mathfrak{i}} \cap \mathcal{A}$. If $\operatorname{ht}\left(\mathfrak{q}_{\mathfrak{i}}\right)=2$ for all $i$, then $\left(a_{0} \cdots, a_{d}, b_{0}, \cdots, b_{e}\right) \subset \cap_{i} \mathfrak{p}_{i}=\operatorname{rad}(P, Q)$, by Proposition 3.25. Therefore there exists $i$ such that $\operatorname{ht}\left(\mathfrak{q}_{\mathfrak{i}}\right)=1$. By Proposition 3.25, we know that $\mathfrak{q}=(f)$ for some irreducible factor of $\operatorname{Res}_{\mathfrak{y}}(P, Q)$. Since $C_{3}$ is irreducible we conclude that $\left(C_{3}\right)=(f)$ and hence $C_{3}$ divides $\operatorname{Res}_{y}(P, Q)$.

Proposition 3.27. Let $\mathrm{P}, \mathrm{Q} \in \mathrm{S}=\mathbb{K}\left[y, x_{1}, \cdots, x_{n}\right]$ be irreducible polynomials of positive degree in y . Suppose $\mathrm{P}=\mathrm{a}_{\mathrm{d}} \mathrm{y}^{\mathrm{d}}+\cdots+\mathrm{a}_{0}$ and $\mathrm{Q}=\mathrm{b}_{\mathrm{d}} \mathrm{y}^{\mathrm{d}}+\cdots+\mathrm{b}_{0}$, where $\mathrm{a}_{\mathrm{i}}, \mathrm{b}_{\mathrm{i}} \in \mathcal{A}:=\mathbb{K}\left[\mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{n}}\right]$. Let f be an irreducible factor of $\operatorname{Res}_{y}(P, Q)$ and let $I_{1}=(P, Q) \cap \mathcal{A}$. Suppose there exist $\mathrm{i}, \mathrm{j} \neq 0$, such that f$\} \mathrm{a}_{\mathrm{i}}$ and $f \nmid b_{j}$. Then $\operatorname{rad}\left(I_{1}\right) \subset(f)$.

Proof. Let $X_{f} \subset \mathbb{A}^{n}$ be the hypersurface defined by $f$. By our hypothesis, there exist $a_{i}, b_{j}$ such that $X_{f} \backslash V\left(a_{i} b_{j}\right) \neq \varnothing$. Therefore $U=X_{f} \backslash V\left(a_{i} b_{j}\right)$ is a non-empty open subset of $X_{f}$. Since $X_{f}$ is irreducible, we have $\bar{U}=X_{f}$. Now, for any $x \in U$, the polynomials $P_{x}(y)=a_{d}(x) y^{d}+\cdots+a_{0}(x)$ and $Q_{x}(y)=b_{d}(x) y^{d}+\cdots+b_{0}(x)$ are of positive degree in $y$. Since $f$ is an irreducible factor of $\operatorname{Res}_{y}(P, Q)$, we see that $\operatorname{Res}_{y}(P, Q)(x)=0$ for any $x \in X_{f}$. Therefore, $\operatorname{Res}_{y}\left(P_{x}(y), Q_{x}(y)\right)=0$ for any $x \in U$. Hence, for any $x \in U$, the polynomials $P_{x}(y)$ and $Q_{x}(y)$ have a common root $y=c$ and
we have $(c, x) \in V(I) \subset \mathbb{A}^{n+1}$, where $I=(P, Q)$. Therefore, for any $x \in U$, there exists a $c$ such that $(c, x) \in V(I)$ and hence $\mathrm{U} \subset \pi(\mathrm{V}(\mathrm{I})) \subset \mathrm{V}\left(\mathrm{I}_{1}\right)$. Thus we have $\mathrm{X}_{\mathrm{f}}=\overline{\mathrm{U}} \subset \mathrm{V}\left(\mathrm{I}_{1}\right)$ and $\operatorname{rad}\left(\mathrm{I}_{1}\right) \subset(\mathrm{f})$.

Proposition 3.28. Let $\mathrm{P}, \mathrm{Q} \in \mathrm{S}=\mathbb{K}\left[\mathrm{y}, \mathrm{x}_{1}, \cdots, x_{\mathrm{n}}\right]$ be irreducible polynomials of positive degree in y . Suppose $\mathrm{P}=\mathrm{a}_{\mathrm{d}} \mathrm{y}^{\mathrm{d}}+\cdots+\mathrm{a}_{0}$ and $\mathrm{Q}=\mathrm{b}_{\mathrm{d}} \mathrm{y}^{\mathrm{d}}+\cdots+\mathrm{b}_{0}$, where $\mathrm{a}_{\mathrm{i}}, \mathrm{b}_{\mathrm{i}} \in A=\mathbb{K}\left[\mathrm{x}_{1}, \cdots, x_{n}\right]$. Let $\mathrm{I}_{1}$ be the elimination ideal $(P, Q) \cap A$. If $\operatorname{rad}\left(\operatorname{Res}_{y}(P, Q)\right) \neq \operatorname{rad}\left(I_{1}\right)$, then there exists an irreducible factor $f$ of $\operatorname{Res}_{y}(P, Q)$, such that $\left(a_{d}, a_{d-1}, \cdots, a_{1}, b_{d}\right) \subset(f)$ or $\left(a_{d}, b_{d}, b_{d-1}, \cdots, b_{1}\right) \subset(f)$. In particular, if $a_{d}$ and $\mathrm{b}_{\mathrm{d}}$ do not have a common factor then $\operatorname{rad}\left(\operatorname{Res}_{y}(P, Q)\right)=\operatorname{rad}\left(\mathrm{I}_{1}\right)$.

Proof. Let $f_{1}, \cdots, f_{k}$ be the distinct irreducible factors of $\operatorname{Res}_{y}(P, Q)$. If $\operatorname{rad}\left(I_{1}\right) \subset\left(f_{i}\right)$ for all $i$, then $\operatorname{rad}\left(I_{1}\right) \subset\left(f_{1} \cdots, f_{k}\right)=\operatorname{rad}\left(\operatorname{Res}_{y}(P, Q)\right)$. Then $\operatorname{rad}\left(\operatorname{Res}_{y}(P, Q)\right)=\operatorname{rad}\left(I_{1}\right)$, as $\operatorname{Res}_{y}(P, Q) \in I_{1}$. Therefore we may assume that there is an irreducible factor $f$ of $\operatorname{Res}_{y}(P, Q)$, such that $\operatorname{rad}\left(I_{1}\right) \notin(f)$. Then by Proposition 3.27, we have $f \mid a_{i}$ for all $i \neq 0$ or $f \mid b_{j}$ for all $j \neq 0$. Without loss of generality, let us assume that $f \mid a_{i}$ for all $i \neq 0$. We will show that $f \mid b_{d}$. Since $f \mid a_{i}$ for all $i \neq 0$, if we have that $\operatorname{Res}_{y}(P, Q) \equiv a_{0}^{d} b_{d}^{d}$ modulo (f). Since $f$ is an irreducible factor of $\operatorname{Res}_{y}(P, Q)$, we have that $f \mid a_{0}^{d} b_{d}^{d}$. As $P$ is irreducible, $f$ can not divide $a_{0}$. Therefore $f \mid b_{d}$.

The following result, from [GSS05, Proposition 23], states that birational projections are wellbehaved with respect to primary decompositions.

Proposition 3.29. Let $\mathrm{I} \subset \mathrm{S}=\mathbb{K}\left[\mathrm{y}, \mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{n}}\right]$ be an ideal. Suppose I contains a polynomial $\mathrm{f}=\mathrm{gy}+\mathrm{h}$ such that $\mathrm{g}, \mathrm{h} \in \mathrm{R}=\mathbb{K}\left[\mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{n}}\right]$ and g is a non-zero divisor in $\mathrm{S} / \mathrm{I}$. Let $\mathrm{I}_{1}=\mathrm{I} \cap \mathrm{R}$ be the elimination ideal. Then
(1) I is prime if and only if $\mathrm{I}_{1}$ is prime.
(2) I is primary if and only if $\mathrm{I}_{1}$ is primary.
(3) Any irredundant primary decomposition of $\mathrm{I}_{1}$ lifts to an irredundant primary decomposition of I .
(4) I is radical if and only if $\mathrm{I}_{1}$ is radical.

Proof. Parts (1) - (3) is the content of [GSS05, Proposition 23]. We prove (4) here. Suppose I is a radical ideal, then $I$ is an intersection of prime ideals. Therefore $I_{1}=I \cap R$ is the intersection of the prime ideals containing I with $R$, and hence radical. Suppose $I_{1}$ is a radical ideal. Consider a minimal primary decomposition $I_{1}=\cap_{\mathfrak{i}} \mathfrak{q}_{i}$. Since $I_{1}$ is a radical ideal, we must have that the primary ideals $\mathfrak{q}_{i}$ are actually prime. By part (3), we can lift the primary decomposition $I_{1}=\cap_{i} \mathfrak{q}_{i}$ to a primary decomposition of $I=\cap_{j} \tilde{\mathfrak{q}}_{j}$ where $\tilde{\mathfrak{q}}_{j} \cap R=\mathfrak{q}_{i}$ for some $i$. Now by part (1), we can conclude that the primary ideals $\widetilde{\mathfrak{q}}_{j}$ are prime, and hence I is a radical ideal.

### 3.4 Determinantal ideals

Let $R$ be a Cohen-Macaulay ring and $M$ a $p \times q$ matrix with entries in $R$. Let $I_{k}(M) \subset R$ be the ideal generated by the $k \times k$ minors of the matrix $M$. Then $h t\left(I_{k}(M)\right) \leqslant(p-k+1) \times(q-k+1)$ [Eis95, Exercise 10.9]. It was proved by Eagon-Hochster [EH71, Theorem 1.1] that if $h t\left(\mathrm{I}_{\mathrm{k}}(\mathrm{M})\right)=$ $(p-k+1) \times(q-k+1)$ then $R / I_{k}(M)$ is Cohen-Macaulay (see [Eis95, Theorem 18.18]). We note the precise statement for determinanatal ideals in polynomial rings below.

Proposition 3.30. Let $M$ be a $p \times q$ matrix with entries in the polynomial ring $S$. Let $\mathrm{I}_{\mathrm{k}}(M) \subset S$ be the ideal generated by the $k \times k$ minors of $M$. If $\operatorname{ht}\left(\mathrm{I}_{\mathrm{k}}(M)\right)=(p-k+1) \times(q-k+1)$, then $S / \mathrm{I}_{\mathrm{k}}(M)$ is Cohen-Macaulay.

Suppose $M$ is a matrix whose entries are linear forms in the polynomial ring $S$. We say that $M$ is 1 -generic if every non-trivial linear combination of the rows of $M$ consists of linearly independent linear forms [Eis05, Section 6B]. If $M$ is a 1 -generic matrix, then the ideal generated by the maximal minors of $M$ is a prime ideal [Eis05, Theorem 6.4].

Proposition 3.31. If M is a 1 -generic matrix of linear forms in the polynomial ring S , of size $\mathrm{p} \times \mathrm{q}$ where $\mathrm{p} \leqslant \mathrm{q}$. Then the ideal $\mathrm{I}_{\mathrm{p}}(\mathrm{M})$ generated by the maximal minors of M is a prime ideal of height $\mathrm{q}-\mathrm{p}+1$. Furthermore, $\mathrm{S} / \mathrm{I}_{\mathfrak{p}}(\mathrm{M})$ is Cohen-Macaulay.

Example 3.32. Let M be one of the following matrices

$$
\left(\begin{array}{lll}
y_{0} & y_{1} & y_{2} \\
y_{1} & y_{2} & y_{3}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{3} \\
y_{1} & y_{3} & y_{4}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{4} \\
y_{1} & y_{3} & y_{5}
\end{array}\right) \text {, }
$$

where $y_{1}, \ldots, y_{5} \in S_{1}$ are linearly independent linear forms. Then $M$ is a 1 -generic matrix and by Proposition 3.31, the ideal $\mathrm{I}=\mathrm{I}_{2}(\mathrm{M})$ defined by the maximal minors of M is a prime ideal. Note that the ideal I does not contain any linear forms. Further, one can check the Hilbert-Samuel multiplicty of I is 3, i.e. $e(S / I)=3$. In Corollary 3.38, we will show that these are the only such homogeneous prime ideals.

One consequence of Proposition 3.30 is that certain determinantal varieties are prime, as the following lemma shows.

Lemma 3.33. Let $a, x_{1}, x_{2}, y_{1}, y_{2} \in S_{1}$ and $P \in S_{2}$ be such that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{a, x_{1}, x_{2}\right\}=3$ and $P \bmod \left(a, x_{1}, x_{2}, y_{1}, y_{2}\right)$ is irreducible. If $x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}$ and $x_{1} y_{2}-x_{2} y_{1}$ are irreducible, then the ideal $\left(x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}, x_{1} y_{2}-x_{2} y_{1}\right)$ is prime.

Proof. Let $\mathrm{I}=\left(x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}, x_{1} y_{2}-x_{2} y_{1}\right)$ and $J=\left(x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}\right)$. Note that I is the determinantal ideal of

$$
\left(\begin{array}{ccc}
P & y_{1} & y_{2} \\
a^{2} & x_{1} & x_{2}
\end{array}\right) .
$$

Since $x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}$ are irreducible and $x_{2} P-y_{2} a^{2} \notin\left(x_{1} P-y_{1} a^{2}\right)$, we have that $h t(J)=2$. Since $x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}, x_{1} y_{2}-x_{2} y_{1}$ is not a regular sequence we have that $h t(I) \leqslant 2$. Since the $h t(I) \geqslant h t(J)$, the above implies $h t(I)=2$. Hence, by Proposition 3.30, we have that the ideal I is Cohen-Macaulay and therefore equidimensional. In particular, all of the associated primes of I are minimal primes of height 2 .

Let $W=\operatorname{span}_{\mathbb{K}}\left\{a, x_{1}, x_{2}, y_{1}, y_{2}\right\}$. Since $P \bmod (W)$ is irreducible, and $W \subset S_{1}$, we have that the generators of $W$ and $P$ form a prime sequence. By Lemma 3.11, in order to prove that $I$ is prime in $S$, it is enough to prove that $I$ is prime in $\mathcal{A}=\mathbb{K}[W, P]$. Since the generators of $W$ and $P$ form a prime sequence, we know that $\mathcal{A} \simeq \mathbb{K}[W, z]$ for a new variable $z$. Thus we may replace P by $z$ and let $\mathcal{A}=\mathbb{K}[W, z]$. Then $I=\left(x_{1} z-y_{1} a^{2}, x_{2} z-y_{2} a^{2}, x_{1} y_{2}-x_{2} y_{1}\right) \subset \mathcal{A}$. Let $\mathcal{B}:=\mathbb{K}[W]$. Since the generators of I satisfy Buchberger's Criterion ([Eis95, Theorem 15.8]), they form a Gröbner basis. Hence, the elimination ideal $I_{1}=I \cap B=\left(x_{1} y_{2}-x_{2} y_{1}\right)$ is prime, as $\left(x_{1} y_{2}-x_{2} y_{1}\right)$ is irreducible.

Now, we will show that $x_{1}$ is a non-zero divisor in $\mathcal{A} / I$ and apply Proposition 3.29 to show that $I$ is prime. Since $I$ is generated in $S$ by elements of degree $\geqslant 2$, we have that $x_{1}$ is not zero
in $\mathcal{A} /$ I. If $x_{1}$ is a zero divisor, there exists a minimal prime $I \subset \mathfrak{p}$ such that $x_{1} \in \mathfrak{p}$. This implies $\left(x_{1}, x_{1} y_{2}-x_{2} y_{1}\right) \subset \mathfrak{p}$. Therefore we have that either $\mathfrak{p}=\left(x_{1}, x_{2}\right)$ or $\mathfrak{p}=\left(x_{1}, y_{1}\right)$, since $h t(\mathfrak{p})=2$.

However, note that $I \notin\left(x_{1}, y_{1}\right)$. Indeed, if $x_{2} P-y_{2} a^{2} \notin\left(x_{1}, y_{1}\right)$ then we would either have $x_{2}, y_{2} \in\left(x_{1}, y_{1}\right)$, which would contradict $x_{1} y_{2}-x_{2} y_{1}$ being irreducible, or $x_{2} P \equiv y_{2} a^{2} \not \equiv$ $0 \bmod \left(x_{1}, y_{1}\right)$, which would contradict $P$ being irreducible over $S /(W)$.

Similarly, we have that $I \notin\left(x_{1}, x_{2}\right)$. Otherwise we would have $x_{1} P-a^{2} y_{1} \in\left(x_{1}, x_{2}\right) \Rightarrow a^{2} y_{1} \in$ $\left(x_{1}, x_{2}\right) \Rightarrow y_{1} \in\left(x_{1}, x_{2}\right)$ as $a \notin\left(x_{1}, x_{2}\right)$. Also, $x_{2} P-a^{2} y_{2} \in\left(x_{1}, x_{2}\right) \Rightarrow y_{2} \in\left(x_{1}, x_{2}\right)$, which would contradict the irreducibility of $x_{1} y_{2}-x_{2} y_{1}$. This completes the proof that $x_{1}$ is a non-zero divisor.

Therefore, we can apply Proposition 3.29 with our ideal $I, f=x_{1} P-y_{1} a^{2}, y=P$ and $g=x_{1}$. Since $I_{1}$ is prime, we obtain that $I$ is also prime.

Corollary 3.34. Let $a, x_{1}, x_{2}, y_{1}, y_{2} \in S_{1}$ and $P \in S_{2}$ be such that $x_{1} \notin \operatorname{span}_{\mathbb{K}}\left\{a, x_{2}, y_{2}\right\}$ and $P \bmod$ ( $a, x_{1}, x_{2}, y_{1}, y_{2}$ ) is irreducible. Suppose the polynomials $x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}$ are non-associate irreducible forms. If $G \in S$ is an irreducible form such that $G \in \operatorname{rad}\left(x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}\right)$ then $\operatorname{deg}(G) \geqslant 3$.
Proof. We have two cases to analyze, depending on whether $x_{1} y_{2}-x_{2} y_{1}$ is irreducible or not.
Case 1: $\quad x_{1} y_{2}-x_{2} y_{1}$ is irreducible.
In this case, let $\mathfrak{p}:=\left(x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}, x_{1} y_{2}-x_{2} y_{1}\right)$. Since $x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}$ are not multiples of each other, and $x_{1} y_{2}-x_{2} y_{1}$ is irreducible, we have $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{x_{1}, x_{2}\right\}=2$. Therefore, $x_{1} \notin \operatorname{span}_{\mathbb{K}}\left\{a, x_{2}, y_{2}\right\}$ implies that dim $\operatorname{span}_{\mathbb{K}}\left\{a, x_{2}, x_{1}\right\}=3$. Thus, Lemma 3.33 applies and we know that $\mathfrak{p}$ is prime with $h t(\mathfrak{p})=2$. Note that $\operatorname{rad}\left(x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}\right) \subset(P, a) \cap \mathfrak{p}$. Hence, $G \in(P, a) \cap \mathfrak{p}$, which implies that $\operatorname{deg}(G) \neq 1$, as $\mathfrak{p}$ does not contain any linear form. Now $\operatorname{deg}(G)=2$ and $G$ irreducible would imply $x_{1} y_{2}-x_{2} y_{1} \in(G)$, but we know that $x_{1} y_{2}-x_{2} y_{1} \notin(P, a)$ as that would contradict the fact that $P$ is irreducible over $S /\left(a, x_{1}, x_{2}\right)$. Thus, we must have $\operatorname{deg}(G) \geqslant 3$.

Case 2: $\quad x_{1} y_{2}-x_{2} y_{1}=\ell_{1} \ell_{2}$ for some $\ell_{1}, \ell_{2} \in S_{1}$.
In this case, we know that $\ell_{1} \ell_{2} \equiv 0 \bmod \left(x_{1}, x_{2}\right)$ so we can assume w.l.o.g. that $\ell_{1}=\alpha_{1} x_{1}+\alpha_{2} x_{2}$. Moreover, we must have $\alpha_{1}, \alpha_{2} \neq 0$. Otherwise, if $\alpha_{2}=0$ we would have $x_{2} y_{1} \in\left(x_{1}\right)$, which implies $y_{1} \in\left(x_{1}\right)$, as $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{x_{1}, x_{2}\right\}=2$. This is a contradiction as $x_{1} P-y_{1} a^{2}$ is irreducible. The case where $\alpha_{1}=0$ is analogous.

Since $x_{1} \notin \operatorname{span}_{\mathbb{K}}\left\{a, x_{2}, y_{2}\right\}$, we have that the ideal $\mathfrak{p}:=\left(x_{2} P-y_{2} a^{2}, \ell_{1}\right)$ is prime. Indeed, note that $\ell_{1}, x_{2}, y_{2}, a, P$ form a prime sequence. Therefore, we may apply Proposition 3.29 , to the ideal $I=\left(x_{2} P-y_{2} a^{2}, \ell_{1}\right)$ with $f=y=\ell_{1}$. Since the elimination ideal $I_{1}=\left(x_{2} P-y_{2} a^{2}\right)$ is prime, we conclude that $I$ is prime. Thus, we have $\operatorname{rad}\left(x_{1} P-y_{1} a^{2}, x_{2} P-y_{2} a^{2}\right) \subset(P, a) \cap \mathfrak{p}$. Hence, $G \in(P, a) \cap \mathfrak{p}$ which implies that $\operatorname{deg}(G) \neq 1$, otherwise $G \in(a) \cap\left(\ell_{1}\right)=0$, which is a contradiction. Moreover, $\operatorname{deg}(\mathrm{G})=2$ and $\mathrm{G} \in \mathfrak{p}$ would imply $\mathrm{G} \in\left(\ell_{1}\right)$ which contradicts irreducibility of G . Thus, we must have $\operatorname{deg}(G) \geqslant 3$.

### 3.5 Varieties of minimal degree

In this section we discuss the classification of homogeneous prime ideals that define varieties of minimal degree in a projective space. The classification of these ideals will be a key ingredient for our structure theorem for ideals generated by two cubics.

Definition 3.35. A homogeneous prime ideal $\mathfrak{p} \subset S$ is degenerate if it contains a linear form.

The following proposition is a classical lower bound for the multiplicity of non-degenerate homogeneous primes (see [EH87, Proposition 0], [HMMS13, Proposition 2.12]).

Proposition 3.36. Let $\mathfrak{p}$ be a homogeneous prime ideal in a polynomial ring over an algebraically closed field. If $\mathfrak{p}$ is non-degenerate, then $e(S / \mathfrak{p}) \geqslant \operatorname{ht}(\mathfrak{p})+1$.

We will say that a homogeneous prime ideal is a prime ideal of minimal multiplicity if $e(S / \mathfrak{p})=\operatorname{ht}(\mathfrak{p})+1$. If $\mathfrak{p} \subset S$ is a homogeneous prime ideal of minimal multiplicity, then the projective variety $\mathrm{X}=\mathrm{V}(\mathfrak{p})$ defined by $\mathfrak{p}$ in $\mathbb{P}^{\mathfrak{n}-1}$ is a variety of minimal degree, i.e. $\operatorname{deg}(\mathrm{X})=\operatorname{codim}(\mathrm{X})+1$. Varieties of minimal degree have been classified by del Pezzo-Bertini and later by the works in [Har81, Xam81, EH87].

Theorem 3.37. (see [EH87, Theorem 1]) Let $X \subset \mathbb{P}^{r}$ be a projective variety of minimal degree, i.e. $\operatorname{deg}(X)=\operatorname{codim}(X)+1$. If $X$ is smooth and $\operatorname{codim}(X)>1$, then $X \subset \mathbb{P}^{r}$ is either a rational normal scroll or the veronese embedding $\mathbb{P}^{2} \subset \mathbb{P}^{5}$. If X is not smooth, then X is a cone over a smooth variety of minimal degree.

Suppose $F_{1}, F_{2} \subset S_{3}$ are two non-associate irreducible cubic forms. In Section 5, we will be interested in the minimal primes of the ideal ( $F_{1}, F_{2}$ ). Suppose $\mathfrak{p}$ is a minimal prime of $\left(F_{1}, F_{2}\right)$. Then $\mathfrak{p}$ is a homogeneous prime ideal with $\operatorname{ht}(\mathfrak{p})=2$. If $\mathfrak{p}$ is non-degenerate and $e(S / \mathfrak{p})=3$, then $\mathfrak{p}$ is a homogeneous prime of minimal multiplicity. As a consequence of Theorem 3.37, we obtain a classification of such prime ideals as determinantal prime ideals. The following result is an immediate corollary of Theorem 3.37, we provide a proof for completeness.

Corollary 3.38. Let $\mathfrak{p} \subset S$ be a non-degenerate homogeneous prime ideal with $h t(\mathfrak{p})=2$ and $e(S / \mathfrak{p})=3$. Then $\mathfrak{p}$ is the ideal generated by maximal minors of a matrix M of the form

$$
\left(\begin{array}{lll}
y_{0} & y_{1} & y_{2} \\
y_{1} & y_{2} & y_{3}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{3} \\
y_{1} & y_{3} & y_{4}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{4} \\
y_{1} & y_{3} & y_{5}
\end{array}\right) \text {, }
$$

where $y_{1}, \ldots, y_{5} \in S_{1}$ are linearly independent linear forms.
Proof. Let $\mathrm{X}=\mathrm{V}(\mathfrak{p}) \subset \mathbb{P}^{\mathfrak{n}-1}$ be the projetcive variety defined by $\mathfrak{p}$. Since $\mathfrak{p}$ is a non-degenerate prime ideal, by the projective Nullstellensatz, we have $I(X)=\mathfrak{p}$, where $I(X)$ denotes the homogeneous ideal of $X$. Now $X$ is a variety of minimal degree, as $\operatorname{deg}(X)=e(S / \mathfrak{p})$ and $\operatorname{codim}(X)=h t(\mathfrak{p})$. Since $\operatorname{codim}(X)=2$, we note that $X \subset \mathbb{P}^{n-1}$ can not be the veronese embedding $\mathbb{P}^{2} \subset P^{5}$, as the image of the veronese embedding has codimension 3 . Also, $X$ can not be a cone over the veronese embedding, as the cone also has codimension 3. Therefore, by Theorem 3.37, we know that $X \subset \mathbb{P}^{n}$ is either a rational normal scroll, or a cone over a rational normal scroll. Since the cone is cut out by the same equations in a higher dimensional projective space, it is enough to prove the result when $X$ is a smooth rational normal scroll. By [EH87, Page 6], the homogeneous ideal of a rational normal scroll $X$ is given by the maximal minors of a matrix of the from

$$
\left(\begin{array}{cccc|ccc|c}
x_{0,0} & x_{0,1} & \cdots & x_{0, a_{0}-1} & x_{1,0} & \cdots & x_{1, a_{1}-1} & \cdots x_{d, a_{d}-1} \\
x_{0,1} & x_{0,2} & \cdots & x_{0, a_{0}} & x_{1,1} & \cdots & x_{1, a_{1}} & \cdots x_{d, a_{d}}
\end{array}\right)
$$

where $\left\{x_{i j}\right\}$ are linearly independent linear forms and $0 \leqslant a_{0} \leqslant a_{1} \cdots \leqslant a_{d}$. Also we have $\sum_{i} a_{i}=\operatorname{deg}(X)$ and $\operatorname{dim}(X)=d+1$. Since $X$ is smooth, we have $a_{i}>0$ for all $i$. Since $\operatorname{deg}(X)=3$ and $\operatorname{dim}(X)=n-4$, we see that $d \leqslant 3$ and $\left(a_{0}, \cdots, a_{d}\right)$ is $(1,1,1),(1,2)$ or (3). Therefore, $\mathfrak{p}$ is given by the maximal minors of a martix of the desired form.

## 4 Wide algebras

In this section we describe the main tool which we will use to prove our Sylvester-Gallai theorem wide Ananyan-Hochster algebras. As mentioned in Section 1, we would like to construct small algebras which behave as polynomial rings and contain many of the polynomials in our configuration. As we saw in Section 3, for an algebra to "behave as a polynomial ring" it is enough to construct an algebra whose generators form a prime sequence. Another property that we would like from our algebras, is that they are robust with regards to certain augmentations, as we will increase such algebras to contain more and more forms from our configuration, and we would like to preserve the structure of the original algebra inside of the augmented one - a concept which we will make precise in Proposition 4.11.

In a recent breakthrough work by Ananyan-Hochster [AH20a], where they positively answer Stillman's conjecture, they show that given an ideal I in a polynomial ring S, one can construct a sub-algebra $\mathcal{A} \subset S$ such that $\mathrm{I} \subset \mathcal{A}$ and the number of generators of $\mathcal{A}$ is uniformly bounded by a function of the degrees and number of the generators of the given ideal I.

Building on the work in [AH20a], we define the notion of a wide Ananyan-Hochster algebra. We show that these wide AH algebras have strong algebraic-geometric properties and are particularly suitable for applications to Sylvester-Gallai problems as described above. In order to construct such algebras, we need to define a notion of rank for a form in $S$. The notion of rank that we describe below is called strength and it was introduced in [AH20a, AH20b]. This notion can be seen as a symmetric version of the notion of slice rank of a tensor introduced by Tao.

Definition 4.1 (Collapse). Given non-zero a form $F \in S_{d}$, we say that $F$ has a $k$-collapse if there exist $k$ forms $G_{1}, \ldots, G_{k}$ such that $\operatorname{deg}\left(G_{i}\right)<d$ and $F \in\left(G_{1}, \ldots, G_{k}\right)$.

Definition 4.2 (Strength). Given a non-zero form $F \in S_{d}$, the strength of $F$, denoted by $s(F)$, is the least positive integer such that $F$ has a $(s(F)+1)$-collapse but it has no $s(F)$-collapse. We say that $s(F) \geqslant t$ whenever $F$ does not have a $t+1$-collapse.

Remark 4.3. Note that by the definitions above, a linear form does not have a k -collapse for any $\mathrm{k} \in \mathbb{N}$. Thus, we say that for any $x \in S_{1}, s(x)=\infty$.

We will make the convention that $s(0)=-1$.
Definition 4.4 (Minimum collapse). Given a non-zero form $F \in S_{d}$ and $s \in \mathbb{N}^{*}$ such that $s(F)=s-1$, a minimum collapse of $F$ is any identity of the form $F=G_{1} H_{1}+\cdots+G_{s} H_{s}$, where $G_{i}, H_{i}$ are forms of degree $<\mathrm{d}$.

Note that the definition of minimum collapse given above generalizes the definition of rank from [PS20a] (see Definition 2.1). We will see that cubics or quadratic forms of high enough strength can be used to construct subalgebras which are isomorphic to polynomial rings.

It is also useful to define the min and max strength of a pencil of forms of the same degree.
Definition 4.5 (Min and max strength). Given a set of forms $F_{1}, \ldots, F_{\mathfrak{m}} \in S_{d}$, we define $s_{\text {min }}\left(F_{1}, \ldots, F_{\mathfrak{m}}\right)$ as the minimum strength of a non-zero form in $\operatorname{span}_{\mathbb{K}}\left\{\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{m}}\right\}$ and $\mathrm{s}_{\max }\left(\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{m}}\right)$ as the maximum strength of a form in $\operatorname{span}_{\mathbb{K}}\left\{F_{1}, \ldots, F_{m}\right\}$.

In particular, given any vector space $V \subset S_{d}$, we can define $s_{\min }(V)\left(s_{\max }(V)\right)$ as the minimum (maximum) strength of any non-zero form in V .

For the rest of this section, we have that $V_{d} \subset S_{d}$ is a vector space of forms of degree $d$ from $S$. The next theorem, proved in [AH20b, Theorem 1.10], states that a vector space of quadratics of high enough strength is always generated by an $R_{\eta}$-sequence.
Theorem 4.6 (Ananyan-Hochster quadratic algebras). Let V be a vector space of quadratic forms in $\mathrm{S}_{2}$ of dimension $n$ over $\mathbb{K}$. If $s_{\min }(\mathrm{V}) \geqslant \mathrm{n}-1+\lceil\eta / 2\rceil$, every sequence of linearly independent elements of V is an $\mathrm{R}_{\mathrm{\eta}}$-sequence.

By Remark 3.4, we know that $R_{\eta}$-sequences in $S$ are prime sequences whenever $\eta \geqslant 1$, so the above theorem is a way of obtaining prime sequences, and therefore algebras such that the tools developed in the previous section apply. As noted in [AH20a, Discussion 1.3], if $\eta \geqslant 3$ then we have the extra property that all quotients of $\mathbb{K}[V]$ by ideals generated by homogeneous linear combinations of the generators are UFDs.

An immediate corollary of the theorem above is the following result, which can be found in [Har77, Chapter II, Section 6, Exercise 6.5] or (a more basic version) [Eis95, Exercise 18.12].

Proposition 4.7 (High rank quadratic yields UFD). If $\mathrm{Q} \in \mathrm{S}_{2}$ such that $\mathrm{s}(\mathrm{Q}) \geqslant 2$ then $\mathrm{S} /(\mathrm{Q})$ is a UFD.
The theorem above motivates our definition of wide algebras. As we will see, wide AnanyanHochster algebras will also be robust to certain augmentations, and thus have all the algebrogeometric properties we need for the Sylvester-Gallai theorem.

Definition 4.8 (Wide Ananyan-Hochster Algebras). Let $w, t \in \mathbb{N}_{>0}$. A graded vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2} \subset \mathrm{~S}$ is called a $(w, \mathrm{t})$-wide $A H$ vector space if $s_{\min }\left(\mathrm{V}_{2}\right) \geqslant \mathrm{t}(\operatorname{dim}(\mathrm{V})+w)$. The algebra generated by V will be denoted $\mathcal{A}_{V}$ or $\mathbb{K}[\mathrm{V}]$. An algebra generated by a ( $w, \mathrm{t}$ )-wide AH vector space is called a ( $w, \mathrm{t}$ )-wide AH algebra.

We note the following simple result for convenience.
Proposition 4.9. Let $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ be a $(w, \mathrm{t})$-wide $A H$-vector space in S .

1. Let $\ell \in S_{1}$. Then $\ell \in \mathbb{K}[\mathbf{V}]$ if and only if $\ell \in \mathrm{V}_{1}$.
2. Let $\mathrm{Q} \in \mathrm{S}_{2}$ such that $\mathrm{s}(\mathrm{Q})<(\mathrm{t}-1) \operatorname{dim}\left(\mathrm{V}_{1}\right)+\mathrm{t}\left(\operatorname{dim}\left(\mathrm{V}_{2}\right)+w\right)$. Then $\mathrm{Q} \in \mathbb{K}[\mathrm{V}]$ if and only if $\mathrm{F} \in \mathbb{K}\left[\mathrm{V}_{1}\right]$. Also, $\mathrm{Q} \in(\mathrm{V})$ if and only if $\mathrm{Q} \in\left(\mathrm{V}_{1}\right)$.
3. Let $\mathrm{C} \in \mathrm{S}_{3}$. If $\mathrm{C} \in \mathbb{K}[\mathrm{V}]$ then $\mathrm{C} \in\left(\mathrm{V}_{1}\right)$.

Proof. Note that $\mathbb{K}[V] \cap S_{1}=V_{1}$, hence the first statement holds. Let $Q \in \mathbb{K}[V] \cap S_{2}$ as in the second statement above. We have $Q=P_{1}+P_{2}$ where $P_{i} \in S_{2}$ with $P_{1} \in \mathbb{K}\left[V_{1}\right]$ and $P_{2} \in V_{2}$. Since $V$ is $(w, t)$-strong, we know that if $P_{2} \neq 0$, then $s\left(P_{2}\right) \geqslant t(\operatorname{dim}(V)+w)$. Note that $s\left(P_{1}\right) \leqslant \operatorname{dim}\left(V_{1}\right)$. Therefore we have $s\left(P_{2}\right) \leqslant s\left(P_{1}\right)+s(Q)<t(\operatorname{dim}(V)+w)$, which is a contradiction. Therefore $P_{2}=0$ and hence $Q \in \mathbb{K}\left[V_{1}\right]$. Similarly, suppose $Q \in(V) \cap S_{2}$. Then we have $Q=P_{1}+P_{2}$ where $P_{i} \in S_{2}$ with $P_{1} \in\left(V_{1}\right)$ and $P_{2} \in V_{2}$. If $P_{2} \neq 0$, we have a contradiction as above. Let $C \in \mathbb{K}[V] \cap S_{3}$. Then we may write $C=x_{1} Q_{1}+\cdots+x_{r} Q_{r}$ where $x_{i} \in V_{1}$ and hence $C \in\left(V_{1}\right)$.

As a corollary of Theorem 4.6, we have that the algebra generated by an ( $w, \mathrm{t}$ )-wide AH vector space satisfies Serre's $R_{\eta}$ property if $w \geqslant\lceil\eta / 2\rceil-1$.

Proposition 4.10. Let $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ be a $(w, \mathrm{t})$-wide $A H$-vector space where $w \geqslant\lceil\eta / 2\rceil-1$. Let $\mathrm{y}_{1}, \cdots, \mathrm{y}_{\mathrm{r}}$ and $\mathrm{Q}_{1}, \cdots, \mathrm{Q}_{\mathrm{n}}$ be bases of the vector spaces $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ respectively. Then $\mathrm{y}_{1}, \cdots, \mathrm{y}_{\mathrm{r}}, \mathrm{Q}_{1} \cdots, \mathrm{Q}_{\mathrm{n}}$ is an $\mathrm{R}_{\mathrm{\eta}}$-sequence in S .

Proof. Note that any subset of $y_{1}, \cdots, y_{r}$ is an $R_{\eta}$-sequence as $y_{i} \in V_{1}$ for all $i \in[r]$. Consider $S^{\prime}=S /\left(y_{1}, \cdots, y_{r}\right)$. Note that $S^{\prime}$ is isomorphic to a polynomial ring. For any quadratic form $Q \in S$, let $\bar{Q}$ denote the image of $Q$ in $S^{\prime}$. Since $V$ is $(w, t)$-wide and $w \geqslant\lceil\eta / 2\rceil-1$, we must have $s_{\min }\left(\bar{Q}_{1}, \cdots, \bar{Q}_{n}\right) \geqslant t(n-1+\lceil\eta / 2\rceil)$. Therefore, by Theorem 4.6, we have that $\bar{Q}_{1}, \cdots, \bar{Q}_{n}$ is an $R_{\eta}$-sequence in $S^{\prime}$. Hence $y_{1}, \cdots, y_{r}, Q_{1} \cdots, Q_{n}$ is an $R_{\eta}$-sequence in $S$.

The next proposition tells us that, for any $w, t \in \mathbb{N}$, if we start with a graded vector space $U$ which is not $(w, t)$-wide, we can construct a new vector space $V$ (of larger total dimension) from it which is ( $w, \mathrm{t}$ )-wide, and the algebra generated by the latter contains the former. Also, given a linear subspace $\mathrm{H} \subset \mathrm{U}_{2}$ such that all the quadratics in H are "sufficiently" strong, we show that we can construct the ( $w, \mathrm{t}$ )-wide vector space V in such a way that $\mathrm{H} \subset \mathrm{V}_{2}$.

Proposition 4.11 (Constructing wide AH algebras). Given a graded vector space $\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}$ in S , and parameters $w, \mathrm{t} \in \mathbb{N}_{>0}$, there exists an $(w, \mathrm{t})$-wide AH vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ such that

1. $\mathrm{U}_{1} \subset \mathrm{~V}_{1}$ and $\mathrm{V}_{2} \subset \mathrm{U}_{2}$
2. $\mathbb{K}[\mathrm{U}] \subset \mathbb{K}[\mathrm{V}]$
3. $\operatorname{dim}\left(\mathrm{V}_{1}\right) \leqslant(2 \mathrm{t}+1)^{\left(\operatorname{dim}\left(\mathrm{U}_{2}\right)+1\right)} \cdot(\operatorname{dim}(\mathrm{U})+w)$

Furthermore, suppose $\mathrm{H} \subset \mathrm{U}_{2}$ is a sub-vector space of codimension r , such that

$$
s_{\min }(\mathrm{H})>(2 t+1)^{(\mathrm{r}+2)} \cdot(\operatorname{dim}(\mathrm{U})+w) .
$$

Then there exists a $(w, \mathrm{t})$-wide vector space V satisfying properties (1)-(3) above such that $\mathrm{H} \subset \mathrm{V}_{2}$.
Proof. Let $\mathrm{U}^{(0)}=\mathrm{U}$. So long as $\mathrm{U}^{(\mathrm{k})}$ is not $(w, \mathrm{t})$-wide, there exists a non-zero quadratic $\mathrm{Q} \in \mathrm{U}_{2}^{(\mathrm{k})}$ such that $s(Q)<t\left(\operatorname{dim}\left(U^{(k)}\right)+w\right)$. Let $\mathcal{B}^{(k)}$ be a basis of $U_{2}^{(k)}$ that contains $Q$. We can define $U^{(k+1)}$ as follows: $U_{1}^{(k+1)}=U_{1}^{(k)}+\operatorname{Lin}(Q)$, and $U_{2}^{(k+1)}=\operatorname{span}_{\mathbb{K}}\left\{\mathcal{B}^{(k)} \backslash\{Q\}\right\}$ ). At each step we have that

$$
\operatorname{dim}\left(\mathrm{U}_{1}^{(\mathrm{k}+1)}\right) \leqslant \operatorname{dim}\left(\mathrm{U}_{1}^{(\mathrm{k})}\right)+2 \mathrm{t}\left(\operatorname{dim}\left(\mathrm{U}^{(\mathrm{k})}\right)+w\right) \quad \text { and } \quad \operatorname{dim}\left(\mathrm{U}_{2}^{(\mathrm{k}+1)}\right) \leqslant \operatorname{dim}\left(\mathrm{U}_{2}^{(\mathrm{k})}\right)-1 .
$$

Thus, this process has to stop in $\leqslant \operatorname{dim}\left(\mathrm{U}_{2}\right)$ iterations. Let V be the last vector space from this procedure. Then items 1 and 2 follow from the construction. The inequalities above imply that

$$
\operatorname{dim}\left(\mathrm{U}_{1}^{(\mathrm{k})}\right) \leqslant(2 \mathrm{t}+1)^{(\mathrm{k}+1)}(\operatorname{dim}(\mathrm{U})+w) .
$$

Since the iterative process stops after at most $\operatorname{dim}\left(\mathrm{U}_{2}\right)$ steps, we have the desired inequality 3 above.
Now suppose $H \subset U_{2}$ is a linear subspace of dimension $d$. Note that $r=\operatorname{dim}\left(U_{2}\right)-d$, and let $\left\{P_{1}, \cdots, P_{d}\right\}$ be a basis of $H$. Suppose that that $s_{\min }(H)>(2 t+1)^{(r+2)} \cdot(\operatorname{dim}(U)+w)$. We will show that by induction, we can run the iterative process above in such a way that $\mathrm{H} \subset \mathrm{U}_{2}^{(\mathrm{k})}$ for all $k$. Note that $\mathrm{H} \subset \mathrm{U}_{2}^{(0)}=\mathrm{U}_{2}$. Suppose at the $k$-th step of the iterative process above we have $\mathrm{H} \subset \mathrm{U}_{2}^{(\mathrm{k})}$. If $\mathrm{U}^{(\mathrm{k})}$ is $(w, \mathrm{t})$-strong, then $\mathrm{V}=\mathrm{U}^{(\mathrm{k})}$ and we are done. So, let us assume that $\mathrm{U}^{(\mathrm{k})}$ is not ( $w, \mathrm{t}$ )-strong.

If $k \geqslant r$, then $\operatorname{dim}\left(U_{2}^{(k)}\right) \leqslant \operatorname{dim}\left(U_{2}\right)-k \leqslant d=\operatorname{dim}(H)$. In this case, we must have $k=r$ and $\mathrm{H}=\mathrm{U}_{2}^{(\mathrm{r})}$. Now, using the inequalities above we obtain,

$$
s_{\min }(\mathrm{H}) \geqslant(2 \mathrm{t}+1)^{(\mathrm{r}+2)}(\operatorname{dim}(\mathrm{U})+w)>\mathrm{t}\left(\operatorname{dim}\left(\mathrm{U}^{(\mathrm{r})}\right)+w\right) .
$$

Hence $\mathrm{U}^{(\mathrm{k})}=\mathrm{U}^{(\mathrm{r})}$ is $(w, \mathrm{t})$-strong, which is a contradiction.
Thus, we may assume that $k<r$. Suppose $Q \in U_{2}^{(k)}$ is a non-zero quadratic form such that $s(Q)<t\left(\operatorname{dim}\left(U^{(k)}\right)+w\right)$. In particular, we have that $Q \notin H$ since $s_{\min }(H)>s(Q)$. Then, at this step of the iterative process, we may choose the basis $\mathcal{B}^{(k)}$ of $U_{2}^{(k)}$ that contains $Q, P_{1}, \cdots, P_{d}$. Therefore, we have $P_{i} \in U_{2}^{(k+1)}$ for all $i \in[d]$, and hence $H \subset U_{2}^{(k+1)}$. Thus we conclude by induction.

Remark 4.12. Note that the ( $w, \mathrm{t}$ )-wide vector space constructed above is not unique, as it depends on the choice of basis at each step of the iterative process. Furthermore, given a linear subspace $\mathrm{H} \subset \mathrm{U}_{2}$ as above, the vector space V constructed in Proposition 4.11 depends on H .

Corollary 4.13. Let $w, t, s \in \mathbb{N}_{>0}$ and $G_{1}, \cdots, G_{m} \in S_{3}$ be cubic forms such that $s\left(G_{i}\right) \leqslant s-1$ for all $\mathfrak{i} \in[\mathrm{m}]$. Suppose dim $\operatorname{span}_{\mathbb{K}}\left\{\mathrm{G}_{1}, \cdots, \mathrm{G}_{\mathrm{m}}\right\}=\mathrm{d}$. Then there exists a $(w, \mathrm{t})$-wide vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ such that

1. $\mathrm{G}_{\mathrm{i}} \in \mathbb{K}[\mathrm{V}]$ for all $\mathrm{i} \in[\mathrm{m}]$,
2. $\operatorname{dim}\left(\mathrm{V}_{1}\right) \leqslant(2 \mathrm{t}+1)^{(\mathrm{ds}+1)}(2 \mathrm{~d} s+w)$, and $\operatorname{dim}\left(\mathrm{V}_{2}\right) \leqslant \mathrm{ds}$.

Proof. Without loss of generality let us assume that $\mathrm{G}_{1}, \cdots, \mathrm{G}_{\mathrm{d}}$ is a basis of $\operatorname{span}_{\mathbb{K}}\left\{\mathrm{G}_{1}, \cdots, \mathrm{G}_{\mathrm{m}}\right\}$. Suppose $s\left(G_{i}\right)=s_{i}$. Let $G_{i}=y_{i 1} Q_{i 1}+\cdots+y_{i s_{i}} Q_{i s_{i}}$ be a minimum collapse of $G_{i}$, where $y_{i j} \in S_{1}$ and $\mathrm{Q}_{i j} \in \mathrm{~S}_{2}$. Let $\mathrm{U}_{1}=\operatorname{span}_{\mathbb{K}}\left\{\mathrm{y}_{\mathrm{ij}}\right\}$ and $\mathrm{U}_{2}=\operatorname{span}_{\mathbb{K}}\left\{\mathrm{Q}_{i j}\right\}$. Consider the graded vector space $\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}$. Note that $\operatorname{dim}\left(\mathrm{U}_{1}\right) \leqslant \mathrm{ds}$ and $\operatorname{dim}\left(\mathrm{U}_{2}\right) \leqslant \mathrm{ds}$. We have $\mathrm{G}_{\mathrm{i}} \in \mathbb{K}[\mathrm{U}]$ for all $\mathfrak{i} \in[\mathrm{m}]$. By Proposition 4.11, there is a $(w, t)$-wide vector space $V=V_{1}+V_{2}$ with the desired properties.

As a corollary, if three cubic forms of low strength depend on a sufficiently strong quadratic, then one can construct a wide algebra which contains this strong quadratic as a "variable." The following corollary formalizes this.

Corollary 4.14. Let $w, t \in \mathbb{N}, \mathrm{Q} \in \mathrm{S}_{2}$ be such that $\mathrm{s}(\mathrm{Q})>(2 \mathrm{t}+1)^{8} \cdot(12+w), x, y \in S_{1}$ and $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3} \in \mathrm{~S}_{3} \cap(\mathrm{Q}, \mathrm{x}, \mathrm{y})$. There is a $(w, \mathrm{t})$-wide vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ such that $\mathrm{C}_{\mathrm{i}} \in \mathbb{K}[\mathrm{V}]$ and $\mathrm{Q} \in \mathrm{V}_{2}$.

Proof. As $\mathrm{C}_{\mathrm{i}} \in(\mathrm{Q}, x, y)$, we can write $\mathrm{C}_{\mathrm{i}}=z_{i} \mathrm{Q}+x \mathrm{~A}_{i}+y \mathrm{~B}_{\mathrm{i}}$, for some $z_{i}, \in \mathrm{~S}_{1}$ and $A_{i}, \mathrm{~B}_{\mathrm{i}} \in \mathrm{S}_{2}$. Let $\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}$ where $\mathrm{U}_{1}=\operatorname{span}_{\mathbb{K}}\left\{x, y, z_{1}, z_{2}, z_{3}\right\}$ and $\mathrm{U}_{2}=\operatorname{span}_{\mathbb{K}}\left\{\mathrm{Q}, \mathrm{A}_{1}, A_{2}, A_{3}, \mathrm{~B}_{1}, \mathrm{~B}_{2}, \mathrm{~B}_{3}\right\}$. We apply Proposition 4.11 to the vector space $U$ with $P=Q$ to obtain a ( $w, t$ )-wide vector space $V$ with the desired properties.

One desirable property of a strong subalgebra is that it is robust when we try to enlarge it by adding a couple of weak polynomials to it (and applying Corollary 4.13). The following proposition shows us that a wide algebra is robust under such changes, in the sense that it will remain wide (perhaps with a small deterioration in the width parameter) after we add a weak cubic to it.

Proposition 4.15 (Robustness of Wide Algebras). Let $w, t, s \in \mathbb{N}_{>0}$ such that $w>2 s$ and $t>3^{s+2}$. Let $\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}$ be a $(w, \mathrm{t})$-wide $A H$-vector space. Let $\mathrm{C} \in \mathrm{S}_{\leqslant 3}$ be a form such that $\mathrm{s}(\mathrm{C})=\mathrm{s}-1$ or $\mathrm{C} \in \mathrm{S}_{1}$. For any pair of integers $w_{1}, \mathrm{t}_{1} \in \mathbb{N}_{>0}$ such that $w_{1}<(w-2 \mathrm{~s})$ and $\left(2 \mathrm{t}_{1}+1\right)^{(s+2)}<\mathrm{t}$, there exists a $\left(w_{1}, \mathrm{t}_{1}\right)$-wide vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ where $\mathrm{V}_{\mathrm{i}} \subset \mathrm{S}_{\mathrm{i}}$ and

1. $\mathrm{U}_{\mathrm{i}} \subset \mathrm{V}_{\mathrm{i}}$ for $\mathrm{i} \in\{1,2\}$, and hence $\mathbb{K}[\mathrm{U}] \subset \mathbb{K}[\mathrm{V}]$.
2. $C \in \mathbb{K}[V]$.
3. $\operatorname{dim}(\mathrm{V}) \leqslant \mathcal{A}(w, \mathrm{t}, \operatorname{dim}(\mathrm{W}))$ for some function $\mathrm{A}: \mathbb{N}^{3} \rightarrow \mathbb{N}$.

Proof. If $C \in S_{1}$, then we define $V_{1}=U_{1}+\operatorname{span}_{\mathbb{K}}\{C\}$ and $V_{2}=U_{2}$. Note that $V=V_{1}+V_{2}$ is ( $w-1, \mathrm{t}$ ) wide. Hence $V$ is $\left(w_{1}, \mathrm{t}_{1}\right)$-wide and it satisfies the desired properties above.

If $C \in S_{2}$, let $C=z_{1} y_{1}+\cdots+z_{s} y_{s}$ be a minimum collapse of $C$. Let $V_{1}=U_{1}+\operatorname{Lin}(Q)$ and $\mathrm{V}_{2}=\mathrm{U}_{2}$. Then $\operatorname{dim} \operatorname{Lin}(\mathrm{Q}) \leqslant 2 s$ and thus V is $(w-2 s, \mathrm{t})$-wide, which implies V is a $\left(w_{1}, \mathrm{t}_{1}\right)$-wide vector space with the additional properties above.

Now suppose $C \in S_{3}$. Let $C=z_{1} Q_{1}+\cdots+z_{s} Q_{s}$ be a minimum collapse of $C$ where $z_{i} \in S_{1}$ and $Q_{i} \in S_{2}$. Consider the vector spaces $U_{1}^{\prime}=U_{1}+\operatorname{span}_{\mathbb{K}}\left\{z_{1}, \cdots, z_{s}\right\}$ and $U_{2}^{\prime}=$ $\mathrm{U}_{2}+\operatorname{span}_{\mathbb{K}}\left\{\mathrm{Q}_{1}, \cdots, \mathrm{Q}_{s}\right\}$. Let $\mathrm{U}^{\prime}=\mathrm{U}_{1}^{\prime}+\mathrm{U}_{2}^{\prime}$. Note that $\mathrm{C} \in \mathbb{K}\left[\mathrm{U}^{\prime}\right]$ and $\operatorname{dim}\left(\mathrm{U}^{\prime}\right) \leqslant \operatorname{dim}(\mathrm{U})+2 \mathrm{~s}$. Now $\mathrm{U}_{2} \subset \mathrm{U}_{2}^{\prime}$ is a subspace of codimension at most s. Since U is $(w, t)$-wide, we know that $s_{\text {min }}\left(\mathrm{U}_{2}\right) \geqslant \mathrm{t}(\operatorname{dim}(\mathrm{U})+w)$. Thus,

$$
s_{\min }\left(\mathrm{U}_{2}\right) \geqslant \mathrm{t}(\operatorname{dim}(\mathrm{U})+w)>\left(2 \mathrm{t}_{1}+1\right)^{(\mathrm{s}+2)}\left(\operatorname{dim}\left(\mathrm{U}^{\prime}\right)+w_{1}\right) .
$$

Therefore by applying Proposition 4.11 to the vector space $\mathrm{U}^{\prime}=\mathrm{U}_{1}^{\prime}+\mathrm{U}_{2}^{\prime}$ with $\mathrm{H}=\mathrm{U}_{2}$, we obtain a ( $w_{1}, \mathrm{t}_{1}$ )-wide vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ such that $\mathrm{U}_{2} \subset \mathrm{~V}_{2}$. Also, we have $\mathrm{U}_{1} \subset \mathrm{U}_{1}^{\prime} \subset \mathrm{V}_{1}$ and $\mathrm{C} \in \mathbb{K}\left[\mathrm{U}^{\prime}\right] \subset \mathbb{K}[\mathrm{V}]$.

Note that in all the three cases above, we have $\operatorname{dim}(V)$ bounded above by some function of $w, t, \operatorname{dim}(W)$, which we call $A(w, t, \operatorname{dim}(W))$.

The next lemma shows that if a cubic form has a minimum collapse in a wide-algebra, then this collapse can be taken to be from elements of the wide-algebra itself.

Lemma 4.16 (Minimum Collapse in Wide Algebra). Let $\mathcal{A}=\mathbb{K}[\mathrm{V}]$ be an algebra generated by a $(w, \mathrm{t})$-wide $A H$-vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ in the polynomial ring S , where $w \geqslant 3, \mathrm{t} \geqslant 1$. Let $1 \leqslant s<\frac{w}{2}$. Suppose $\mathrm{C} \in \mathrm{S}_{3}$ is a non-zero form such that $\mathrm{s}(\mathrm{C})=s-1$ and $\mathrm{C} \in \mathcal{A}$. Then, there exist $z_{1}, \ldots, z_{s} \in \mathcal{A} \cap \mathrm{~S}_{1}$ and $\mathrm{P}_{1}, \ldots, \mathrm{P}_{\mathrm{s}} \in \mathcal{A} \cap \mathrm{S}_{2}$ such that

$$
\mathrm{C}=z_{1} \mathrm{P}_{1}+\cdots+z_{s} \mathrm{P}_{\mathrm{s}} .
$$

Moreover, if $\mathrm{C}=\ell_{1} \mathrm{Q}_{1}+\cdots+\ell_{s} \mathrm{Q}_{s}$ is any s-collapse of C then

1. $\ell_{i} \in \mathcal{A}$ for all $i \in[s]$,
2. for any $i \in[s]$, we have $Q_{i} \in \mathcal{A}$ or there exists a quadratic form $R_{i} \in \mathcal{A}$ such that $s\left(Q_{i}-R_{i}\right) \leqslant s$.

Proof. The proof is by induction on the strength of C. Note that, since $w \geqslant 3$, we know that the generators of the algebra $\mathcal{A}$ form a $\mathrm{R}_{1}$-sequence (and hence a prime sequence) by Proposition 4.10. The base case, when $s=1$, is the case where $C$ is a reducible polynomial. If $C=\ell_{1} Q_{1}$ then we have $\ell_{1}, \mathrm{Q}_{1} \in \mathcal{A}$ by Lemma 3.15. Note that in this case any 1 -collapse is of this form. Assume that the lemma is true for forms of strength $\leqslant s-2$ for some $1<s<\frac{w}{2}$.

Suppose that $s(C)=s-1$. Then $C$ has an $s$-collapse, and we can write

$$
\mathrm{C}=\ell_{1} \mathrm{Q}_{1}+\cdots+\ell_{s} \mathrm{Q}_{s}
$$

where $\ell_{i} \in S_{1}$ and $Q_{i} \in S_{2}$. If $\operatorname{span}_{\mathbb{K}}\left\{\ell_{1}, \ldots, \ell_{s}\right\} \cap V_{1} \neq\{0\}$, we can assume w.l.o.g. that $\ell_{1} \in V_{1}$. Then $\bar{C} \in \mathcal{A} /\left(\ell_{1}\right)$ is a non-zero cubic form in $S /\left(\ell_{1}\right)$ and $s(\overline{\mathrm{C}})=s-2$. Note that $\mathcal{A} /\left(\ell_{1}\right)$ is a $(w-1, \mathrm{t})$-wide AH-algebra and $S /\left(\ell_{1}\right)$ is a polynomial ring. Therefore by induction we must have

$$
\overline{\mathrm{C}}=z_{2} \mathrm{P}_{2}+\ldots+z_{\mathrm{s}} \mathrm{P}_{\mathrm{s}}
$$

where $z_{i} \in\left(\mathcal{A} /\left(\ell_{1}\right)\right)_{1}$ and $\mathrm{P}_{\mathrm{i}} \in\left(\mathcal{A} /\left(\ell_{1}\right)\right)_{2}$. This yields the following minimum collapse of C :

$$
\mathrm{C}=\ell_{1} \mathrm{P}+z_{2} \mathrm{P}_{2}+\ldots+z_{\mathrm{s}} \mathrm{P}_{\mathrm{s}}
$$

for some $\mathrm{P} \in \mathrm{S}_{2}$. In particular, we have that $\ell_{1} \mathrm{P}=\mathrm{C}-z_{2} \mathrm{P}_{2}+\ldots+z_{s} \mathrm{P}_{s}$ is a non-zero form in the algebra $\mathcal{A}$ and has strength 0 . Thus, by Lemma 3.15 we have that $\mathrm{P} \in \mathcal{A}_{2}$.

Thus, we are left with the case where $\operatorname{span}_{\mathbb{K}}\left\{\ell_{1}, \ldots, \ell_{s}\right\} \cap \mathrm{V}_{1}=\{0\}$. We will show that this leads to a contradiction. Let $r=\operatorname{dim}\left(V_{1}\right)$. Since $s(C)=s-1$ it must be the case that $\operatorname{dim}\left(\operatorname{span}_{\mathbb{K}}\left\{\ell_{1}, \ldots, \ell_{s}\right\}\right)=s$. Thus we can extend $\left\{\ell_{1}, \ldots, \ell_{s}\right\}$ to a basis of $S_{1}$ given by $B=\left\{\ell_{1}, \ldots, \ell_{s}, x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{t}\right\}$ where $V_{1}=\operatorname{span}_{\mathbb{K}}\left\{x_{1}, \ldots, x_{r}\right\}$. Note that $B$ generates the polynomial ring $S$ as a $\mathbb{K}$-algebra, i.e. $S=\mathbb{K}[B]$.

Let $G_{1}, \ldots, G_{m}$ be a basis for $V_{2}$. Since $C \in \mathcal{A}$, we have

$$
C=\sum_{i=1}^{r} x_{i} F_{i}
$$

where each

$$
F_{i}=\sum_{j=i}^{r} x_{j} a_{i j}+H_{i}
$$

where $a_{i, j} \in V_{1} /\left(x_{1}, \ldots, x_{j-1}\right)$ and $H_{i} \in V_{2}$.
Since $s<\frac{w}{2}$ and $V$ is $(w, t)$-wide, for any $G \in V_{\underline{2}}$ we have $s(G) \geqslant t\left(r+s+\operatorname{dim}\left(V_{2}\right)+\frac{w}{2}\right)$. Let $S^{\prime}=S /\left(\ell_{1}, \cdots, \ell_{s}\right)$. Note that the image $\bar{V}=\bar{V}_{1}+\bar{V}_{2}$ in the polynomial ring $S^{\prime}$ is an $\left(\frac{w}{2}, t\right)$-wide vector space, since for any element $G \in V_{2}$ we have $s(\bar{G}) \geqslant t\left(r+\operatorname{dim}\left(V_{2}\right)+\frac{w}{2}\right)$. Now we have

$$
\overline{\mathrm{C}}=x_{1} \overline{\mathrm{~F}}_{1}+\cdots+x_{\mathrm{r}} \overline{\mathrm{~F}}_{\mathrm{r}}=0
$$

in $S^{\prime}$. Since $x_{1}, \cdots, x_{r}$ is a regular sequence in $S^{\prime}$, we must have that $\bar{F}_{i} \in\left(x_{1}, \cdots, x_{i-1}, x_{i+1}, \cdots, x_{r}\right)$ for all $i$. Therefore we have $\bar{H}_{i} \in\left(x_{1}, \cdots, x_{r}\right)$ and hence $s\left(H_{i}\right) \leqslant r+s$ for all $i$. Since $V$ is $(w, t)$-wide and $H_{i} \in V_{2}$, we must have $H_{i}=0$ for all $i$. Thus we have $C \in \mathbb{K}\left[V_{1}\right]$. Note that $\mathbb{K}\left[V_{1}\right]$ is mapped isomorphically to its image in $S^{\prime}$ since $\operatorname{span}_{\mathbb{K}}\left\{\ell_{1}, \cdots, \ell_{s}\right\} \cap V_{1}=(0)$. Therefore $\bar{C}=0$ in $S^{\prime}$ implies that $\mathrm{C}=0$ in $S$, which is a contradiction. This proves the existence of the collapse in the algebra.

Now we prove that properties (1) and (2) hold for any minimum collapse $C=\ell_{1} Q_{1}+\cdots+\ell_{s} Q_{s}$. Recall that $\overline{\mathrm{C}} \in \mathcal{A} /\left(\ell_{1}\right)$ is non-zero and $s(\overline{\mathrm{C}})=s-2$. Hence we have a minimum collapse given by $\overline{\mathrm{C}}=\overline{\ell_{2} \mathrm{Q}_{2}}+\cdots+\overline{\ell_{s} \mathrm{Q}_{s}}$ in $\mathrm{S} /\left(\ell_{1}\right)$. Moreover, by induction, we have $\overline{\ell_{i}} \in \mathcal{A} /\left(\ell_{1}\right)$ for $\mathfrak{i}=2, \cdots$, s. Since $\ell_{1} \in \mathcal{A}$, we conclude that $\ell_{i} \in \mathcal{A}$ for all $i$. Note that by induction, for all $i=2, \cdots, s$, we have that $\bar{Q}_{i} \in \mathcal{A} /\left(\ell_{1}\right)$ or there exists $\overline{\mathrm{R}}_{i} \in \mathcal{A} /\left(\ell_{1}\right)$ such that $s\left(\overline{\mathrm{Q}}_{i}-\overline{\mathrm{R}}_{i}\right) \leqslant s-1$. Suppose for
some $i$, we have $\bar{Q}_{i} \in \mathcal{A} /\left(\ell_{1}\right)$. Then there exists $R_{i} \in \mathcal{A}$ such that $Q_{i}-R_{i}=\ell_{1} z_{i}$ for some linear form $z_{i}$. Hence $\mathrm{Q}_{\mathrm{i}} \in \mathcal{A}$ or $s\left(\mathrm{Q}_{\mathrm{i}}-R_{i}\right)=0 \leqslant s$. Suppose for some $i$ we have that $\overline{\mathrm{Q}}_{i} \notin \mathcal{A} /\left(\ell_{1}\right)$ and there exists $\bar{R}_{i} \in \mathcal{A} /\left(\ell_{1}\right)$ such that $s\left(\bar{Q}_{i}-\bar{R}_{i}\right) \leqslant s-1$. Let $R_{i} \in \mathcal{A} \cap S_{2}$ be a quadratic form such that the image of $R_{i}$ under the quotient homomorphism $\mathcal{A} \rightarrow \mathcal{A} /\left(\ell_{1}\right)$ is $\bar{R}_{i}$. Then we have $s\left(Q_{i}-R_{i}\right) \leqslant s-1+1=s$.

The next corollary shows that if a cubic form C has a strong enough quadratic in a minimum collapse, then C cannot be contained in a small wide algebra generated by linear forms.

Corollary 4.17. Let $s \in \mathbb{N}_{>0}$ and $C \in S_{3}$ be such that $s(C)=s-1$. Further, assume that $C$ has a minimum collapse $\mathrm{C}=\mathrm{x}_{1} \mathrm{Q}_{1}+\cdots+\mathrm{x}_{\mathrm{s}} \mathrm{Q}_{\mathrm{s}}$ where $\mathrm{s}\left(\mathrm{Q}_{1}\right) \geqslant \mathrm{r}+\mathrm{s}$. If $\mathrm{W} \subset \mathrm{S}_{1}$ is a vector space such that $\mathrm{C} \in \mathbb{K}[\mathrm{W}]$, then $\operatorname{dim} W>r$.

Proof. Suppose $W \subset S_{1}$ is such that $C \in \mathbb{K}[W]$. Since $W$ is $(w, t)$-wide for any $w, t \in \mathbb{N}>0$, Lemma 4.16 applies and by item (2) of that lemma, there exists $R \in \mathbb{K}[W]$ such that $s\left(Q_{1}-R\right) \leqslant s$. Since $s(R)<\operatorname{dim} W$, as $R \in \mathbb{K}[W]$, we have

$$
r+s \leqslant s\left(Q_{1}\right) \leqslant s\left(Q_{1}-R\right)+s(R)<s+\operatorname{dim} W,
$$

which concludes our proof.

## 5 Structure theorem and minimal primes

In this section we prove the main structural results of this paper. Our main result in this section is a structure theorem for non-radical ideals generated by two irreducible cubic forms. With this result at hand, we proceed to analyze certain important minimal primes which can appear in the cycle decomposition of such non-radical ideals. The extra structure of these minimal primes will give us crucial structure in the proof of the Sylvester-Gallai theorem.

### 5.1 Structure of non-radical ideals generated by two irreducible cubics

The following theorem is the main result about the structure of ideals generated by two cubic forms. The structure of ideals generated by two quadratic forms was considered in [HP94, CTSSD87], and later in the works of [Shp20, Theorem 4.1], [PS20a, Theorem 3.1], [GOS22, Proposition 1.4]. We generalize the structure theorem to ideals generated by two cubic forms and classify when such an ideal is not a radical ideal.

Theorem 1.5. Let $\mathrm{F}_{1}, \mathrm{~F}_{2}$ be two non-associate irreducible cubic forms in the polynomial ring $\mathbb{K}\left[\mathrm{x}_{1}, \cdots, \mathrm{x}_{n}\right]$ over an algebraically closed field $\mathbb{K}$. Then at least one of the following holds:

1. The ideal $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$ is radical.
2. There exists a linear minimal prime of $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$, i.e. there exist two linearly independent linear forms $x, y$ such that $\left(F_{1}, F_{2}\right) \subset(x, y)$.
3. There exists a quadratic minimal prime of $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$, i.e. there exists a prime ideal $(\mathrm{Q}, \ell)$ where Q is a quadratic form, $\ell$ is a linear form and $\left(F_{1}, F_{2}\right) \subset(Q, \ell)$.
4. There exist linear forms $x, y$ such that $x y^{2} \in \operatorname{span}_{\mathbb{K}}\left\{F_{1}, F_{2}\right\}$.
5. There exists a minimal prime $\mathfrak{p}$ of $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$ such that $\mathfrak{p}$ is the homogeneous prime ideal a variety of minimal degree. In particular, $\mathfrak{p}=\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}, \mathrm{Q}_{3}\right)$ where $\mathrm{Q}_{\mathfrak{i}}$ are the quadratic forms given by the maximal minors of a matrix M of the form

$$
\left(\begin{array}{lll}
y_{0} & y_{1} & y_{2} \\
y_{1} & y_{2} & y_{3}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{3} \\
y_{1} & y_{3} & y_{4}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{4} \\
y_{1} & y_{3} & y_{5}
\end{array}\right) \text {, }
$$

where $y_{1}, \ldots, y_{5}$ are linearly independent linear forms.
Proof. Let $I=\left(F_{1}, F_{2}\right)$ and $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{\mathfrak{m}}$ be an irredundant primary decomposition of I in $S=\mathbb{K}\left[x_{1} \cdots, x_{n}\right]$. Let $\mathfrak{p}_{i}=\operatorname{rad}\left(\mathfrak{q}_{i}\right)$. Note that $F_{1}, F_{2}$ is a regular sequence, hence all the primes $\mathfrak{p}_{i}$ are minimal primes of $I$ and $h t\left(\mathfrak{p}_{\mathfrak{i}}\right)=2$ for all $\mathfrak{i}$. By Proposition 3.7, we have $\sum_{i} \mathfrak{m}\left(\mathfrak{p}_{i}\right) e\left(S / \mathfrak{p}_{i}\right)=e(S / I)=9$.

Suppose there exists a minimal prime $\mathfrak{p}_{\mathfrak{i}}$ such that $e\left(S / \mathfrak{p}_{\mathfrak{i}}\right) \leqslant 2$. Then, by Proposition 3.36 , the ideal $\mathfrak{p}_{i}$ must be degenerate. Let $x \in \mathfrak{p}_{\mathfrak{i}}$ be a linear form. Consider the image $\overline{\mathfrak{p}_{\mathfrak{i}}}$ in the quotient ring $S /(x)$. Then we have $h t\left(\overline{p_{i}}\right)=1$. Hence, by Krull's principal ideal theorem, there exists an irreducible homogeneous polynomial $F$ such that $\overline{\mathfrak{p}_{\mathfrak{i}}}=(F)$. Hence $\mathfrak{p}_{i}=(x, F)$ for some irreducible form $F$. Now, $\operatorname{deg}(F)=e\left(S / \mathfrak{p}_{\mathfrak{i}}\right) \leqslant 2$. Therefore, $I$ has a linear or quadratic minimal prime.

Therefore we may assume that $e\left(S / p_{i}\right) \geqslant 3$ for all $i$. Suppose I is not radical. Then, by Remark 3.6, we must have that $\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right)>1$ for some $i$. Since $\sum_{i} \mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right) e\left(S / \mathfrak{p}_{\mathfrak{i}}\right)=9$, we see that we must have $e\left(S / \mathfrak{p}_{i}\right)=3$ for all $i$. Furthermore, we see that either there is only one minimal prime $\mathfrak{p}_{1}$ with $\mathfrak{m}\left(\mathfrak{p}_{1}\right)=3$ or there are exactly two minimal primes of I given by $\mathfrak{p}_{1}, \mathfrak{p}_{2}$ such that $\mathfrak{m}\left(\mathfrak{p}_{1}\right)=1$ and $\mathrm{m}\left(\mathfrak{p}_{2}\right)=2$.

If there exists a minimal prime $\mathfrak{p}_{i}$ which is non-degenerate, then it is a homogeneous prime of minimal multiplicity and by Corollary 3.38 , we have that $\mathfrak{p}_{\mathfrak{i}}$ is of the form as described in 5 above. Therefore we may assume that all the minimal primes are degenerate. If there is only one minimal prime $\mathfrak{p}_{1}$ with $\mathfrak{m}\left(\mathfrak{p}_{1}\right)=3$. As $\mathfrak{p}_{1}$ is degenerate there exists a linear form $x \in \mathfrak{p}_{1}$ and by Lemma 3.8, we have $x^{3} \in\left(F_{1}, F_{2}\right)$. In the other case we have two degenerate minimal primes $\mathfrak{p}_{1}, \mathfrak{p}_{2}$ and we have linear forms $x \in \mathfrak{p}_{1}$ and $y \in \mathfrak{p}_{2}$. Then by Lemma 3.8, we have $x y^{2} \in\left(F_{1}, F_{2}\right)$. As $F_{1}, F_{2}$ are cubics, we conclude that $x y^{2} \in \operatorname{span}_{\mathbb{K}}\left\{F_{1}, F_{2}\right\}$.

Corollary 5.1. Let $\mathrm{F}_{1}, \mathrm{~F}_{2}$ be two non-associate irreducible cubic forms in the polynomial ring $\mathbb{K}\left[\mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{n}}\right]$. Suppose the ideal $\left(F_{1}, F_{2}\right)$ does not satisfy the conditions $1,2,4,5$ in Theorem 1.5. Then there exists a quadratic minimal prime $\mathfrak{p}=(\mathrm{Q}, \ell)$ of I such that $\mathfrak{m}(\mathfrak{p}) \geqslant 2$.

Proof. Let $\mathfrak{p}_{1}, \cdots, \mathfrak{p}_{\mathfrak{m}}$ be the minimal primes of I. We have $\sum_{\mathfrak{i}} \mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right) e\left(S / \mathfrak{p}_{\mathfrak{i}}\right)=e(S / \mathrm{I})=9$. By Theorem 1.5, there exists at least one quadratic minimal prime, say $\mathfrak{p}_{1}=(\mathrm{Q}, \ell)$ with $e\left(\mathrm{~S} / \mathfrak{p}_{1}\right)=2$. If $\mathfrak{m}\left(\mathfrak{p}_{1}\right) \geqslant 2$ then we are done. So we may assume that $\mathfrak{m}\left(\mathfrak{p}_{1}\right)=1$. Therefore $\sum_{i \geqslant 2} \mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right) e\left(S / \mathfrak{p}_{\mathfrak{i}}\right)=7$. Since I does not have any linear minimal primes, we have $e\left(S / \mathfrak{p}_{i}\right) \geqslant 2$ for all $i$. Since I is not radical we must have $\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right) \geqslant 2$ for some $\mathfrak{p}_{\mathfrak{i}}$. Therefore, the above equation implies that there must exist a minimal prime $\mathfrak{p}_{\mathfrak{i}}$ such that $e\left(S / \mathfrak{p}_{\mathfrak{i}}\right)=2$ and $\mathfrak{m}\left(\mathfrak{p}_{\mathfrak{i}}\right) \geqslant 2$.

### 5.2 Minimal primes defining varieties of minimal degree

Let $M$ be matrix of the form

$$
\left(\begin{array}{lll}
y_{0} & y_{1} & y_{2} \\
y_{1} & y_{2} & y_{3}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{3} \\
y_{1} & y_{3} & y_{4}
\end{array}\right) \text { or }\left(\begin{array}{lll}
y_{0} & y_{2} & y_{4} \\
y_{1} & y_{3} & y_{5}
\end{array}\right),
$$

where $y_{1}, \ldots, y_{5} \in S_{1}$ are linearly independent linear forms. Let $\mathfrak{p}$ be the prime ideal defined by the maximal minors of $M$. If $F$ is a cubic form contained in $\mathfrak{p}$, then $F$ has a very simple structure that we note below.

Corollary 5.2. Suppose F is an irreducible cubic form contained in a prime ideal $\mathfrak{p}$ given by the maximal minors of a matrix $M$ as above. Then there exists a vector space of linear forms $V \subset S_{1}$ such that $F \in \mathbb{K}[V]$ and $\operatorname{dim}(\mathrm{V}) \leqslant 9$. Furthermore, if $\mathrm{s}(\mathrm{F})=2$ and W is a $(w, \mathrm{t})$-wide vector space with $w \geqslant 6$ and $\mathrm{F} \in \mathbb{K}[\mathrm{W}]$, then we have $y_{i} \in W$ for all the variables $y_{i}$ that appear in $M$.

Proof. Let $\mathrm{Q}_{1}, \mathrm{Q}_{2}, \mathrm{Q}_{3}$ denote the maximal minors of M . Since $\operatorname{deg}(\mathrm{F})=3$, there exist at most 3 linear forms $\ell_{1}, \ell_{2}, \ell_{3}$ such that $F=\ell_{1} Q_{1}+\ell_{2} Q_{2}+\ell_{3} Q_{3}$. Therefore we may take $V=\operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, y_{j} \mid 1 \leqslant i \leqslant 3,0 \leqslant j \leqslant 5\right\}$.

Now, if $s(F)=2$ and $W$ is a $(w, t)$-wide vector space with $w>6$ such that $F \in \mathbb{K}[W]$, Lemma 4.16 implies that if $F \in\left(\ell_{1}, \ell_{2}, \ell_{3}\right)$ where $\ell_{i} \in S_{1}$, then we must have $\ell_{i} \in W$. Since for any row of the matrix $M$, which is of the form $\left(y_{i}, y_{j}, y_{k}\right)$, we have $F \in\left(y_{i}, y_{j}, y_{k}\right)$, the above implies $y_{i}, y_{j}, y_{k} \in W$.

Corollary 5.3. Let F be an irreducible cubic form such that $\mathrm{F}=z \mathrm{Q}+z_{1} \mathrm{Q}_{1}+\cdots z_{\mathrm{r}} \mathrm{Q}_{\mathrm{r}}$ where $\mathrm{s}(\mathrm{Q})>9+\mathrm{r}$ and $z \notin \operatorname{span}_{\mathbb{K}}\left\{z_{1}, \cdots, z_{r}\right\}$. Then F can not be contained in a prime ideal $\mathfrak{p}$ given by the maximal minors of a matrix M as above.

Proof. If F is contained in a prime ideal $\mathfrak{p}$ given by the maximal minors of a matrix $M$ as above, then by Corollary 5.2 , there exists $V \subset S_{1}$ such that $F \in \mathbb{K}[V]$ and $\operatorname{dim}(V) \leqslant 9$. Then we have $\bar{z} \overline{\mathrm{Q}} \in \mathbb{K}[\overline{\mathrm{V}}]$ modulo $\operatorname{span}_{\mathbb{K}}\left\{z_{1}, \cdots, z_{r}\right\}$. Therefore, by Lemma $3.15, \overline{\mathrm{Q}} \in \mathbb{K}[\overline{\mathrm{V}}]$, which is a contradiction since $s(Q)>9+r$.

### 5.3 Quadratic minimal primes

Proposition 5.4. Let C be an irreducible cubic form and Q an irreducible quadratic form in S . If $\mathfrak{p}=(x, \mathrm{Q})$ is a prime ideal containing C then the local ring $(\mathrm{S} / \mathrm{C})_{\mathfrak{p}}$ is a discrete valuation ring.
Proof. Note that $\mathfrak{p}$ defines a prime ideal of height 1 in $S / C$. Therefore the local ring $(S / C)_{\mathfrak{p}}$ is one dimensional and it is enough to show that $(S / C)_{\mathfrak{p}}$ is a regular local ring. Note that $(S / C)_{\mathfrak{p}}$ is a regular local ring iff the Jacobian ideal $\left(\left.\frac{\partial C}{\partial x_{i}} \right\rvert\, \mathfrak{i} \in[n]\right)$ is not contained in $\mathfrak{p}$. Suppose $\left(\left.\frac{\partial C}{\partial x_{i}} \right\rvert\, \mathfrak{i} \in[n]\right) \subset \mathfrak{p}$. Let $C=x P+y Q$. After a change of coordinates, we may assume that $x$ is one of the variables in $S$ and $\frac{\partial Q}{\partial x}=0$ (after possibly changing $P$ ). Then $\frac{\partial C}{\partial x} \in \mathfrak{p}$ implies that $P \in \mathfrak{p}$ and hence $P=x z+\alpha Q$ for some $z \in S_{1}, \alpha \in \mathbb{K}$. We have $C=x^{2} z+(\alpha x+y) Q$. Then $\frac{\partial C}{\partial x_{i}} \in \mathfrak{p}$ implies that $y \frac{\partial Q}{\partial x_{i}} \in \mathfrak{p}$. Since $y \notin \mathfrak{p}$, we must have that $\frac{\partial Q}{\partial x_{i}} \in \mathfrak{p}$. Since $\frac{\partial Q}{\partial x_{i}} \in S_{1}$, we must have $\frac{\partial Q}{\partial x_{i}}=\beta x$ for some $\beta \in \mathbb{K}$. Now $\frac{\partial C}{\partial x \partial x_{i}}=0$ implies that $\beta=0$. Hence $\frac{\partial \mathrm{Q}}{\partial \mathrm{x}_{\mathrm{i}}}=0$ for all the variables, which is a contradiction.
Lemma 5.5. Let $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ be an $(w, \mathrm{t})$-wide $A H$-vector space in the polynomial ring S , with $w \geqslant 2$. Let C be an irreducible cubic form contained in $\mathcal{A}=\mathbb{K}[\mathrm{V}]$. Suppose $\mathrm{C}=x \mathrm{Q}+\ell \mathrm{P}$ where $\mathrm{P}, \mathrm{Q} \in \mathrm{S}_{2}$ and $x, \ell \in S_{1}$. If $s(Q)<(t-1) \operatorname{dim}\left(V_{1}\right)+t\left(\operatorname{dim}\left(V_{2}\right)+w-1\right)$ then $Q \in\left(V_{1}\right)$.
Proof. Note that $C=x Q+\ell P$ is a minimal collapse, and by Lemma 4.16, we have $x, \ell \in V_{1}$. Consider the algebra $\mathcal{A}^{\prime}=\mathbb{K}[\mathrm{V} /(\ell)]$ in the polynomial ring $\mathrm{S} /(\ell)$. Note that $\mathcal{A}^{\prime}$ is $(w-1, \mathrm{t})$ wide. By Proposition 4.10, we know that any basis of $V$ forms an $R_{3}$ sequence, and in particular a prime sequence. Now we have $\bar{x} \overline{\mathrm{Q}} \in \mathcal{A}^{\prime}$. By Lemma 3.15, we know that $\overline{\mathrm{Q}} \in \mathcal{A}^{\prime}$ and hence $\mathrm{Q}=\mathrm{Q}_{1}+\ell u$, where $\mathrm{Q}_{1} \in \mathcal{A}$ and $u \in S_{1}$. Note that $s\left(\mathrm{Q}_{1}\right) \leqslant s(\mathrm{Q})+1<(\mathrm{t}-1) \operatorname{dim}\left(\mathrm{V}_{1}\right)+\mathrm{t}\left(\operatorname{dim}\left(\mathrm{V}_{2}\right)+w-1\right)$. Therefore, by Proposition 4.9, we have $\mathrm{Q}_{1} \in \mathbb{K}\left[\mathrm{~V}_{1} /(\ell)\right]$. Thus $\mathrm{Q} \in\left(\mathrm{V}_{1}\right)$ as $\ell \in \mathrm{V}_{1}$.

Lemma 5.6 (Minimal prime with strong quadratic). Let C, F be irreducible cubic forms in S. Suppose there exists a minimal prime $\mathfrak{p}=(\mathrm{Q}, \ell)$ of the ideal $(\mathrm{C}, \mathrm{F})$ such that Q is a quadratic form with $\mathrm{s}(\mathrm{Q}) \geqslant 5$ and $\ell \in S_{1}$. If $\mathfrak{m}(\mathfrak{p}) \geqslant 2$, then one of the following holds:

1. we have $F=\alpha C+\beta \ell Q+\ell^{2} z$ for some $\alpha, \beta \in \mathbb{K}$ and $z \in S_{1}$. In particular $F \in(C, \ell)$, and $(C, F)$ has a linear minimal prime.
2. there exists a quadratic form G such that $(\mathrm{C}, \mathrm{F}) \subset\left(\mathrm{G}, \ell^{2}\right)$ and $(\mathrm{G}, \ell)=(\mathrm{Q}, \ell)$.

Proof. Let $C=x Q+\ell P$ and $F=a Q+\ell B$ where $x, a \in S_{1}$ and $P, Q \in S_{2}$. If $B \in(Q, \ell)$ and $P \in(Q, \ell)$ then we are done. So we may assume that $B \notin(Q, \ell)$. By Proposition 5.4, we know that the local ring $(S / F)_{\mathfrak{p}}$ is a discrete valuation ring with a discrete valuation $v$. Now $\bar{Q} \bar{a} \equiv-\overline{\ell B}$ in $(S / F)_{\mathfrak{p}}$. Since $B \notin \mathfrak{p}$, we know that $\bar{B}$ is an unit in $(S / F)_{\mathfrak{p}}$ and we have $\bar{\ell}=-\frac{\bar{Q} \bar{a}}{\bar{B}}$. If $v(\bar{Q})>1$, then $v(\bar{\ell})>1$ and we have $\mathfrak{p} \subset \mathfrak{p}^{2}$ in $(S / F)_{\mathfrak{p}}$, which is contradiction by Nakayama's lemma. Hence we must have $v(\overline{\mathrm{Q}})=1$. Then we have $\mathfrak{m}(\mathfrak{p})=v(\mathrm{C})=v(\overline{\mathrm{Q}} \bar{x}+\overline{\ell P})=v(\overline{\mathrm{Q}})+v(\overline{\mathrm{~B}} \overline{\mathrm{x}}-\overline{\mathrm{a}} \overline{\mathrm{P}})$. Hence $\mathfrak{m}(\mathfrak{p})>1$ iff $v(\overline{\mathrm{~B}} \bar{x}-\overline{\mathrm{a}} \overline{\mathrm{P}})>0$, i.e. $\mathrm{B} x-a \mathrm{P} \in \mathfrak{p}=(\mathrm{Q}, \ell)$. Since $s(\mathrm{Q}) \geqslant 5$, we know that $S /(\mathrm{Q}, \ell)$ is a UFD. Now $\overline{\mathrm{B}} \overline{\mathrm{x}} \equiv \overline{\mathrm{a}} \overline{\mathrm{P}}$ in $\mathrm{S} / \mathrm{p}$. Therefore by unique factorization, we must have one the following two cases.

Case 1. We have $\bar{B} \equiv \alpha \bar{P}$ and $\bar{a}=\alpha \bar{x}$ in $S /(Q, \ell)$ where $\alpha \in \mathbb{K}$ is an unit. Then we have $B=\alpha \mathrm{P}+\mu \mathrm{Q}+\ell z$ and $\mathrm{a}=\alpha x+\lambda \ell$ for some $\mu, \lambda \in \mathbb{K}$ and $z \in S_{1}$. Then we have $F=(\alpha x+\lambda \ell) \mathrm{Q}+$ $\ell(\alpha P+\mu Q+\ell z)=\alpha C+\beta \ell Q+\ell^{2} z$ for some $\beta \in \mathbb{K}$.

Case 2. We have $\overline{\mathrm{a}} \mid \overline{\mathrm{B}}$ and $\bar{x} \mid \overline{\mathrm{P}}$ in $\mathrm{S} /(\mathrm{Q}, \ell)$. Then we have $\mathrm{B}=\mathrm{az}+\ell \mathrm{y}+\alpha \mathrm{Q}$ and $\mathrm{P}=x u+\ell v+\beta \mathrm{Q}$ for some $\alpha, \beta \in \mathbb{K}$ and $z, y, u, v \in S_{1}$. Since $\bar{B} \bar{x} \equiv \bar{a} \bar{P}$ in $S /(Q, \ell)$, we have $a x(u-z) \equiv 0$ modulo $(Q, \ell)$. Therefore $u \equiv z$ modulo $\ell$, and may write $u=z+\gamma \ell$ for some $\gamma \in \mathbb{K}$. Then $F=a Q+\ell(a z+\ell y+\alpha Q)=$ $a(Q+\ell z)+\ell(\ell y+\alpha Q)=a(Q+\ell z)+\ell(\ell y+\alpha(Q+\ell z)-\alpha \ell z)$. Hence $F=(a+\alpha \ell) G+\ell^{2}(y-\alpha z)$ where $G=Q+\ell z$. Similarly we have $C=x Q+\ell(x u+\ell v+\beta Q)=x Q+\ell(x z+\gamma x \ell+\ell v+\beta Q)$. Hence we have $C=(x+\beta \ell) G+\ell^{2}(\gamma x+v-\beta z)$. Therefore $(C, F) \subset\left(G, \ell^{2}\right)$ and we have $(G, \ell)=(Q, \ell)$.

A useful corollary of the lemma above is the following:
Corollary 5.7. Let $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ be an ( $w, \mathrm{t}$ )-wide AH-vector space in the polynomial ring S , with $w \geqslant 6$. Let C be an irreducible cubic form contained in $\mathcal{A}=\mathbb{K}[\mathrm{V}]$. Suppose $\mathrm{F} \in \mathrm{S}_{3}$ is an irreducible cubic form such that $(\mathrm{C}, \mathrm{F})$ has a quadratic minimal prime $\mathfrak{p}$ with $\mathfrak{m}(\mathfrak{p}) \geqslant 2$ and $\mathrm{F} \notin\left(\mathrm{V}_{1}\right)$. Then there exists $\mathrm{Q} \in \mathrm{S}_{2}$ and $\ell \in S_{1}$ such that $\mathfrak{p}=(Q, \ell)$, and we have $s(Q) \geqslant(t-1) \operatorname{dim}\left(V_{1}\right)+t\left(\operatorname{dim}\left(V_{2}\right)+w-1\right)-1$ and

$$
(\mathrm{C}, \mathrm{~F}) \subset\left(\mathrm{Q}, \ell^{2}\right) .
$$

Proof. Let $\mathfrak{p}=\left(\mathrm{Q}_{1}, \ell\right)$. If $s\left(\mathrm{Q}_{1}\right)<(\mathrm{t}-1) \operatorname{dim}\left(\mathrm{V}_{1}\right)+\mathrm{t}\left(\operatorname{dim}\left(\mathrm{V}_{2}\right)+w-1\right)$, then by Lemma 5.5 we have $Q_{1} \in\left(V_{1}\right)$. This is a contradiction since $F \notin\left(V_{1}\right)$. Thus we must have that $s\left(Q_{1}\right) \geqslant$ $(t-1) \operatorname{dim}\left(V_{1}\right)+t\left(\operatorname{dim}\left(V_{2}\right)+w-1\right)$. Then by Lemma 5.6 , we know that $F \in(C, \ell)$ or there exists a quadratic form $Q$ such that $(C, F) \subset\left(Q, \ell^{2}\right)$ and $(Q, \ell)=\left(Q_{1}, \ell\right)$. Let $C=x Q_{1}+\ell P$. If $F \in(C, \ell)$, then $F \in(x, \ell)$. By Lemma 4.16, $x, \ell \in V_{1}$ and hence $F \in\left(V_{1}\right)$, which is a contradicion. Therefore, there must exist a quadratic form $Q$ such that $(C, F) \subset\left(Q, \ell^{2}\right)$ and $(Q, \ell)=\left(Q_{1}, \ell\right)$. Since $Q \in\left(Q_{1}, \ell\right)$, we note that $s(Q) \geqslant s\left(Q_{1}\right)-1 \geqslant(t-1) \operatorname{dim}\left(V_{1}\right)+t\left(\operatorname{dim}\left(V_{2}\right)+w-1\right)-1$.

Lemma 5.8. Let $\mathrm{F}=x \mathrm{Q}+\ell^{2} \mathrm{y} \in \mathrm{S}_{3}$ be an irreducible cubic where $\mathrm{Q} \in \mathrm{S}_{2}$ is such that $\mathrm{s}(\mathrm{Q}) \geqslant 3$. If $F \in\left(G, a^{2}\right)$ where $a \in S_{1}, G \in S_{2}$ with $s(G) \geqslant 3$, then $a \in(x, \ell), G \in(Q, \ell, x)$ and $F=x G+a^{2} b$ for some $\mathrm{b} \in \mathrm{S}_{1}$. Moreover, if $\mathrm{x} \notin(\mathrm{a}, \ell)$, then $\mathrm{a} \in(\ell)$ and $\left(\mathrm{G}, \mathrm{a}^{2}\right)=\left(\mathrm{Q}, \ell^{2}\right)$.

Proof. Since $F$ is irreducible, we know that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{x, \ell\}=2$. Moreover, as $F \in\left(G, a^{2}\right)$, we can also write $\mathrm{F}=z \mathrm{G}+\mathrm{a}^{2} \mathrm{~b}$.

Let us begin by proving that $z=x$ (after a possible multiplication of $G$ by a scalar). Since $z G \equiv-a^{2} b \bmod (x, \ell), S /(x, \ell)$ is a UFD, and $s(G) \geqslant 3$, we must have that $z \equiv 0 \bmod (x, \ell)$ and $a^{2} b \equiv 0 \bmod (x, \ell)$. Writing $z=\alpha x+\beta \ell$, we get $F=x Q+\ell^{2} y=(\alpha x+\beta \ell) G+a^{2} b$, which implies $x(Q-\alpha G)=\ell(\beta G-\ell y)+a^{2} b$. Hence, $\ell(\beta G-\ell y) \equiv-a^{2} b \bmod (x)$, and together with $s(\mathrm{G}) \geqslant 3$ implies that $\beta=0$ and therefore we can write $z=\alpha x$, where $\alpha \neq 0$. Thus, after a possible multiplication of $G$ by a scalar, we have $F=x G+a^{2} b$.

Note that the above also implies that $a^{2} b \equiv \ell^{2} y \bmod (x)$, which by factoriality of $S /(x)$ implies that $a \in(x, \ell)$. From $0=x(Q-G)+\ell^{2} y-a^{2} b$, we have $x(Q-G) \equiv a^{2} b \equiv \gamma x^{2} b \bmod (\ell)$, which implies that $Q-G \in(\ell, x)$ and thus $G \in(Q, \ell, x)$. This concludes the first part of the lemma.

For the moreover part, since we know that $a \in(x, \ell)$, if $x \notin(a, \ell)$ then we must have $a \in(\ell)$. In this case, $x Q \equiv x G \bmod (\ell)$, which implies $G=Q+\ell f$ for some $f \in S_{1}$. Hence, $F=x Q+\ell^{2} y=$ $x(Q+\ell f)+\ell^{2} b$, which yields $x f=\ell(y-b)$, and therefore $f \in(\ell)$, otherwise $x \in \operatorname{span}_{\mathbb{K}}\{\ell\}$, which is a contradiction. However, $f \in(\ell) \Rightarrow \mathrm{G} \in\left(\mathrm{Q}, \ell^{2}\right)$ and therefore we can take $\mathrm{G}=\mathrm{Q}$.
Remark 5.9. An easy consequence of the above lemma is that given $\mathrm{F}=x \mathrm{Q}+\ell^{2} \mathrm{y}$, then there is only one primary ideal of the form $\left(\mathrm{P}, \ell^{2}\right)$ such that $\mathrm{F} \in\left(\mathrm{P}, \ell^{2}\right)$. In particular, we must have that $\left(\mathrm{P}, \ell^{2}\right)=\left(\mathrm{Q}, \ell^{2}\right)$.

## 6 Sylvester-Gallai configurations

In this section we formally define several variants of Sylvester-Gallai configurations and discuss some preliminary results - old and new - which we will need to prove our main theorem in Section 7. In particular, we will define the main variant that we will need - Sylvester-Gallai over algebras - in order to apply our reduction from the cubic case to the quadratic SG case. Throughout this section we will denote our Sylvester-Gallai configuration by $\mathcal{F}$, and $\mathcal{F}_{d}:=\mathcal{F} \cap S_{d}$ is the subset of the forms in $\mathcal{F}$ which have degree $d$.

### 6.1 Linear Sylvester-Gallai configurations

Definition 6.1 (Robust linear SG configuration). Let $\mathcal{F}:=\left\{\ell_{1}, \cdots, \ell_{\mathrm{m}}\right\} \subset S_{1}$ be a finite set of pairwise linearly independent linear forms in $S$ and let $\delta \in(0,1]$. We say that $\mathcal{F}$ is a $\delta$-linear-SG configuration if for every $\mathfrak{i} \in[m]$ there exist at least $\delta(m-1)$ values of $\mathfrak{j}$ such that $\left|\mathcal{F} \cap \operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}\right\}\right| \geqslant 3$, i.e. there exists $k \neq \mathfrak{i}, \mathfrak{j}$ such that $\ell_{k} \in \operatorname{span}_{\mathbb{K}}\left\{\ell_{\mathfrak{i}}, \ell_{\mathfrak{j}}\right\}$. If $\delta=1$, then we simply call it a linear SG configuration.

Given a Sylvester-Gallai configuration, we say that $\left(\ell_{i}, \ell_{j}, \ell_{k}\right)$ is a SG triple if $i, j, k$ are distinct and $\ell_{k} \in \operatorname{span}_{\mathbb{K}}\left\{\ell_{\mathfrak{i}}, \ell_{j}\right\}$. Moreover, we say that $\left(\ell_{i}, \ell_{j}\right)$ is a SG pair if there is $k \neq i, j$ such that $\left(\ell_{i}, \ell_{j}, \ell_{k}\right)$ is a SG triple.

It was proved in [BDWY11, DSW14] that the dimension of the span of a $\delta$-linear-SG configuration is bounded by a function depending only on the robustness parameter $\delta$. Below we state the sharpest known result, from [DSW14, Theorem 1.9].
Theorem 6.2. If $\mathcal{F}$ is a $\delta$-linear-SG configuration, then $\operatorname{dim}\left(\operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}\right) \leqslant \frac{12}{\delta}$.
We will also need a slight strengthening of the result above, which comes from considering a slightly more general type of linear SG configurations, where we also allow certain SG pairs ( $\ell_{\mathrm{i}}, \ell_{j}$ ) to intersect non-trivially a small dimensional vector space, instead of spanning a third element of the configuration.

Definition 6.3 (Robust linear Sylvester-Gallai configurations over a vector space). Let $\mathrm{c} \in \mathbb{N}$, $0<\delta \leqslant 1$ and $\mathcal{F}:=\left\{\ell_{1}, \ldots, \ell_{m}\right\} \subset S_{1}$ be a set of linear forms such that $\ell_{i} \notin\left(\ell_{j}\right)$ for any $\mathfrak{i} \neq \mathfrak{j}$. We say that $\mathcal{F}$ is a ( $c, \delta$-linear-SG configuration if there exists a vector space $W \subset S_{1}$ of dimension at most c such that for any $\ell_{i} \in \mathcal{F} \backslash W$, there exist at least $\delta(m-1)$ indices $j \in[m] \backslash\{i\}$ such that $\ell_{j} \notin W$ and one of the following holds: $\left|\operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}\right\} \cap \mathcal{F}\right| \geqslant 3$ or $\operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}\right\} \cap W \neq 0$.

The following proposition is an easy corollary of Theorem 6.2, and it is a slightly more general version than [Shp20, Corollary 16]. For completeness, we provide a proof of this proposition in Appendix B.1.

Proposition 6.4 (Robust Linear SG Configurations). Let $\mathcal{F}$ be a (c, $\delta$ )-linear-SG configuration. Then $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant c+25 / \delta$.

### 6.2 Radical Sylvester-Gallai Configurations

Next we define a generalization of SG-configurations for radicals of ideals in a polynomial ring. The following generalization was defined in [Gup14, Section 6].
Definition 6.5 (Radical SG configuration). Let $\mathcal{F}=\left\{F_{1}, \cdots, F_{m}\right\} \subset S$ be a set of irreducible forms such that $\operatorname{deg}\left(F_{i}\right) \leqslant d$ for all $i \in[m]$ and $F_{i} \notin\left(F_{j}\right)$ for $i \neq j$. We say that $\mathcal{F}$ is a $(\delta, d)$-radical-SG configuration if for every $i \in[m]$ there exist at least $\delta(m-1)$ values of $j$ such that $\left|\mathcal{F} \cap \operatorname{rad}\left(F_{i}, F_{j}\right)\right| \geqslant 3$. If $\delta=1$ then we simply call it a d-radical-SG configuration.

We now define a slightly more flexible variant of a radical SG configuration, where we allow some dependencies to be inside of a predefined algebra.
Definition 6.6 (Radical $S G$ over an algebra). Let $d \in \mathbb{N}^{*}$ and $V \subset S_{\leqslant d}$ be a graded vector space. Let $\mathcal{F}=\left\{F_{1}, \cdots, F_{m}\right\} \subset S$ be a set of irreducible forms such that $\operatorname{deg}\left(F_{i}\right) \leqslant d$ and $F_{i} \notin\left(F_{j}\right)$ for $\mathfrak{i} \neq \mathfrak{j}$. We say that $\mathcal{F}$ is a $(\delta, d, V)$-radical-SG configuration if for every $i \in[m]$, there exist at least $\delta(m-1)$ values of $j$ such that $\left|\mathcal{F} \cap \operatorname{rad}\left(F_{i}, F_{j}\right)\right| \geqslant 3$ or $\left|\operatorname{rad}\left(F_{i}, F_{j}\right) \cap \mathbb{K}[V] \backslash\left(F_{i}\right) \cup\left(F_{j}\right)\right| \geqslant 1$. If $\delta=1$ then we simply call it a ( $\mathrm{d}, \mathrm{V}$ )-radical-SG configuration.

The following proposition, whose proof can be found in Appendix A, says that any 2-radical-SG configuration over a small algebra must be in a slightly larger algebra. In case the initial algebra is of constant dimension, then the configuration must be in a constant dimensional vector space.
Proposition 6.7 (2-radical-SG configurations over small algebra). Let $\mathcal{F} \subset S_{\leqslant 2}$ be a finite set of irreducible forms such that for any $\mathrm{F}, \mathrm{G} \in \mathcal{F}$ we have $\mathrm{F} \notin(\mathrm{G})$. Additionally, let $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ be a vector space of forms of degree at most 2. If $\mathcal{F}$ is a $(2, \mathrm{~V})$-radical-SG configuration, then $\operatorname{dim}_{\operatorname{span}}^{\mathbb{K}} \boldsymbol{}\{\mathcal{F}\}=\mathrm{O}\left(1+\operatorname{dim}(W)^{2}\right)$, where W is any $(600,8)$-wide vector space such that $\mathbb{K}[\mathrm{V}] \subset \mathbb{K}[\mathrm{W}]$.

An immediate corollary of the above proposition, when $\mathrm{V}=\mathrm{W}=0$, is the quadratic radical Sylvester-Gallai theorem [Shp20, Theorem 7].

### 6.3 Saturated radical Sylvester-Gallai theorem

In this section we consider a variant of the radical Sylvester-Gallai configuration, where now, in addition to our set of forms $\mathcal{F}$, there will be a special linear form $z \in S_{1}$ such that for any two polynomials $F_{i}, F_{j} \in \mathcal{F}$, there exists $k \neq i, j$ such that $z F_{k} \in \operatorname{rad}\left(F_{i}, F_{j}\right)$. In hindsight, as one would expect, such configurations can only appear inside small algebras, and in this section we prove this fact. We begin by formally defining such configurations.

Definition 6.8 (Saturated SG configurations). Let $z$ be a non-zero linear form in $S=\mathbb{K}\left[x_{1}, \cdots, x_{n}\right]$. Let $\mathcal{F}:=\left\{z, F_{1}, \ldots, F_{m}\right\} \subset S_{\leqslant 2}$, where each $F_{i}$ is either an irreducible form or a product of two distinct linear forms such that $\operatorname{gcd}\left(F_{i}, F_{j}\right)=\operatorname{gcd}\left(F_{i}, z\right)=1$ for any $\mathfrak{i} \neq \mathfrak{j} \in[m]$. We say that $\mathcal{F}$ is a $z$-saturated radical Sylvester-Gallai configuration if for any two forms $F_{i}, F_{j} \in \mathcal{F}$, there is a third form $\mathrm{F}_{\mathrm{k}} \in \mathcal{F} \backslash\left\{\mathrm{F}_{\mathrm{i}}, \mathrm{F}_{\mathrm{j}}\right\}$ such that $z \mathrm{~F}_{\mathrm{k}} \in \operatorname{rad}\left(\mathrm{F}_{\mathrm{i}}, \mathrm{F}_{\mathrm{j}}\right)$.

In what follows, the next definitions shall be useful:

- $\mathcal{F}=\mathcal{F}_{1} \sqcup \mathcal{F}_{2}$ is our $z$-saturated configuration, with $|\mathcal{F}|=\mathfrak{m}$ and $\left|\mathcal{F}_{\mathfrak{i}}\right|=\mathfrak{m}_{\mathrm{i}}$, for $\mathfrak{i} \in[2]$
- For $Q \in S_{2}$, define $\mathbb{L}(Q)=\left\{\begin{array}{l}\operatorname{Lin}(Q), \text { if } s(Q) \leqslant 2, \\ \operatorname{span}_{\mathbb{K}}\{Q\}, \text { otherwise }\end{array}\right.$
- given $\mathrm{Q} \in \mathcal{F}_{2}$, denote by

$$
\begin{aligned}
\mathcal{F}_{\text {span }}(\mathrm{Q}) & :=\left\{\mathrm{P} \in \mathcal{F}_{2}| |(\mathrm{P}, \mathrm{Q}) \cap \mathcal{F}_{2} \mid \geqslant 3\right\} \\
\mathcal{F}_{\text {non-prime }}(\mathrm{Q}) & :=\mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }}(\mathrm{Q})
\end{aligned}
$$

- Given a parameter $\delta \in(0,1]$, define the set

$$
\mathcal{F}_{\text {span }}:=\left\{Q \in \mathcal{F}_{2}| | \mathscr{F}_{\text {span }}(Q) \mid \geqslant \delta m_{2}\right\} .
$$

For the remainder of this subsection, we shall assume $\delta=1 / 30$ and $\mathcal{F}_{\text {span }}$ is defined with respect to this choice of $\delta$.

With the definitions above at hand, we will now prove some useful lemmas about such configurations. We begin by proving that if the quadratics are not a linear SG configuration, then we can find a small wide algebra which "approximates" all the quadratics.

Proposition 6.9. Suppose $\mathcal{F}_{2} \neq \mathcal{F}_{\text {span }}$. Let $W$ be a graded vector space such that $\mathbb{K}[W] \cap \mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }} \neq \varnothing$. Then any $\mathrm{Q} \in \mathcal{F}_{2}$ can be written as $\mathrm{Q}=\mathrm{P}+\alpha \mathrm{R}$, where $\alpha \in \mathbb{K}, \mathrm{R} \in \mathbb{K}[\mathrm{W}] \cap \mathcal{F}_{2}$ and $\mathrm{s}(\mathrm{P}) \leqslant 3$.

Proof. Let $F \in \mathbb{K}[W] \cap \mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }}$ and $\mathcal{F}_{\text {non-prime }}(F):=\left\{G_{1}, \ldots, G_{t}\right\}$. Since $F \notin \mathcal{F}_{\text {span }}$, we have that $t \geqslant(1-\delta) m_{2}$. Moreover, since ( $F, G_{i}$ ) does not span a third element, we must have that ( $F, G_{i}$ ) is not prime. Thus, Proposition A. 2 implies that either $G_{i}=F+a_{i} b_{i}$ for $a_{i}, b_{i} \in S_{1}$ or there are $x_{i}, y_{i} \in S_{1}$ such that $F, G_{i} \in\left(x_{i}, y_{i}\right)$.

Since $F \in \mathbb{K}[W]$, by the above paragraph, we have that each $G_{i} \in \mathcal{F}_{\text {non-prime }}(P)$ is such that $s\left(G_{i}\right)=1$ or $G_{i}-F=a_{i} b_{i} \Rightarrow s\left(G_{i}-F\right)=0$, i.e. $s_{\min }\left(F, G_{i}\right) \leqslant 1$. Thus $G_{i}$ satisfies the conditions of the proposition with $W$.

Let $Q \in \mathcal{F}_{\text {span }}(F)$. If $\left(Q, G_{i}\right)$ is not prime for some $G_{i}$, then $s_{\min }\left(Q, G_{i}\right) \leqslant 1$. Hence $s_{\min }(Q, F) \leqslant$ 3. Therefore we may assume that $\left(Q, G_{i}\right)$ is prime for all $i \in[t]$. However, since $(1-\delta) m_{2}>2 m_{2} / 3$, by the pigeonhole principle this would imply that there are $G_{i}, G_{j} \in \mathcal{F}_{\text {non-prime }}(P)$ such that $\mathrm{Q} \in\left(\mathrm{G}_{i}, \mathrm{G}_{j}\right)$. Hence we have $\min _{\alpha \in \mathbb{K}} s(\mathrm{Q}+\alpha \mathrm{F}) \leqslant \min _{\alpha \in \mathbb{K}} s\left(\mathrm{G}_{i}+\alpha \mathrm{F}\right)+\min _{\alpha \in \mathbb{K}} s\left(\mathrm{G}_{j}+\alpha \mathrm{F}\right)+1 \leqslant 3$.

Lemma 6.10. Let $0<v<1$ be a constant and $w \in \mathbb{N}$ such that $w>24 / v+10$. If $\mathcal{F}_{2} \neq \mathcal{F}_{\text {span }}$ and W is $a(w, 3)$-wide vector space such that $|\mathcal{F} \cap \mathbb{K}[W]| \geqslant v|\mathcal{F}|$ and $z \in W$, then there is a $(w-24 / v, 1)$-wide vector space V such that $\mathbb{K}[\mathrm{W}] \subset \mathbb{K}[\mathrm{V}], \operatorname{dim}(\mathrm{V}) \leqslant 3(\operatorname{dim}(\mathrm{~W})+1)+25(1+1 / v)$ and $\mathcal{F} \subset \mathbb{K}[\mathrm{V}]$.

Proof. Let $\mathrm{m}+1:=|\mathcal{F}|$ and let $\left\{\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{t}}\right\}=\mathcal{F} \cap \mathbb{K}[W]$. Hence, we know that $\mathrm{t} \geqslant v \mathrm{~m}$. We begin by showing that there is a $(w-24 / v, 1)$-wide vector space $X$ such that $\operatorname{dim}(X) \leqslant 3(\operatorname{dim} W+1)+24 / \delta$, $\mathbb{K}[W] \subset \mathbb{K}[X]$ and $\mathcal{F} \subset(X)$.

If $\mathbb{K}[W]$ contains a form in $\mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }}$, then we know that for any $\mathrm{Q} \in \mathcal{F}_{2}$, there is $\mathrm{R}_{\mathrm{Q}} \in \mathbb{K}[W]$ such that $s\left(Q-R_{Q}\right) \leqslant 3$. If this is not the case, let $\mathrm{Q} \in \mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }}$. By Lemma A. 3 there is $(w, 1)$-wide U such that $\operatorname{dim} U \leqslant 3(\operatorname{dim} W+1), W \subset \mathbb{K}[U]$ and $Q \in \mathbb{K}[U]$.

If $\mathcal{F} \subset(U)$, set $X=U$. Otherwise, let $P \in \mathcal{F} \backslash(U)$. If $P \in S_{1}$, then $Y:=U+\operatorname{span}_{\mathbb{K}}\{P\}$ is ( $w-1,1$ )-wide, and if $P \in \mathcal{F}_{2}$, we know that there is $R_{P} \in \mathbb{K}[U]$ such that $s\left(P-R_{P}\right) \leqslant 3$, which implies that $Y:=U+\operatorname{Lin}\left(P-R_{P}\right)$ is $(w-8,1)$-wide. In either case, we constructed $Y(w-8,1)$-wide such that $\mathrm{U} \subset \mathrm{Y}$ and $\mathrm{P} \in \mathbb{K}[\mathrm{Y}]$. Since $w-8>3$, we have that any homogeneous generators for Y form an $\mathrm{R}_{3}$-sequence, and in particular Y is generated by a prime sequence (the same holds for U ).

Lemma 3.22 applied to $P, F_{i}, U$ and $\mathbb{K}[Y]$ (if $F_{i}=u_{i} v_{i}$, apply the lemma to $P, u_{\mathfrak{i}}, \mathbb{K}[Y]$ and $\left.P, v_{i}, \mathbb{K}[Y]\right)$ implies that for at most 8 values of $i \in[t]$ we have ( $P, F_{i}$ ) not radical. Hence, we can say that $\left(P, F_{i}\right)$ is radical for $i \leqslant t-8$. Moreover, as $z \in U$ and $P \notin(U)$, we have that $P, F_{i}, z$ is a regular sequence for each $F_{i} \in \mathbb{K}[U]$, and therefore we have that $z G_{i} \in \operatorname{rad}\left(P, F_{i}\right) \Rightarrow G_{i} \in \operatorname{rad}\left(P, F_{i}\right)$.

Thus, if $i \leqslant t-8$, the above implies that there is $G_{i} \in \mathcal{F} \backslash(U)$ such that $G_{i} \in\left(P, F_{i}\right) \subset(Y)$. Moreover, note that if $G_{i} \in\left(P, F_{i}\right) \cap\left(P, F_{j}\right)$, then it must be the case that $F_{i}, F_{j} \in U_{1}$ and $G_{i}=P+\alpha_{i} F_{i} F_{j}$, and thereby we have that each $G_{i}$ can belong to at most 2 of the ideals ( $P, F_{i}$ ). Therefore, we have that

$$
|\mathcal{F} \cap(\mathrm{Y})| \geqslant|\mathcal{F} \cap(\mathrm{U})|+\frac{\mathrm{t}-8}{2} \geqslant|\mathcal{F} \cap(\mathrm{U})|+\frac{v \mathrm{~m}}{3} \text { and }|\mathcal{F} \cap \mathbb{K}[\mathrm{Y}]| \geqslant v \mathrm{~m} .
$$

Hence, setting $\mathrm{U}=\mathrm{Y}$ we can increase the number of forms in $\mathcal{F} \cap(\mathrm{U})$ by $v \mathrm{~m} / 3$.
Given the above and the fact that $\operatorname{dim}(\mathrm{Y}) \leqslant \operatorname{dim}(\mathrm{U})+8$, applying the process above at most $3 / v$ times we obtain $X$ such that $\operatorname{dim} X \leqslant \operatorname{dim} U+24 / v \leqslant 3(\operatorname{dim} W+1)+24 / v$ and $\mathcal{F} \subset(X)$. It is important to note that $\mathcal{F} \subset(X)$ implies that $\mathcal{F}_{1} \subset X_{1}$. Hence, $\mathcal{F} \backslash \mathbb{K}[X]$ only has quadratic forms.

Now that we have $\mathcal{F} \subset(X)$ and $X$ is $(w-24 / v, 1)$-wide, if we apply a general projection $\varphi$ mapping $X_{1} \mapsto z$, we have that the forms in $\mathcal{F} \backslash \mathbb{K}[X]$ become:

$$
\varphi\left(F_{i}\right)=\left\{\begin{array}{l}
z \ell_{i}, \text { where } \ell_{i} \notin(z), \text { if } F_{i} \in\left(X_{1}\right) \\
G_{i}+z \ell_{i}, \text { where } G_{i} \in \operatorname{span}_{\mathbb{K}}\left\{\varphi\left(X_{2}\right)\right\} \text { and } \ell_{i} \notin(z) .
\end{array}\right.
$$

Since $X$ is $(w-24 / v, 1)$-wide, we have that $s\left(G_{i}\right) \geqslant 10$.
Let $\mathcal{F} \backslash \mathbb{K}[X]=: \mathcal{H}=\left\{\mathrm{H}_{1}, \ldots, \mathrm{H}_{\mathrm{r}}\right\}$, and for each $\mathfrak{i} \in[\mathrm{r}]$, let $\ell_{i}$ be the linear form such that $\varphi\left(\mathrm{H}_{\mathrm{i}}\right)=z \ell_{i}$ or $\varphi\left(\mathrm{H}_{\mathrm{i}}\right)=\mathrm{G}_{\mathrm{i}}+z \ell_{i}$. Let $\mathcal{L}:=\left\{\ell_{1}, \ldots, \ell_{r}\right\} \cup\{z\}$. To conclude the proof, by Proposition 2.9 it is enough to prove that $\operatorname{span}_{\mathbb{K}}\{\mathcal{L}\}=\mathrm{O}(1)$. To do this, let $\mathcal{L}^{\prime}=\left\{\ell_{1}, \ldots, \ell_{s}\right\} \cup\{z\}$ (after possibly relabeling) be the maximum subset of $\mathcal{L}$ such that $\ell_{i} \notin\left(\ell_{\mathfrak{j}}\right)$ for any $\mathfrak{i} \neq \mathfrak{j}$. Note that $\operatorname{span}_{\mathbb{K}}\{\mathcal{L}\}=\operatorname{span}_{\mathbb{K}}\left\{\mathcal{L}^{\prime}\right\}$. We will show that $\mathcal{L}^{\prime}$ is a $(1,1)$-linear-SG configuration, which proves that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{L}^{\prime}\right\} \leqslant 25$. Thus setting $V=X+\operatorname{span}_{\mathbb{K}}\left\{\mathcal{L}^{\prime}\right\}$ we are done.

Let $\mathfrak{i} \neq \mathfrak{j} \in[s]$. If $z \in\left(\ell_{i}, \ell_{\mathfrak{j}}\right)$, then we know that $\ell_{i}, \ell_{\mathfrak{j}}, z$ form a SG triple and we are done. So we can assume that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}, z\right\}=3$. By the $z$-saturated $S G$ condition on $H_{i}, H_{j}$, there is $\mathrm{F} \in \mathcal{F} \backslash\left\{\mathrm{H}_{\mathrm{i}}, \mathrm{H}_{\mathrm{j}}\right\}$ such that $z \mathrm{~F} \in \operatorname{rad}\left(\mathrm{H}_{\mathrm{i}}, \mathrm{H}_{\mathrm{j}}\right)$. Hence, we have that $z \varphi(\mathrm{~F}) \in \operatorname{rad}\left(\varphi\left(\mathrm{H}_{\mathrm{i}}\right), \varphi\left(\mathrm{H}_{\mathrm{j}}\right)\right)$. We have three cases to analyze:

Case 1: $\quad \varphi\left(\mathrm{H}_{\mathfrak{i}}\right)=z \ell_{i}, \varphi\left(\mathrm{H}_{\mathrm{j}}\right)=z \ell_{\mathrm{j}}$.
In this case, we have $z \varphi(\mathrm{~F}) \in \operatorname{rad}\left(z \ell_{\mathrm{i}}, z \ell_{\mathrm{j}}\right) \subset\left(\ell_{\mathrm{i}}, \ell_{\mathrm{j}}\right) \Rightarrow \varphi(\mathrm{F}) \in\left(\ell_{\mathrm{i}}, \ell_{\mathrm{j}}\right) \Rightarrow \varphi(\mathrm{F}) \notin \mathbb{K}[\mathrm{X}]$ and therefore $F=H_{k}$ for some $k \neq i, j$. Moreover, since $s\left(\varphi\left(H_{k}\right)\right) \leqslant 2$, as $\varphi\left(H_{k}\right) \subset\left(\ell_{i}, \ell_{j}\right)$, we must
have that $\varphi\left(\mathrm{H}_{\mathrm{k}}\right)=z \ell_{\mathrm{k}}$ and hence $\ell_{\mathrm{k}} \in\left(\ell_{\mathrm{i}}, \ell_{\mathrm{j}}\right)$. By Corollary 2.8, we know that $\ell_{\mathrm{k}} \notin\left(\ell_{\mathrm{i}}\right) \cup\left(\ell_{\mathrm{j}}\right)$, and hence $\ell_{i}, \ell_{j}, \ell_{k}$ form a SG triple.

Case 2: $\varphi\left(\mathrm{H}_{\mathrm{i}}\right)=z \ell_{i}, \varphi\left(\mathrm{H}_{\mathrm{j}}\right)=\mathrm{G}_{\mathrm{j}}+z \ell_{\mathrm{j}}$.
In this case, we have $z \varphi(F) \in \operatorname{rad}\left(z \ell_{i}, \mathrm{G}_{j}+z \ell_{j}\right) \subset\left(\ell_{i}, \mathrm{G}_{j}+z \ell_{j}\right) \Rightarrow \varphi(\mathrm{F}) \in\left(\ell_{i}, \mathrm{G}_{j}+z \ell_{j}\right) \Rightarrow \varphi(\mathrm{F}) \notin$ $\mathbb{K}[X]$ and therefore $F=H_{k}$ for some $k \neq i, j$. Since $s\left(G_{j}\right) \geqslant 10$, we have that $\varphi\left(H_{k}\right)=G_{k}+z \ell_{k}$, otherwise we would have $\varphi\left(\mathrm{H}_{\mathrm{k}}\right)=z \ell_{k} \Rightarrow \ell_{\mathrm{k}} \in\left(\ell_{i}, \mathrm{G}_{\mathrm{j}}+z \ell_{j}\right) \Rightarrow \ell_{\mathrm{k}} \in\left(\ell_{i}\right)$, contradicting Corollary 2.8.

From $G_{k}+z \ell_{k} \in\left(\ell_{i}, G_{j}+z \ell_{j}\right)$, we have $G_{k}=\alpha_{k} G_{i}$ for some $\alpha \in \mathbb{K}^{*}$ and hence we know that $\ell_{k} \neq \alpha_{k} \ell_{j}$, otherwise Corollary 2.8 would imply that $H_{k} \in\left(H_{j}\right)$, which is a contradiction. Therefore, $z\left(\ell_{k}-\alpha_{k} \ell_{j}\right) \in\left(\ell_{i}, G_{j}+z \ell_{j}\right)$, which implies $\ell_{k}-\alpha_{k} \ell_{j} \in\left(\ell_{i}\right) \Rightarrow \ell_{i}, \ell_{j}, \ell_{k}$ form a SG triple.

Case 3: $\varphi\left(\mathrm{H}_{\mathrm{i}}\right)=\mathrm{G}_{\mathrm{i}}+z \ell_{\mathrm{i}}, \varphi\left(\mathrm{H}_{\mathrm{j}}\right)=\mathrm{G}_{\mathrm{j}}+z \ell_{\mathrm{j}}$.
In this case, if dim $\operatorname{span}_{\mathbb{K}}\left\{G_{i}, G_{j}\right\}=2$ then Proposition A. 2 implies that $\left(G_{i}+z \ell_{i}, G_{j}+z \ell_{j}\right)$ is prime, as $s_{\min }\left(G_{i}+z \ell_{i}, G_{j}+z \ell_{j}\right) \geqslant 8$. Therefore, we would have $\varphi(F) \in\left(G_{i}+z \ell_{i}, G_{j}+z \ell_{j}\right)$ which implies that $F=H_{k}$ and $\varphi\left(H_{k}\right)=G_{k}+z \ell_{k}$. Hence, $G_{k}+z \ell_{k} \in\left(G_{i}+z \ell_{i}, G_{j}+z \ell_{j}\right) \Rightarrow G_{k}+z \ell_{k}=$ $\alpha_{i}\left(G_{i}+z \ell_{i}\right)+\alpha_{j}\left(G_{j}+z \ell_{j}\right)$ where $\alpha_{i}, \alpha_{j} \neq 0$. This in turn implies $\ell_{k}=\alpha_{i} \ell_{i}+\alpha_{j} \ell_{j}$, which together with $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}\right\}=2$ implies that $\ell_{\mathfrak{i}}, \ell_{j}, \ell_{\mathrm{k}}$ is a SG triple.

On the other hand, if dim $\operatorname{span}_{\mathbb{K}}\left\{G_{i}, G_{j}\right\}=1$ then there is $\beta \in \mathbb{K}^{*}$ such that $G_{j}=\beta G_{i}$. In this case, we have $\left(G_{i}+z \ell_{i}, G_{j}+z \ell_{j}\right)=\left(G_{i}+z \ell_{i}, z\right) \cap\left(G_{i}+z \ell_{i}, \ell_{j}-\beta \ell_{i}\right)$. This in turn implies that $\varphi(F) \in\left(G_{i}+z \ell_{i}, \ell_{j}-\beta \ell_{i}\right) \Rightarrow \varphi(F) \notin \mathbb{K}[X]$ and therefore $F=H_{k}$ for some $k \neq i, j$.

If $s\left(\varphi\left(\mathrm{H}_{\mathrm{k}}\right)\right) \leqslant 5$, then $\varphi\left(\mathrm{H}_{\mathrm{k}}\right)=z \ell_{\mathrm{k}}$ and $z \ell_{\mathrm{k}}=\varphi\left(\mathrm{H}_{\mathrm{k}}\right) \in\left(\mathrm{G}_{\mathrm{i}}+z \ell_{i}, \ell_{j}-\beta \ell_{\mathrm{i}}\right)$ implies $\ell_{\mathrm{k}} \in\left(\ell_{j}-\beta \ell_{\mathrm{i}}\right)$ which implies that $\ell_{\mathrm{i}}, \ell_{j}, \ell_{\mathrm{k}}$ is a SG triple.
Otherwise, $\varphi\left(\mathrm{H}_{\mathrm{k}}\right)=\mathrm{G}_{\mathrm{k}}+z \ell_{\mathrm{k}}$ which implies

$$
G_{k}+z \ell_{k}=\varphi\left(H_{k}\right) \in\left(G_{i}+z \ell_{i}, \ell_{j}-\beta \ell_{i}\right) \cap\left(G_{i}+z \ell_{i}, z\right)=\left(G_{i}+z \ell_{i}, G_{j}+z \ell_{j}\right) .
$$

Hence, we have that $\mathrm{G}_{\mathrm{k}}+z \ell_{k}=\gamma_{i}\left(\mathrm{G}_{i}+z \ell_{i}\right)+\gamma_{j}\left(\mathrm{G}_{j}+z \ell_{j}\right)$, where $\gamma_{i}, \gamma_{j} \neq 0$. Since $s\left(\mathrm{G}_{i}\right) \geqslant 10$ and $G_{j}, G_{k} \in\left(G_{i}\right)$, the above implies $\ell_{k}=\gamma_{i} \ell_{i}+\gamma_{j} \ell_{j}$, which implies that $\ell_{i}, \ell_{j}, \ell_{k}$ is a proper $S G$ triple.

Conclusion: the above cases prove that for any pair $\ell_{i}, \ell_{j}$ such that $\ell_{j} \notin\left(\ell_{i}\right)$, either $z \in\left(\ell_{i}, \ell_{j}\right)$ or there exists $k \in[s]$ such that $\ell_{\mathrm{i}}, \ell_{j}, \ell_{\mathrm{k}}$ is a SG triple. Thus, $\mathcal{L}^{\prime}$ is a $(1,1)$-linear-SG configuration.

Lemma 6.11. If $\mathcal{F}$ is a $z$-saturated $S G$ configuration such that $\left|\mathcal{F}_{1}\right| \geqslant 3 \cdot|\mathcal{F}| / 4$ then $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}(1)$.
Proof. Let $\mathcal{F}_{1}=\left\{z, x_{1}, \ldots, x_{r}\right\}, \mathcal{F}_{2}=\left\{\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{s}\right\}$ and $\mathrm{m}:=|\mathcal{F}|=1+\mathrm{r}+\mathrm{s}$. By the assumption of the lemma, we have $r \geqslant 3$ s. If there exists a linear form $x_{i}$ such that for $\geqslant \delta m x_{j}$ 's we have that $x_{i}, x_{\mathfrak{j}}, z$ is not a regular sequence, then we have that $\left|\operatorname{span}_{\mathbb{K}}\left\{x_{\mathfrak{i}}, z\right\} \cap \mathcal{F}_{1}\right| \geqslant \delta \mathrm{m}$, which by Lemma 6.10 implies that $\operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}(1)$. Hence, we will assume that for each $x_{i}$ at most $\delta \mathrm{m} x_{j}$ 's do not form a regular sequence with $x_{i}, z$.

Given $x_{i} \in \mathcal{F}_{1}$, let $\mathcal{F}_{\text {bad }}\left(x_{i}\right)$ be the set of linear forms $x_{j}$ such that $x_{i}, x_{j}, z$ is regular but no linear form $x_{k}$ is such that $x_{k} \in\left(x_{i}, x_{j}\right)$. We will now prove that $\left|\mathcal{F}_{b a d}\left(x_{i}\right)\right| \leqslant r-2 \delta m$ for each $i \in[r]$.

If the above is not the case, we can assume w.l.o.g. that $x_{1}$ is such that $\left|\mathcal{F}_{b a d}\left(x_{1}\right)\right|>r-2 \delta m>2 s$. Letting $\mathcal{F}_{\text {bad }}\left(x_{1}\right):=\left\{x_{2}, \ldots, x_{t}\right\}$ where $t>2 s$, by the SG condition and the fact that $x_{1}, x_{i}, z$ is regular, we must have that there is $\mathrm{Q} \in \mathcal{F}_{2}$ such that $\mathrm{Q} \in\left(x_{1}, x_{i}\right)$. We will now show that for any distinct $i, j, k \in \mathcal{F}_{\text {bad }}\left(x_{1}\right)$, we must have $\mathcal{F}_{2} \cap\left(x_{1}, x_{i}\right) \cap\left(x_{1}, x_{j}\right) \cap\left(x_{1}, x_{k}\right)=\varnothing$.

Let $\overline{x_{i}}=x_{i} \bmod \left(x_{1}\right)$. Note that $\overline{x_{i}}$ 's are all independent since $x_{i} \in \mathcal{F}_{\text {bad }}\left(x_{1}\right)$, so we don't have linear dependencies. If $\mathcal{F}_{2} \cap\left(x_{1}, x_{i}\right) \cap\left(x_{1}, x_{j}\right) \cap\left(x_{1}, x_{k}\right) \neq \varnothing$, we would have $Q \in \mathcal{F}_{2} \cap$
$\left(x_{1}, x_{i}\right) \cap\left(x_{1}, x_{j}\right) \cap\left(x_{1}, x_{k}\right)$, which implies that $\bar{Q} \in\left(\overline{x_{i}} \cdot \overline{x_{j}} \cdot \overline{x_{k}}\right)$ over $S /\left(x_{1}\right)$, which implies $\bar{Q} \equiv 0$, contradicting the fact that $\operatorname{gcd}\left(Q, x_{1}\right)=1$. Hence, we have that each $Q \in \mathcal{F}_{2}$ is in at most two ideals of the form $\left(x_{1}, x_{i}\right)$, which implies that $t \leqslant 2 s$, which is a contradiction.

Since $\left|\mathcal{F}_{\text {bad }}\left(x_{i}\right)\right| \leqslant r-2 \delta \mathrm{~m}$ for each $x_{i}$, we have that $\mathcal{F}_{1}$ is a $(1, \delta)$-linear-SG, which implies that $\operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{1}\right\}=\mathrm{O}(1)$, which by Lemma 6.10 implies that we are done.

Lemma 6.12. If there exists $\mathrm{Q} \in \mathcal{F}_{2}$ such that $\mathrm{s}(\mathrm{Q}) \geqslant 4$ and $\mathrm{Q} \notin \mathcal{F}_{\text {span }}$, then there exists $\mathrm{V} \subset \mathrm{S}_{1}$ with $\operatorname{dim}(\mathrm{V})=\mathrm{O}(1)$ such that any algebra $\mathcal{A}$ containing V and Q is such that $|\mathcal{A} \cap \mathcal{F}| \geqslant \delta|\mathcal{F}|$.
Proof. Let $\left|\mathcal{F}_{2}\right|=s$ and $m=|\mathcal{F}|$. We can assume that $s \geqslant m / 4$, otherwise Lemma 6.11 implies that we are done. If $Q \notin \mathcal{F}_{\text {span }}$, then let $\mathcal{F}_{\text {non-prime }}(Q)=\left\{Q_{1}, \ldots, Q_{t}\right\}$ be the set of all forms in $\mathcal{F}_{2}$ such that $\left(Q, Q_{i}\right)$ do not span a third element in $\mathcal{F}_{2}$. In this case, $t \geqslant s-\delta m$. Note that $\mathrm{Q}_{\mathrm{i}} \in \mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \Rightarrow s\left(\mathrm{Q}_{i}\right) \geqslant 3$ and $s_{\min }\left(\mathrm{Q}, \mathrm{Q}_{\mathrm{i}}\right)=0$, as either $\mathrm{Q}, \mathrm{Q}_{\mathrm{i}}, z$ is not a regular sequence, or ( $\mathrm{Q}, \mathrm{Q}_{\mathrm{i}}$ ) is not radical.

We will show that $P \in \mathcal{F}_{2} \Rightarrow s_{\min }(P, Q) \leqslant 1$. Suppose it is not the case, that is, we have $P \in \mathcal{F}_{2}$ such that $s_{\min }(P, Q) \geqslant 2$. Note that $P$ must be irreducible, as $s(P) \geqslant s_{\min }(P, Q) \geqslant 2$. By Proposition A.2, we have that $\left(P, Q_{i}\right)$ is prime for any $Q_{i} \in \mathcal{F}_{\text {non-prime }}(Q)$, as $s_{\text {min }}\left(P, Q_{i}\right) \geqslant$ $s_{\min }(P, Q)-1 \geqslant 1$ and $s_{\max }\left(P, Q_{i}\right) \geqslant s\left(Q_{i}\right) \geqslant s(Q)-1 \geqslant 3$. Hence, we have that $\left(P, Q_{i}\right)$ must span an element $G_{i} \in \mathcal{F}_{2} \backslash \mathcal{F}_{\text {non-prime }}(Q)$. Since $\operatorname{span}_{\mathbb{K}}\left\{P, Q_{i}\right\} \cap \operatorname{span}_{\mathbb{K}}\left\{P, Q_{j}\right\}=\operatorname{span}_{\mathbb{K}}\{P\}$, as $s_{\text {min }}(P, Q) \geqslant 2$, we have that $G_{i} \notin\left(G_{j}\right)$ for each $i \neq j \in[t]$. However, this would imply that $\delta m \geqslant\left|\mathcal{F}_{2} \backslash \mathcal{F}_{\text {non-prime }}(\mathrm{Q})\right| \geqslant \mathrm{t}-\delta \mathrm{m}$, which is a contradiction.

Now that we know that $\mathrm{P} \in \mathcal{F}_{2} \Rightarrow s_{\min }(P, Q) \leqslant 1$, we have two cases to analyze:
Case 1: there is $P \in \mathcal{F}_{2}$ such that $s_{\min }(P, Q)=1$.
In this case, we have that $P=\alpha Q+R$, where $\alpha \in \mathbb{K}$ and $s(R)=1$. Let $\mathcal{A}$ be an algebra containing $\mathrm{Q}, \operatorname{Lin}(R), z$. We prove that $|\mathcal{A} \cap \mathcal{F}| \geqslant \delta \mathrm{m}$ by proving that $\left|\mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \backslash \mathcal{A}\right| \leqslant \delta \mathrm{m}$. This would conclude this case by taking $V=\operatorname{span}_{\mathbb{K}}\{z, \operatorname{Lin}(R)\}$. After relabeling, we can assume that $\left\{\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{r}}\right\}:=\mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \backslash \mathcal{A}$ for $\mathrm{r} \leqslant \mathrm{t}$.

Let $i \in[r]$. Since $s_{\min }\left(Q, Q_{i}\right)=0$ and $s\left(Q_{i}\right) \geqslant 3$, we have $Q_{i}=Q+u_{i} v_{i}$. In particular, this implies that $\left(Q_{i}, \ell\right)$ is prime for any linear form $\ell \in S_{1}$.

We first prove that $P, Q_{i}, z$ form a regular sequence. If this is not the case then $P \in\left(Q_{i}, z\right)$, which implies that $P=\beta Q_{i}+z \ell_{i} \Rightarrow(\alpha-\beta) Q=z \ell_{i}-R$. Since $s(Q) \geqslant 4$ and $s\left(s \ell_{i}-R\right) \leqslant 2$ we must have $\beta=\alpha$, which implies $s(R)=0$, which is a contradiction to $s(R)=1$.

Moreover, $\left(P, Q_{i}\right)$ is radical, otherwise by Proposition A. 2 there is $\ell_{i} \in S_{1}$ such that $\beta P+\gamma Q_{i}=\ell_{i}^{2}$ which implies $(\alpha \beta+\gamma) Q=\ell_{i}^{2}-R$ and analogously this contradicts $s(R)=1$.

Hence, it must be the case that $\left(P, Q_{i}\right)$ must span a third element of $\mathcal{F}_{2}$. If there is $\mathrm{Q}_{\mathrm{j}} \in$ $\left(P, Q_{i}\right) \cap \mathcal{F}_{2} \backslash\left\{P, Q_{i}\right\}$ such that $s_{\min }\left(Q, Q_{j}\right)=0$, writing $Q_{j}=Q+u_{j} v_{j}$, there is $\beta, \gamma \in \mathbb{K}^{*}$ such that

$$
Q_{j}=\beta P+\gamma Q_{i} \Rightarrow(1-\alpha \beta-\gamma) Q=\beta R+\gamma u_{i} v_{i}-u_{j} v_{j} .
$$

Since $s(Q) \geqslant 4$ and $s\left(\beta R+\gamma u_{i} v_{i}-u_{j} v_{j}\right) \leqslant 3$ we must have $1-\alpha \beta-\gamma=0$ and $\beta R=u_{j} v_{j}-\gamma u_{i} v_{i}$. Since $\beta \neq 0$ and $s(R)=1$ Proposition 2.2 implies that $u_{i}, v_{i} \in \operatorname{Lin}(R) \subset \mathcal{A}$ which contradicts $Q_{i} \notin \mathcal{A}$.

Thus, the only possibility is that $\left(P, Q_{i}\right)$ must span an element $F \in \mathcal{F}_{2}$ such that $s_{\text {min }}(F, Q)=1$. In particular, we know that $F \in \mathcal{F}_{2} \backslash \mathcal{F}_{\text {non-prime }}(Q)=:\left\{F_{1}, \ldots, F_{k}\right\}$. Since $\left|\mathcal{F}_{\text {non-prime }}(Q)\right| \geqslant s-\delta m$, we have $k \leqslant \delta m$. Since $Q_{i} \notin \mathcal{A}$ for $i \in[r]$, we must have that $\operatorname{span}_{\mathbb{K}}\left\{P, Q_{i}\right\} \cap \operatorname{span}_{\mathbb{K}}\left\{P, Q_{j}\right\}=$ $\operatorname{span}_{\mathbb{K}}\{P\}$, otherwise $P \in \operatorname{span}_{\mathbb{K}}\left\{Q_{i}, Q_{j}\right\}$ which contradicts $Q_{i}, Q_{j} \notin \mathcal{A}$. Hence, for each $i \in[r]$, there exists $F_{i} \in \operatorname{span}_{\mathbb{K}}\left\{P, Q_{i}\right\}$ and for $i \neq j \in[r]$, we have that $F_{i} \notin\left(F_{j}\right)$. This implies that $r \leqslant k \leqslant \delta m$. Since $r=\left|\mathcal{F}_{\text {non-prime }}(Q) \backslash \mathcal{A}\right|$ we are done with this case.

Case 2: all forms in $F_{i} \in \mathcal{F}_{2}$ satisfy $s_{\min }\left(Q, F_{i}\right)=0$, that is, are of the form $F_{i}=\alpha_{i} Q+u_{i} v_{i}$, where $\alpha_{i} \in \mathbb{K}$ and $\mathfrak{u}_{i}, \nu_{i} \in S_{1}$.

In this case, partition $\mathcal{F}_{2}=\Lambda \sqcup \mathcal{H}$, where $F_{i} \in \Lambda$ if $s\left(F_{i}\right)=0$ (that is, $\alpha_{i}=0$ ) and $F_{i} \in \mathcal{H}$ if $s\left(F_{i}\right) \geqslant 3$ (that is $\alpha_{i} \neq 0$ ). Let $\hat{\Lambda}=\left\{u_{i}, \nu_{i} \mid F_{i} \in \Lambda\right\}$, and let $\Gamma:=\mathcal{F}_{1} \cup \hat{\Lambda}$.

The SG dependencies from $\mathcal{F}$ and the fact that $s(F) \geqslant 3$ for $F \in \mathcal{H}$ imply that $\Gamma$ is a $(1,1)$-linear-SG configuration, and thus $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\Gamma\}=O(1)$. Let $W=\operatorname{span}_{\mathbb{K}}\{\Gamma\}$. Since we are assuming that $z \in \mathcal{F}_{1}$, we also have that $z \in W$. Moreover, if $\left|\mathcal{F}_{1} \cup \Lambda\right| \geqslant \delta \mathrm{m}$ we have that $|\mathcal{F} \cap \mathbb{K}[W]| \geqslant \delta \mathrm{m}$ and we are done by setting $V=W$. Thus, we can assume that $|\mathcal{H}| \geqslant(1-\delta)$ m. Since $s=\left|\mathcal{F}_{2}\right| \geqslant|\mathcal{H}| \geqslant(1-\delta) m$, this implies $t \geqslant(1-2 \delta) \mathrm{m}$. We now need to handle the forms in $\mathcal{H}$.

Any $\mathrm{Q}_{\mathrm{i}} \in \mathcal{F}_{\text {non-prime }}(\mathrm{Q})$ is of the form $\mathrm{Q}_{\mathrm{i}}=\mathrm{Q}+\mathrm{a}_{\mathrm{i}}^{2}$ (in case ( $\mathrm{Q}, \mathrm{Q}_{\mathrm{i}}$ ) not radical) or $\mathrm{Q}_{\mathrm{i}}=$ $\mathrm{Q}+z \mathrm{~b}_{\mathfrak{i}}$ where $\mathrm{b}_{\mathrm{i}} \notin(z)$ (in case $\left(\mathrm{Q}, \mathrm{Q}_{\mathrm{i}}\right)$ is radical but $\mathrm{Q}, \mathrm{Q}_{\mathrm{i}}, z$ not regular). Moreover, any $\mathrm{F} \in \mathcal{H} \backslash \mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \cup\{\mathrm{Q}\}$ is of the form $\mathrm{F}=\mathrm{Q}+u v$ where $\operatorname{dim}_{\operatorname{span}_{\mathbb{K}}}\{u, v\}=2$ and $u v \notin(z)$.

We can assume that for any $\mathrm{U} \subset \mathrm{S}_{1}$ for which $z \in \mathrm{U}$ and $\operatorname{dim} \mathrm{U} \leqslant 4$, we have $|\mathcal{H} \cap \mathbb{K}[\mathrm{Q}, \mathrm{U}]| \leqslant \delta \mathrm{m}$, otherwise we are done by simply taking $\mathcal{A}$ to be any algebra containing $\mathrm{Q}, \mathrm{U}$.

We now show that $\mathcal{H}=\mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \cup\{\mathrm{Q}\}$. If $\mathcal{H} \neq \mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \cup\{\mathrm{Q}\}$, let $\mathrm{F} \in$ $\mathcal{H} \backslash \mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \cup\{\mathrm{Q}\}$. By the argument above, $\mathrm{F}=\mathrm{Q}+u v$, where $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{u, v\}=2$ and $u v \notin(z)$. Let $U=\operatorname{span}_{\mathbb{K}}\{u, v, z\}$.

If $Q_{i} \in \mathcal{F}_{\text {non-prime }}(Q)$ is such that $Q_{i}=Q+a_{i}^{2}$, then we claim that $a_{i} \in \mathbb{K}[U]$. Suppose, for the sake of contradiction, that it is not the case. Then Proposition 2.4 implies that $s\left(\alpha u \nu+\beta a_{i}^{2}\right)=1$ for all $\alpha, \beta \neq 0$, which by Proposition A. 2 implies ( $F, Q_{i}$ ) prime. Thus, there is a polynomial $G \in \mathcal{F}_{2} \backslash\left\{F, Q_{i}\right\}$ such that $G \in\left(F, Q_{i}\right)$. But in this case we have $G=(\beta+\gamma) Q+\beta u v+\gamma a_{i}^{2}$, for some $\beta, \gamma \neq 0$, which contradicts the fact that $s_{\text {min }}(Q, G)=0$.

Now, we will prove that if $Q_{i} \in \mathcal{F}_{\text {non-prime }}(Q)$ is such that $Q_{i}=Q+z b_{i}$, then $b_{i} \in \mathbb{K}[U]$. Suppose this is not the case. Then, Proposition B. 2 implies that $\alpha u v+\beta z b_{i}$ is irreducible for all $\alpha, \beta \in \mathbb{K}^{*}$. Hence, Proposition A. 2 implies ( $\mathrm{F}, \mathrm{Q}_{i}$ ) is prime, and analogously to the previous paragraph any $G \in \mathcal{F}_{2} \cap\left(F, Q_{i}\right) \backslash\left\{F, Q_{i}\right\}$ is such that $s_{\min }(G, Q)=1$, which is a contradiction.

The two paragraphs above show that if $\mathcal{H} \neq \mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \cup\{\mathrm{Q}\}$, then there is a quadratic that has no SG dependence, which contradicts the assumption that $\mathcal{F}$ is a SG configuration. Thus, in this case $\mathcal{H}=\mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \cup\{\mathrm{Q}\}$. Now, we can partition $\mathcal{F}_{\text {non-prime }}(\mathrm{Q})=\mathcal{N} \sqcup \mathcal{R}$, where $\mathcal{N}:=\left\{\mathrm{Q}_{\mathrm{i}} \mid \mathrm{Q}+\mathrm{a}_{\mathrm{i}}^{2}\right.$ and $\left.\mathrm{a}_{\mathrm{i}} \notin(z)\right\}$ and $\mathcal{R}:=\left\{\mathrm{Q}_{\mathrm{i}} \mid \mathrm{Q}_{\mathrm{i}}=\mathrm{Q}+z \mathrm{~b}_{i}\right\}$.

If there is $\mathrm{P} \in \mathcal{R}$ such that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{z, \mathrm{~b}\}=2$, then $\mathcal{F}_{\text {non-prime }}(\mathrm{Q})=\mathcal{R}$ or $\mathcal{N} \in \mathbb{K}[\mathrm{Q}, z, \mathrm{~b}]$. To see this, note that if $\mathrm{Q}_{1} \in \mathcal{N} \backslash \mathbb{K}[\mathrm{Q}, z, \mathrm{~b}]$, we have that $\mathrm{Q}_{1}=\mathrm{Q}+\mathrm{a}_{1}^{2}$ where $\mathrm{a}_{1} \notin(z, b)$. Thus, Proposition B. 2 implies $s\left(\alpha z b+\beta a_{1}^{2}\right)=1$ for all $\alpha, \beta \in \mathbb{K}^{*}$, which implies that $\left(P, Q_{1}\right)$ is prime. By the $S G$ condition, there must be $R \in\left(P, Q_{1}\right) \cap \mathcal{F} \backslash\left\{P, Q_{1}\right\}$, which implies $R=\alpha P+\beta Q_{1}$ for $\alpha, \beta \in \mathbb{K}^{*}$, which contradicts the fact that $s_{\min }(R, Q)=0$.

Since $\mathcal{F}_{2}=\Lambda \cup \mathcal{H}, \Lambda \subset \mathbb{K}[W]$ and $\mathcal{H}=\mathcal{F}_{\text {non-prime }}(\mathrm{Q}) \cup\{\mathrm{Q}\}$, by the above paragraph we have two cases to analyze: $\mathcal{F}_{2} \backslash \mathbb{K}[\mathrm{Q}, \mathrm{W}] \subset \mathcal{N}$ or $\mathcal{F}_{2} \backslash \mathbb{K}[\mathrm{Q}, \mathrm{W}] \subset \mathcal{R}$.

Case 2.1: If $\mathcal{F}_{2} \backslash \mathbb{K}[Q, W] \subset \mathcal{N}$, let $\left\{Q_{1}, \ldots, Q_{s}\right\}=\mathcal{F}_{\text {non-prime }}(Q) \backslash \mathbb{K}[Q, W]$. Hence, we have $Q_{i}=Q+a_{i}^{2}$, where $a_{i} \notin(W)$. If $s>0$, we claim that $Q_{i} \in \mathbb{K}\left[Q, W, a_{1}\right]$, which concludes this case. To see this, suppose $a_{2} \notin\left(W, a_{1}\right)$. This implies $Q_{1}, Q_{2}, z$ is a regular sequence, and $\left(Q_{1}, Q_{2}\right)$ is radical. Thus, there is $j \neq 1,2$ such that $Q_{j} \in\left(Q_{1}, Q_{2}\right)$, which implies $a_{j}^{2}=\alpha a_{1}^{2}+\beta a_{2}^{2}$ with $\alpha, \beta \in \mathbb{K}^{*}$, which is a contradiction.

Case 2.2: If $\mathcal{F}_{2} \backslash \mathbb{K}[Q, W] \subset \mathcal{R}$, let $\left\{Q_{1}, \ldots, Q_{s}\right\}=\mathcal{F}_{\text {non-prime }}(Q) \backslash \mathbb{K}[Q, W]$. Hence, we have $Q_{i}=Q+z b_{i}$, where $b_{i} \notin(W)$. W.l.o.g., we can assume that $\mathcal{L}:=\left\{b_{1}, \ldots, b_{r}\right\}$ is a maximal subset of $\left\{b_{1}, \ldots, b_{s}\right\}$ such that $b_{j} \notin\left(b_{i}\right)$ for all $i \neq j$. We now show that $\mathcal{L}$ forms a $(\operatorname{dim}(W), 1)$-linear-SG configuration, which will end this case. Let $\mathfrak{i} \neq \boldsymbol{j} \in[r]$. Since $\left(Q_{i}, Q_{j}\right)=(Q, z) \cap\left(Q_{i}, b_{i}-b_{j}\right)$, we have that $\left(Q_{i}, Q_{j}\right)$ is radical, and by the saturated $S G$ configuration condition, there is $F_{k} \in \mathcal{F}$ such that $z F_{k} \in\left(Q_{i}, Q_{j}\right)$, which implies $F_{k} \in\left(Q_{i}, b_{i}-b_{j}\right)$. If $F_{k} \in \mathbb{K}[W]$, we have that $\operatorname{span}_{\mathbb{K}}\left\{b_{i}, b_{j}\right\} \cap W \neq 0$, which means that $b_{i}, b_{j}$ forms a SG pair over $W$. Else, we must have $F_{k}=Q+z b_{k}$ for some $b_{k} \notin W$, where $k \in[s]$. This implies that $F_{k} \in\left(Q_{i}, Q_{j}\right)$. Hence, there is $\alpha \in \mathbb{K} \backslash\{0,1\}$ such that $F_{k}=\alpha Q_{i}+(1-\alpha) Q_{j} \Rightarrow b_{k}=\alpha b_{i}+(1-\alpha) b_{j}$, which implies that $b_{k} \in \mathcal{L} \backslash\left\{b_{i}, b_{j}\right\}$, which concludes the proof that $\mathcal{L}$ is a $(\operatorname{dim}(W), 1$-linear-SG configuration.

Lemma 6.13. If there exists $\mathrm{Q} \in \mathcal{F}_{2}$ such that $\mathrm{s}(\mathrm{Q}) \leqslant 3$ and $\mathrm{Q} \notin \mathcal{F}_{\text {span }}$, then there exists $\mathrm{V} \subset \mathrm{S}_{1}$ with $\operatorname{dim}(\mathrm{V})=\mathrm{O}(1)$ such that $\mathcal{F} \subset \mathbb{K}[\mathrm{V}]$.

Proof. Let $\left|\mathcal{F}_{1}\right|=\mathrm{r},\left|\mathcal{F}_{2}\right|=\mathrm{s}$ and $\mathfrak{m}=|\mathcal{F}|=\mathrm{r}+\mathrm{s}$. By Lemma 6.11, we can assume that $\mathrm{s} \geqslant \mathrm{m} / 4$, otherwise we are done. Let $W=\operatorname{Lin}(Q)+\operatorname{span}_{\mathbb{K}}\{z\}$. Since $s(Q) \leqslant 3$, we have that $\operatorname{dim} W \leqslant 9$. If $|\mathcal{F} \cap \mathbb{K}[W]| \geqslant \delta m$ we are done by Lemma 6.10, hence we will assume this is not the case.

Since $\mathrm{Q} \notin \mathcal{F}_{\text {span }}$, denoting by $\mathcal{B}:=\mathcal{F}_{2} \backslash\left(\mathcal{F}_{\text {span }}(\mathrm{Q}) \cup \mathbb{K}[W]\right)=\left\{\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{t}}\right\}$, we have that $t \geqslant s-2 \delta \mathrm{~m}$. Now, if $Q_{i} \in \mathcal{B}$, then one of the following holds:

- $Q, Q_{i}, z$ is not a regular sequence, which implies $Q_{i} \in(W)$ and $s\left(Q_{i}\right) \leqslant s(Q)+1$, as $Q_{i}$ must be contained in a minimal prime of $(Q, z)$ and all minimal primes of $(Q, z)$ are in $(W)$
- $Q_{i} \notin(W)$ and $Q, Q_{i}$ is not radical: in this case by Proposition A. 2 we must have $Q_{i}=Q-y_{i}^{2}$, for some $y_{i} \notin W$.
In both cases above, after a general projection $\varphi$ mapping $W \stackrel{\varphi}{\mapsto} z$, we have

$$
Q_{i} \mapsto\left\{\begin{array}{l}
z \cdot u_{i}, u_{i} \notin(W) \\
\left(y_{i}-\alpha_{i} z\right)\left(y_{i}-\beta_{i} z\right), y_{i} \in S_{1} /(W) \text { and } \alpha_{i}, \beta_{i} \in \mathbb{K}^{*}
\end{array}\right.
$$

After relabeling the $Q_{i}$ 's, we can assume that $\varphi\left(Q_{i}\right)=z u_{i}$ for $i \leqslant a$ and $\varphi\left(Q_{i}\right)=\left(y_{i}-\alpha_{i} z\right)\left(y_{i}-\beta_{i} z\right)$ for $a<i \leqslant t$. Note that the above implies that $s\left(Q_{i}\right) \leqslant s(Q)+1 \leqslant 4$ for any form in $\mathcal{B}$, and Proposition 6.9 implies that $s(F) \leqslant 6$ for any form $F \in \mathcal{F}_{2}$.

We now show that every form in $\mathcal{F}_{2}$ will factor after projection. Suppose that is not the case, that is, there is $\mathrm{F} \in \mathcal{F}_{2}$ such that $\varphi(\mathrm{F})$ is irreducible. Hence, we must have that $\mathrm{F} \notin$ $(W) \cup \mathcal{B}$. Let $U=\operatorname{Lin}(F)+W$. As $s(F) \leqslant 6$, we have that $\operatorname{dim}(U) \leqslant 23$. By Lemma 6.10, we can assume that $|\mathcal{F} \cap \mathbb{K}[\mathrm{U}]| \leqslant \delta \mathrm{m}$, otherwise we are done. For each $\mathrm{Q}_{\mathrm{i}} \in \mathcal{B}$ such that $\mathrm{Q}_{\mathrm{i}} \notin \mathbb{K}[\mathrm{U}]$, let $G_{i} \in \mathcal{F}$ such that $z G_{i} \in \operatorname{rad}\left(F, Q_{i}\right)$. After projection, we have $z \varphi\left(G_{i}\right) \in \operatorname{rad}\left(\varphi(F), z u_{i}\right)$ or $z \varphi\left(G_{i}\right) \in \operatorname{rad}\left(\varphi(F),\left(y_{i}-\alpha_{i} z\right)\left(y_{i}-\beta_{i} z\right)\right.$. In either case, there is a linear form $\ell_{i} \notin U$ such that $\varphi\left(\mathrm{G}_{i}\right) \in\left(\varphi(\mathrm{F}), \ell_{i}\right)$ and the latter ideal is prime, since $\varphi(\mathrm{F})$ is irreducible after quotienting by $\ell_{i}$. As Proposition 2.7 implies that $G_{i} \notin\left(\ell_{i}\right)$, we must also have that $\varphi\left(G_{i}\right)$ is irreducible after projection. Hence, by the pigeonhole principle we reach a contradiction, as we have $t \geqslant s-2 \delta m$ ideals of the form ( $F, Q_{i}$ ) and $\leqslant 2 \delta \mathrm{~m}_{\mathrm{i}}{ }^{\prime}$ s.

Thus, after projection we have that for any $\mathrm{F} \in \mathcal{F}_{2}$ :

- if $F \in(W) \backslash \mathbb{K}[W]$ then $\varphi(F)=z u$, where $u \notin(W)$
- if $\mathrm{F} \notin(\mathrm{W})$, then $\varphi(\mathrm{F})=\mathfrak{u v}$, where $\mathfrak{u}, v \notin(\mathrm{~W})$

Thus, we can write $\mathcal{F}_{2} \backslash \mathbb{K}[W]=\left\{F_{1}, \ldots, F_{a}\right\} \cup\left\{\mathrm{H}_{1}, \ldots, \mathrm{H}_{\mathrm{b}}\right\}$, where $\mathrm{F}_{\mathrm{i}} \in(W)$ and $\mathrm{H}_{\mathrm{i}} \notin(W)$. In particular, we have that $a+b \geqslant s-\delta m$, and after projection, we have that $\varphi\left(F_{i}\right)=z \ell_{i}$ and $\varphi\left(\mathrm{H}_{\mathfrak{j}}\right)=\mathfrak{u}_{\mathfrak{j}} v_{\mathfrak{j}}$ where $\ell_{i}, \mathfrak{u}_{\mathfrak{j}}, v_{\mathfrak{j}} \notin(z)$ for all $\mathfrak{i}, \mathfrak{j}$.

Let $\mathcal{F}_{1}=\left\{z, x_{1}, \ldots, x_{r-1}\right\}$. We can also assume that after projection, we still have $\varphi\left(x_{i}\right) \notin$ $\varphi\left(x_{j}\right) \cup(z)$ for any $\mathfrak{i} \neq \mathfrak{j} \in[r]$, otherwise we can just pick one representative for each $\varphi\left(x_{i}\right)$. Hence, for simplicity we will denote $\varphi\left(x_{i}\right)$ by $x_{i}$.

Let $\mathcal{G}_{1}:=\left\{z, x_{1}, \ldots, x_{r-1}\right\} \cup\left\{\ell_{1}, \ldots, \ell_{a}\right\} \cup\left\{u_{1}, v_{1}, \ldots, u_{b}, v_{b}\right\}$. That is, $\mathcal{G}_{1}$ is the set of all linear forms appearing in $\varphi(\mathcal{F})$. By Proposition 2.7 and the fact that the forms in $\mathcal{F}$ are all pairwise coprime, we have that the set of linear forms in $\mathcal{G}_{1}$ are pairwise linearly independent.

We will now prove that the linear forms in the "projected configuration" $\mathcal{G}_{1}$ have small vector space dimension. To do that, we will prove that $\mathcal{G}_{1}$ is a $(1,1 / 2$-linear-SG configuration, which follows from the following observation: let $F_{i}, F_{j} \in \mathcal{F} \backslash \mathbb{K}[W]$, and let $\ell_{i}\left|\varphi\left(F_{i}\right), \ell_{j}\right| \varphi\left(F_{j}\right)$ such that $\ell_{i} \ell_{j} \notin(z)$. If $z \in\left(\ell_{i}, \ell_{j}\right)$ then we are done, since $\ell_{i}, \ell_{j}$ would be a valid SG pair. If $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}, z\right\}=3$, then

$$
z \mathrm{~F}_{\mathrm{k}} \in \operatorname{rad}\left(\mathrm{~F}_{\mathrm{i}}, \mathrm{~F}_{\mathrm{j}}\right) \Rightarrow z \varphi\left(\mathrm{~F}_{\mathrm{k}}\right) \in \operatorname{rad}\left(\varphi\left(\mathrm{F}_{\mathrm{i}}\right), \varphi\left(\mathrm{F}_{\mathrm{j}}\right)\right) \subset\left(\ell_{\mathrm{i}}, \ell_{j}\right) \Rightarrow \varphi\left(\mathrm{F}_{\mathrm{k}}\right) \in\left(\ell_{\mathrm{i}}, \ell_{\mathfrak{j}}\right)
$$

as $z \notin\left(\ell_{i}, \ell_{j}\right)$ we have $F_{k} \notin \mathbb{K}[W]$, otherwise $\varphi\left(F_{k}\right)=z^{2}$, so there is $\ell_{k} \mid \varphi\left(F_{k}\right)$ and $\ell_{k} \in \mathcal{G}_{1}$.
We are now ready to prove the main result of this section: saturated SG configurations can only happen in small subalgebras.

Theorem 6.14. Let $z \in S_{1}$ be a non-zero linear form. If $\mathcal{F}$ is a $z$-saturated radical $S G$ configuration, then

$$
\operatorname{dim}\left(\operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}\right)=\mathrm{O}(1) .
$$

Proof. Let $\mathrm{m}:=|\mathcal{F}|, \delta=1 / 30$, and define $\mathcal{F}_{\text {span }}$ with respect to $\delta$. By Lemma 6.11 we can assume that $\left|\mathcal{F}_{2}\right| \geqslant \mathrm{m} / 4$, otherwise we are done. We can also assume that there is no $(24 / \delta+10,3)$-wide vector space $W$ such that $\operatorname{dim}(W)=O(1)$ and $|\mathcal{F} \cap \mathbb{K}[W]| \geqslant \delta m$, otherwise Lemma 6.10 implies that we are done.

By Lemma 6.12 and Lemma 6.13, we have that $\mathcal{F}_{2}=\mathcal{F}_{\text {span }}$, otherwise we are done. Hence, $\mathcal{F}_{2}$ is a $(0, \delta)$-linear-SG configuration, and Theorem 6.2 implies that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{2}\right\}=\mathrm{O}(1 / \delta)=\mathrm{O}(1)$.

Now, by Proposition 4.11 applied to $\operatorname{span}_{\mathbb{K}}\left\{z, \mathcal{F}_{2}\right\}$, we can construct a $(10,1)$-wide vector space $W$ such that $\{z\} \cup \mathcal{F}_{2} \subset \mathbb{K}[W]$ and $\operatorname{dim}(W)=O(1)$. With $W$ at hand, we will prove that $\mathcal{F}_{1}$ is a ( $\operatorname{dim}(W), 1$-linear-SG configuration, which will finish the proof.

For any $x_{i}, x_{j} \in \mathcal{F}_{1}$, there exists $F_{k} \in \mathcal{F}$ such that $z F_{k} \in\left(x_{i}, x_{j}\right)$. If $x_{i}, x_{j}, z$ are not a regular sequence, then $z \in\left(x_{i}, x_{j}\right)$ and thus $x_{i}, x_{j}$ is a valid ( $\left.\operatorname{dim}(W), 1\right)$-SG pair. On the other hand, if $x_{i}, x_{j}, z$ is a regular sequence, then we must have $F_{k} \in\left(x_{i}, x_{j}\right)$. If $F_{k} \in \mathcal{F}_{1}$ we have that $x_{i}, x_{j}, F_{k}$ are a SG triple. Otherwise, $F_{k} \in \mathcal{F}_{2}$ and $s\left(F_{k}\right) \leqslant 1$, which implies that $\operatorname{span}_{\mathbb{K}}\left\{x_{i}, x_{j}\right\} \cap W_{1} \neq 0$. Thus, either $\operatorname{span}_{\mathbb{K}}\left\{x_{i}, x_{j}\right\} \cap W_{1} \neq 0$, in which case $\left(x_{i}, x_{j}\right)$ is a valid $(\operatorname{dim}(W), 1)$-SG pair, or $\operatorname{span}_{\mathbb{K}}\left\{x_{i}, x_{j}\right\} \cap W_{1}=0$ in which case there exists $x_{k} \in \mathcal{F}_{1}$ such that $x_{k} \in x_{i}, x_{j}$.

As a corollary of the results above, we have that 3-radical-SG configurations which are contained in small linear ideals must be low dimensional. This is essentially the content of the next corollary. However, we slightly generalize it to also work for ( $2, \mathrm{~W}$ )-radical-SG configurations, and hence the statement looks a bit more technical.

Corollary 6.15. Let $w, t \in \mathbb{N}$ with $\mathrm{t} \geqslant 2$ and $\mathrm{W}=\mathrm{W}_{1}+\mathrm{W}_{2}$ be a $(w, \mathrm{t})$-wide graded vector space. Let $\mathcal{F}=\left\{\mathrm{F}_{1}, \cdots, \mathrm{~F}_{\mathfrak{m}}\right\} \subset \mathrm{S}_{\leqslant 3}$ be a finite set of irreducible forms of degree at most 3 such that $\mathrm{F}_{\mathfrak{i}} \notin\left(\mathrm{F}_{\mathfrak{j}}\right)$ for
any $i \neq j$. Suppose that for any two distinct $F_{i}, F_{j} \in \mathcal{F}$, either $\left|\operatorname{rad}\left(F_{i}, F_{j}\right) \cap \mathcal{F}\right| \geqslant 3$ or there exists a form $G \in \mathbb{K}[W]$, of degree at most 2 such that $G \in \operatorname{rad}\left(\mathrm{~F}_{\mathrm{i}}, \mathrm{F}_{\mathrm{j}}\right)$. If $\mathcal{F} \subset\left(\mathrm{W}_{1}\right)$, then

$$
\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}\left((\operatorname{dim} W)^{4}\right)
$$

Moreover, there exist constants $\mathrm{C}_{1}, \mathrm{C}_{2}$ such that for any $\mathrm{w}^{\prime}, \mathrm{t}^{\prime} \in \mathbb{N}$, there exists a $\left(w^{\prime}, \mathrm{t}^{\prime}\right)$-wide vector space V such that $\mathcal{F} \cup \mathbb{K}[\mathrm{W}] \subset \mathbb{K}[\mathrm{V}]$ with

$$
\operatorname{dim}\left(\mathrm{V}_{1}\right) \leqslant\left(2 \mathrm{t}^{\prime}+1\right)^{\left(\mathrm{C}_{1} \operatorname{dim}(W)+1\right)}\left(\mathrm{C}_{2}(\operatorname{dim} W)^{2}+w^{\prime}\right)
$$

and $\operatorname{dim}\left(V_{2}\right)=\mathrm{O}(\operatorname{dim}(W))$. In particular, $\operatorname{dim}(V) \leqslant B\left(w^{\prime}, \mathrm{t}^{\prime}, \operatorname{dim}(W)\right)$ for some function $\mathrm{B}: \mathbb{N}^{3} \rightarrow \mathbb{N}$.
Proof. Let $\varphi: S \rightarrow S[z] /\left(W_{1}\right)$ be a general projection, where $z$ is free from $x_{1}, \ldots, x_{n}$. Denote by $R:=S[z] /\left(W_{1}\right)$. Since $\mathcal{F}:=\left\{F_{1}, \ldots, F_{m}\right\} \subset\left(W_{1}\right)$, we have that $\varphi\left(F_{i}\right)=z^{d_{i}} G_{i}$, for some $d_{i} \geqslant 1$. Note that $\mathrm{G}_{\mathrm{i}} \in \mathrm{R} \backslash(z)$ is square-free by Proposition 2.6. Let $\mathcal{G}=\left\{z, \mathrm{G}_{1}, \cdots, \mathrm{G}_{\mathrm{m}}\right\}$.

We will show that the set $\mathcal{G}$ is a $z$-saturated radical SG configuration in R. By Proposition 2.7, we know that for all $i, j$, the polynomials $G_{i}, G_{j}$ do not have a common factor and $z \nmid G_{i}$. Hence any two distinct elements of $\mathcal{G}$ do not have a common factor. For $G_{i}, G_{j} \in \mathcal{G}$, suppose that there is $k \neq i, j$ such $F_{k} \in \operatorname{rad}\left(F_{i}, F_{j}\right)$. Then we have $z^{d_{k}} G_{k} \in \operatorname{rad}\left(z^{d_{i}} G_{i}, z^{d_{j}} G_{j}\right) \subset \operatorname{rad}\left(G_{i}, G_{j}\right)$. Thus, we have $z \mathrm{G}_{\mathrm{k}} \in \operatorname{rad}\left(\mathrm{G}_{\mathrm{i}}, \mathrm{G}_{\mathrm{j}}\right)$.

For some $G_{i}, G_{j} \in \mathcal{G}$, suppose there exists $G \in \operatorname{rad}\left(F_{i}, F_{j}\right) \cap \mathbb{K}[W]$ with $\operatorname{deg}(G) \leqslant 2$. Then $G \in\left(W_{1}\right) \cap \mathbb{K}[W]$. Since $W$ is $(w, t)$-wide and $\operatorname{deg} G \leqslant 2$, by Proposition $4.9 G \in \mathbb{K}\left[W_{1}\right]$ and $\varphi(\mathrm{G})=z^{\mathrm{d}}$ for some $\mathrm{d} \geqslant 1$. Therefore $z^{\mathrm{d}} \in \operatorname{rad}\left(z^{\mathrm{d}_{\mathrm{i}}} \mathrm{G}_{i}, z^{\mathrm{d}_{j}} \mathrm{G}_{\mathrm{j}}\right) \subset \operatorname{rad}\left(\mathrm{G}_{i}, \mathrm{G}_{\mathrm{j}}\right)$. Hence $z \in \operatorname{rad}\left(\mathrm{G}_{i}, \mathrm{G}_{\mathrm{j}}\right)$.

Therefore, $\mathcal{G}$ is a $z$-saturated SG configuration and by Theorem $6.14 \operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{G}\}=\mathrm{O}(1)$. Hence, there exists a constant $\mathrm{D}>0$ such that for a general projection $\varphi, \operatorname{dim}_{\operatorname{span}_{\mathbb{K}}}\{\varphi(\mathcal{F})\} \leqslant \mathrm{D}$. By Corollary 2.12, we conclude that dim $\operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}\left((\operatorname{dim} W)^{4}\right)$.

Also, by Corollary 2.12 , there exists a graded vector space $U=U_{1}+U_{2}$, such that $\mathcal{F} \subset \mathbb{K}[U+W]$ where $\operatorname{dim}\left(\mathrm{U}_{1}\right)=\mathrm{O}\left(\operatorname{dim}(W)^{2}\right)$ and $\operatorname{dim}\left(\mathrm{U}_{2}\right)=\mathrm{O}(\operatorname{dim}(W))$. For any $w^{\prime}, \mathrm{t}^{\prime} \in \mathbb{N}$, we apply Proposition 4.11 to the graded vector space $\left(\mathrm{U}_{1}+W\right)+\mathrm{U}_{2}$ to obtain a $\left(w^{\prime}, \mathrm{t}^{\prime}\right)$-wide vector space $V=V_{1}+V_{2}$ such that $\mathcal{F} \cup \mathbb{K}[W] \subset \mathbb{K}[V]$. Furthermore, by Proposition 4.11 , there exist constants $C_{1}, C_{2}$ such that

$$
\operatorname{dim}\left(V_{1}\right) \leqslant\left(2 t^{\prime}+1\right)^{\left(C_{1} \operatorname{dim}(W)+1\right)}\left(C_{2}(\operatorname{dim} W)^{2}+w^{\prime}\right)
$$

and $\operatorname{dim}\left(\mathrm{V}_{2}\right)=\mathrm{O}(\operatorname{dim}(W))$.

### 6.4 Cubic Sylvester-Gallai over a small algebra

We now prove that if a 3-radical-SG configuration has a constant fraction of its elements in a small wide algebra, then there is a slightly larger wide algebra which contains the entire configuration.

Proposition 6.16. Let $0<v<1$ be a constant. There exists a function $\mathrm{B}_{v}: \mathbb{N}^{3} \rightarrow \mathbb{N}$ such that the following holds:

Let $\mathcal{F}=\left\{F_{1}, \cdots, F_{m}\right\} \subset S_{\leqslant 3}$ be a set of irreducible forms of degree at most 3 such that $|\mathcal{F}| \geqslant 2^{11} / v$ and $\mathrm{W}=\mathrm{W}_{1}+\mathrm{W}_{2}$ be a $(w, \mathrm{t})$-wide $A H$-vector space. Suppose $\mathcal{F}$ is a 3 -radical-SG configuration and we have

1. (Low strength). For all $\mathrm{F} \in \mathcal{F} \geqslant 2$ we have $3 \mathrm{~s}(\mathrm{~F})<\boldsymbol{w}$ and $3^{s(F)+3}<\mathrm{t}$.
2. (constant fraction in the algebra). we have $|\mathcal{F} \cap \mathbb{K}[W]| \geqslant v|\mathcal{F}|$.

Then there exists a $(w, t)$-wide vector space V such that $\mathcal{F} \cup \mathbb{K}[\mathrm{W}] \subset \mathbb{K}[\mathrm{V}]$ and $\operatorname{dim}(\mathrm{V}) \leqslant \mathrm{B}_{\vee}(w, \mathrm{t}, \operatorname{dim} \mathrm{W})$.
Proof. We will construct the vector space V iteratively. At each step of the iterative process we will preserve the property that $\mathbb{K}[W] \subset \mathbb{K}[\mathrm{V}]$ and we will increase the cardinality of $\mathcal{F} \cap \mathbb{K}[\mathrm{V}]$.

1. Set $V=W$.
2. While $\mathcal{F} \notin \mathbb{K}[\mathrm{V}]$ :

- If $\mathcal{F} \subset\left(\mathrm{V}_{1}\right)$, then apply Corollary 6.15 to the set $\mathcal{F} \cap\left(\mathrm{V}_{1}\right)$ and the algebra $\mathbb{K}[\mathrm{V}]$, to obtain a $(w, \mathrm{t})$-wide vector space U such that $\mathcal{F} \cup \mathbb{K}[\mathrm{V}] \subset \mathbb{K}[\mathrm{U}]$. Set $\mathrm{V}=\mathrm{U}$ and stop.
- Else:
- Pick $P \in \mathcal{F} \backslash\left(V_{1}\right)$. Apply Proposition 4.15 to $P$ and $V$ to obtain a ( $w_{1}, \mathrm{t}_{1}$ )-wide vector space $U$ such that $P \in \mathbb{K}[U]$ and $V \subset U$, where $w_{1}, \mathrm{t}_{1} \in \mathbb{N}$ satisfy the inequalities in Proposition 4.15.
- Apply Corollary 6.15 to $\mathcal{F} \cap\left(\mathrm{U}_{1}\right)$ and $\mathbb{K}[\mathrm{U}]$ to obtain a $(w, \mathrm{t})$-wide vector space $\mathrm{U}^{\prime}$ such that $\left(\mathcal{F} \cap\left(U_{1}\right)\right) \cup \mathbb{K}[U] \subset \mathbb{K}\left[U^{\prime}\right]$. Set $V=U^{\prime}$.

Termination. We will show that this iterative process terminates after at most $2^{10} / v$ iterations of the While loop. First, we note that each step of the iterative process preserves the inclusion $\mathbb{K}[\mathrm{W}] \subset \mathbb{K}[\mathrm{V}]$. Therefore we always have $|\mathcal{F} \cap \mathbb{K}[\mathrm{V}]| \geqslant \mathrm{vm}$.

Suppose we have $\mathcal{F} \notin\left(\mathrm{V}_{1}\right)$. Let $\mathrm{P} \in \mathcal{F} \backslash\left(\mathrm{V}_{1}\right)$ and U be the $\left(w_{1}, \mathrm{t}_{1}\right)$-wide vector space as constructed above. Since $P \notin \mathbb{K}[V]$, there is a generator $x \in U \backslash V$ such that $P$ depends on $x$. Since $\operatorname{deg}(P) \leqslant 3$, the leading coefficient of $x$ in $P \in \mathbb{K}[U]$ has degree at most 2 . Thus there can be at most two forms $F_{i} \in \mathcal{F} \cap \mathbb{K}[V]$, such that the coefficient of $x$ in $P \in \mathbb{K}[U]$ is divisible by $F_{i}$. Therefore, by Lemma 3.18, we know that $\operatorname{rad}\left(P, F_{i}\right) \cap \mathbb{K}[V]=\left(F_{i}\right)$ for at least $v m-2$ forms $F_{i} \in \mathcal{F} \cap \mathbb{K}[V]$. Hence, for each such $F_{i}$, there exists $G_{i} \in \operatorname{rad}\left(P, F_{i}\right) \cap \mathcal{F}$, such that $G_{i} \notin \mathbb{K}[V]$. As $P, F_{i} \in \mathbb{K}[U]$, by Proposition 4.9 we know that $P, F_{i} \in\left(U_{1}\right)$ and hence $\operatorname{rad}\left(P, F_{i}\right) \subset\left(U_{1}\right)$. Therefore, $G_{i} \in\left(U_{1}\right) \cap \mathcal{F}$ for at least $v m-2$ forms $F_{i} \in \mathbb{K}[V]$.

Let $U^{\prime}$ be the vector space constructed in the iterative process above. Then we have $G_{i} \in$ $\mathbb{K}\left[\mathrm{U}^{\prime}\right] \backslash \mathbb{K}[V]$ for at least $v m-2$ forms $F_{i}$. Since $m \geqslant 2^{11} / v$, we know that $(v m-2) / 2^{9} \geqslant 2$. If there exist less than $(v m-2) / 2^{9}$ number of distinct $G_{i}$ 's, then by the pigeonhole principle, there exist at least $2^{9}$ forms $F_{j}$ such that some $G_{k} \in \operatorname{rad}\left(P, F_{j}\right)$ for fixed $k$. By Lemma 3.9, we must have $\operatorname{rad}\left(P, F_{i}\right)=\operatorname{rad}\left(P, F_{j}\right)$ for some $i \neq j$, which is a contradiction since $\operatorname{rad}\left(P, F_{i}\right) \cap \mathbb{K}[V]=\left(F_{i}\right)$ for all such $F_{i}$. Hence we must have at least $(v m-2) / 2^{9}$ number of distinct $G_{i} \in \mathbb{K}\left[U^{\prime}\right] \backslash \mathbb{K}[V]$. Therefore, at this step of the iterative process, when we update $V=U^{\prime}$, the cardinality $|\mathcal{F} \cap \mathbb{K}[\mathrm{V}]|$ increases by at least $(v m-2) / 2^{9}$. Hence, after each iteration of the While loop, the cardinality $|\mathcal{F} \cap \mathbb{K}[V]|$ increases by at least $(v m-2) / 2^{9}$. Since $|\mathcal{F}|=m$, the iterative process stops after $\leqslant 2^{10} / v$ steps.

Dimension bound. If we apply Proposition 4.15 to a polynomial P and the vector space V to obtain the vector space $U$, then $\operatorname{dim}(U) \leqslant A(w, t, \operatorname{dim}(V))$ for the function $A: \mathbb{N}^{3} \rightarrow \mathbb{N}$ in Proposition 4.15. Further, if we apply Corollary 6.15 to $\mathcal{F} \cap\left(\mathrm{U}_{1}\right)$ and $\mathbb{K}[\mathrm{U}]$ to obtain the vector space $\mathrm{U}^{\prime}$, then $\operatorname{dim}\left(\mathrm{U}^{\prime}\right)$ is bounded above by $\mathrm{B}(w, t, \operatorname{dim}(\mathrm{U}))$, where $\mathrm{B}: \mathbb{N}^{3} \rightarrow \mathbb{N}$ is the function in Corollary 6.15. Therefore after the $i$-th step of the iterative process $\operatorname{dim}(V)$ is bounded above by $B_{i}(w, t, \operatorname{dim}(W))$ for some function $B_{i}: \mathbb{N}^{3} \rightarrow \mathbb{N}$. Indeed, we may take $B_{i}=B\left(w, t, A\left(w, t, B_{i-1}\right)\right)$. Since the iterative process terminates after at most $2^{10} / v$ steps, we have $\operatorname{dim}(V) \leqslant B_{k}(w, t, \operatorname{dim}(W))$ where $k=\left\lceil\frac{2^{10}}{v}\right\rceil$.

Corollary 6.17. Let $0<v<1$ be a constant. There exists a function $D_{v}: \mathbb{N}^{3} \rightarrow \mathbb{N}$ such that the following holds:

Given a 3-radical-SG configuration $\mathcal{F}$, and a $(w, t)$-wide $A H$-vector space $W=W_{1}+W_{2}$ such that

1. (Low strength). For all $\mathrm{F} \in \mathcal{F}_{\geqslant 2}$ we have $3 \mathrm{~s}(\mathrm{~F})<w$ and $3^{\mathrm{s}(\mathrm{F})+3}<\mathrm{t}$.
2. (constant fraction in the algebra). we have $|\mathcal{F} \cap \mathbb{K}[W]| \geqslant v|\mathcal{F}|$.

There exists $a(w, t)$-wide vector space V such that $\mathcal{F} \cup \mathbb{K}[\mathrm{W}] \subset \mathbb{K}[\mathrm{V}]$ and $\left.\operatorname{dim}(\mathrm{V}) \leqslant \mathrm{D}_{v}(w, \mathrm{t}, \operatorname{dim} \mathrm{W})\right)$.
Proof. Let $\mathcal{F} \cap S_{i}=\mathcal{F}_{i}$. If $|\mathcal{F}| \leqslant 2^{10} / v$. Then by Corollary 4.13 , we have a vector space $\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}$ such that $\mathcal{F}_{3} \subset \mathbb{K}[\mathrm{U}]$ and $\operatorname{dim}(\mathrm{U}) \leqslant \mathrm{C}_{v}(w, \mathrm{t})$ for some function $\mathrm{C}_{v}$. Consider the graded vector space $\mathrm{U}^{\prime}=\left(\operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{1}\right\}+\mathrm{U}_{1}+\mathrm{W}_{1}\right)+\left(\operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{2}\right\}+\mathrm{U}_{2}+\mathrm{W}_{2}\right)$. Note that the $\operatorname{dim}\left(\mathrm{U}^{\prime}\right)$ is bounded above by a function of $v, w, t, \operatorname{dim}(W)$. Therefore, by Proposition 4.11, we have a $(w, t)$-wide vector space $V$ such that $\mathcal{F} \cup \mathbb{K}[W] \subset \mathbb{K}[V]$ and $\operatorname{dim}(V) \leqslant A_{\nu}(w, t, \operatorname{dim} W)$, for some function $A_{\nu}$.

Otherwise, we may assume that $|\mathcal{F}|>2^{10} / v$. Then by Proposition 6.16, we have a $(w, \mathrm{t})$ wide vector space $V$ such that $\mathcal{F} \cup \mathbb{K}[W] \subset \mathbb{K}[V]$ and $\operatorname{dim}(V) \leqslant B_{v}(w, t, \operatorname{dim} W)$. We may take $D_{v}=\max \left(A_{\nu}, B_{v}\right)$.

Proposition 6.18. Let $0<\delta<1$ and $w, t \in \mathbb{N}$. Let $\mathcal{F}=\left\{\mathbb{F}_{1}, \cdots, F_{\mathfrak{m}}\right\} \subset S_{\leqslant 3}$ be a set of irreducible forms such that $\mathrm{F}_{\mathrm{i}} \notin\left(\mathrm{F}_{\mathfrak{j}}\right)$ for $\mathrm{i} \neq \mathrm{j}$. Let $\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}$ be a $(w, \mathrm{t})$-wide vector space such that $|\mathcal{F} \cap \mathbb{K}[\mathrm{U}]| \geqslant(1-\delta)|\mathcal{F}|$. Let $\mathrm{F} \in \mathcal{F} \backslash \mathbb{K}[\mathrm{U}]$ be a cubic form such that $3 \mathrm{~s}(\mathrm{~F})<\boldsymbol{w}$ and $3^{\mathrm{s}(\mathrm{F})+3}<\mathrm{t}$. Then there are at most $2^{9} \cdot \delta \cdot|\mathcal{F}|+2$ forms $\mathrm{G} \in \mathcal{F} \cap \mathbb{K}[\mathrm{U}]$ such that $|\operatorname{rad}(\mathrm{F}, \mathrm{G}) \cap \mathcal{F}| \geqslant 3$.

Proof. By Proposition 4.15, we have a ( $w_{1}, t_{1}$ )-wide vector space $V=V_{1}+V_{2}$ such that $F \in \mathbb{K}[V]$ and $U_{i} \subset V_{i}$. Since $F \notin \mathbb{K}[U]$, there exists a generator $x \in \mathbb{K}[V]$ such that $F$ depends on $x$. Suppose there exist $r$ forms $G_{1}, \cdots, G_{r} \in \mathcal{F} \cap \mathbb{K}[U]$ such that $\left|\operatorname{rad}\left(F, G_{i}\right) \cap \mathcal{F}\right| \geqslant 3$. Since $\operatorname{deg}(F)=3$, note that there exist at most two forms $G_{j} \in \mathcal{F} \cap \mathbb{K}[U]$ such that $G_{j}$ divides the leading coefficient of $x$ in $F \in \mathbb{K}[V]$. Then by Lemma 3.18, we have $\operatorname{rad}\left(F, G_{i}\right) \cap \mathbb{K}[U]=\left(G_{i}\right)$ for at least $r-2$ forms $G_{i}$. Therefore, if $H_{i} \in \operatorname{rad}\left(F, G_{i}\right) \cap \mathcal{F}$, then we must have $H_{i} \notin \mathbb{K}[U]$ for at least $r-2$ forms $G_{i} \in \mathcal{F} \cap \mathbb{K}[U]$. Note that by assumption $|\mathcal{F} \backslash \mathbb{K}[\mathrm{U}]|<\delta \mathrm{m}$. If $\mathrm{r}-2>2^{9} \delta \mathrm{~m}$, then by the pigeon-hole principle, there exists $H_{k} \in \mathcal{F}$ such that $H_{k} \in \operatorname{rad}\left(F, G_{i}\right)$ for at least $2^{9}+1$ such $G_{i}$ 's. Now, by Lemma 3.9 , we must have $\operatorname{rad}\left(F, G_{i}\right)=\operatorname{rad}\left(F, G_{j}\right)$ for some $i \neq j$, which is a contradiction. Therefore $r \leqslant 2^{9} \delta m+2$.

### 6.5 Radical Sylvester-Gallai configurations within wide quadratic ideals

In this section, we consider a special kind of 3-radical-SG configuration $\mathcal{F}$, where the entire SG configuration is contained in a prime ideal $(Q, x, y)$ generated by a strong quadratic form $Q$ and linear forms $x, y$. We will show that the span of these special SG-configurations have constant dimension.

Let $\mathcal{F}$ be a 3-radical-SG configuration. Let $(\mathrm{Q}, \mathrm{x}, \mathrm{y})$ be a prime ideal such that $\mathcal{F} \subset(\mathrm{Q}, \mathrm{x}, \mathrm{y})$. We partition $\mathcal{F}$ as

$$
\mathcal{F}:=\left\{F_{1}, \ldots, F_{r}\right\} \sqcup\left\{G_{1}, \ldots, G_{s}\right\} \sqcup\left\{\mathrm{H}_{1}, \ldots, H_{t}\right\}
$$

where $G_{i} \in(x, y), F_{i} \in S_{3} \cap(Q, x, y) \backslash(x, y)$ and $H_{i} \in S_{2} \cap(Q, x, y) \backslash(x, y)$. Henceforth, we shall always work with such partitions. We begin with a remark on the structure of such configurations, which allows us to drop the quadratics $\mathrm{H}_{\mathrm{i}}$ from our configuration.

Proposition 6.19. Let $x, y \in S_{1}$ and $Q \in S_{2}$ be such that $s(Q) \geqslant 5$. Let $\mathcal{F}=\left\{F_{1}, \ldots, F_{r}\right\} \sqcup\left\{G_{1}, \ldots, G_{s}\right\} \sqcup$ $\left\{\mathrm{H}_{1}, \ldots, \mathrm{H}_{\mathrm{t}}\right\}$ be a 3-radical-SG configuration as above where $\mathcal{F} \subset(\mathrm{Q}, \mathrm{x}, \mathrm{y})$. Then, $\left\{\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{r}}\right\} \sqcup$ $\left\{\mathrm{G}_{1}, \ldots, \mathrm{G}_{s}\right\}$ is also a 3-radical-SG configuration.

Proof. Let $\mathcal{G}:=\left\{F_{1}, \ldots, F_{r}\right\} \sqcup\left\{G_{1}, \ldots, G_{s}\right\}$. We write $H_{k}=Q+R_{k}$, where $R_{k} \in(x, y) \cap S_{2}$ and let $z_{i} \in S /(x, y)$ be such that $F_{i} \equiv z_{i} Q \bmod (x, y)$ and $z_{i} \neq 0$. It is enough to show that given two forms $P_{1}, P_{2} \in \mathcal{G}$, we must have $\operatorname{rad}\left(P_{1}, P_{2}\right) \cap \mathcal{F}=\operatorname{rad}\left(P_{1}, P_{2}\right) \cap \mathcal{G}$. And to show this, it is enough to show that $\mathrm{H}_{\mathrm{k}} \notin \operatorname{rad}\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right)$ for any $\mathrm{k} \in[\mathrm{t}]$. We have three cases to consider:

1. $P_{1}=F_{i}, P_{2}=F_{j}$. In this case, $H_{k} \in \operatorname{rad}\left(F_{i}, F_{j}\right) \Rightarrow Q \in \operatorname{rad}\left(z_{i} Q, z_{j} Q\right)$ in $S /(x, y)$. Hence $\mathrm{Q} \in\left(z_{\mathrm{i}}, z_{\mathrm{j}}\right)$ in $\mathrm{S} /(x, y)$, which is a contradiction since $s(Q) \geqslant 5$.
2. $P_{1}=F_{i}, P_{2}=G_{j}$. In this case, $H_{k} \in \operatorname{rad}\left(F_{i}, G_{j}\right) \Rightarrow Q \in \operatorname{rad}\left(z_{i} Q\right)$ in $S /(x, y)$ which is a contradiction.
3. $P_{1}=G_{i}, P_{2}=G_{j}$. In this case, $H_{k} \in \operatorname{rad}\left(G_{i}, G_{j}\right) \Rightarrow H_{k} \in(x, y)$ which is a contradiction.

We also need the following facts:
Proposition 6.20. Let $F_{i}=x_{i} Q-a^{2} y_{i}$ be non-associate irreducible forms for $i \in[3]$, where $a, x_{i}, y_{i} \in S_{1}$ and $\mathrm{Q} \in \mathrm{S}_{2}$ such that $\mathrm{s}(\mathrm{Q}) \geqslant 10$. Suppose $\mathrm{x}_{2} \notin\left(\mathrm{a}, \mathrm{x}_{1}, \mathrm{y}_{1}\right)$. Then we have

$$
\operatorname{rad}\left(F_{1}, F_{2}\right)=\operatorname{rad}\left(F_{1}, F_{3}\right) \Leftrightarrow F_{3} \in\left(F_{1}, F_{2}\right)
$$

Moreover, if $x_{1} y_{2}-x_{2} y_{1} \notin(a)$ and is square-free, then $F_{3} \in \operatorname{rad}\left(F_{1}, F_{2}\right) \Leftrightarrow F_{3} \in\left(F_{1}, F_{2}\right)$.
Proof. Since $F_{i}, F_{j}$ are non-associate forms, we have $F_{3} \in\left(F_{1}, F_{2}\right) \Rightarrow\left(F_{1}, F_{2}\right)=\left(F_{1}, F_{3}\right) \Rightarrow$ $\operatorname{rad}\left(\mathrm{F}_{1}, \mathrm{~F}_{3}\right)=\operatorname{rad}\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)$.

For the other direction, let $\mathcal{B}:=\mathbb{K}\left[a, x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right]$ and $\mathcal{A}:=\mathbb{K}\left[a, x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, Q\right]$. Let $W=\operatorname{span}_{\mathbb{K}}\left\{a, x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right\}$. Let $w_{1}, \cdots, w_{k}$ be a basis of $W$ for some $k \leqslant 7$. Note that $w_{1}, \cdots, w_{k}, Q$ is a prime sequence, as $s(Q) \geqslant 10$. Therefore the polynomial ring $S$ is intersection flat over the subalgebras $\mathcal{A}$ and $\mathcal{B}$. By applying Proposition 3.28 in the algebra $\mathcal{A}$ and eliminating the variable Q , we see that the radical of the elimination ideal is given by $\operatorname{rad}\left(\left(F_{1}, F_{2}\right) \cap \mathcal{B}\right)=\operatorname{rad}\left(\operatorname{Res}_{Q}\left(F_{1}, F_{2}\right)\right)=\operatorname{rad}\left(a\left(x_{1} y_{2}-x_{2} y_{1}\right)\right)$. We have two cases to analyze:

Case 1: If $x_{1} y_{2}-x_{2} y_{1}$ is irreducible, then Lemma 3.33 implies $\left(F_{1}, F_{2}, x_{1} y_{2}-x_{2} y_{1}\right)$ is prime. Thus, $F_{3} \in \operatorname{rad}\left(F_{1}, F_{2}\right) \Rightarrow F_{3} \in\left(F_{1}, F_{2}, x_{1} y_{2}-x_{2} y_{1}\right)$. Let $F_{3}=\alpha F_{1}+\beta F_{2}+\ell\left(x_{1} y_{2}-x_{2} y_{1}\right)$. Since $F_{3} \in\left(Q, a^{2}\right)$ and $S /(Q)$ is a UFD, we must have $a^{2} \mid \ell\left(x_{1} y_{2}-x_{2} y_{1}\right)$ in $S /(Q)$. If $\ell \neq 0$, then $x_{1} y_{2}-x_{2} y_{1} \in(Q, a)$, which is a contradiction since $s(Q) \geqslant 10$. Therefore, we must have $\ell=0$ and $F_{3} \in\left(F_{1}, F_{2}\right)$.

Case 2: $\quad x_{1} y_{2}-x_{2} y_{1}=g h$ for some $g, h \in S_{1}$. Here, without loss of generality, we may assume that $g \in\left(x_{1}, x_{2}\right)$, and writing $g=\alpha_{1} x_{1}-\alpha_{2} x_{2}$. We have $\alpha_{1} \alpha_{2} \neq 0$, as $\alpha_{1}=0 \Rightarrow F_{2} \in\left(x_{2}\right)$ and $\alpha_{2}=0 \Rightarrow$ $F_{1} \in\left(x_{1}\right)$, which contradicts irreducibility of $F_{1}$ or $F_{2}$. Rearranging $x_{1} y_{2}-x_{2} y_{1}=\left(\alpha_{1} x_{1}-\alpha_{2} x_{2}\right) h$, we get that $x_{1}\left(y_{2}-\alpha_{1} h\right)=x_{2}\left(y_{1}-\alpha_{2} h\right)$. Hence $y_{1}=\beta x_{1}+\alpha_{2} h$ and $y_{2}=\beta x_{2}+\alpha_{1} h$, for some $\beta \in \mathbb{K}$. Hence, $F_{1}=x_{1}\left(Q-\beta a^{2}\right)-\alpha_{2} a^{2} h$ and $F_{2}=x_{2}\left(Q-\beta a^{2}\right)-\alpha_{1} a^{2} h$.

Note that $\left(F_{1}, g\right)$ is a prime ideal. Indeed, we first note that $\left(F_{1}, g\right) \cap \mathcal{B}=(g)$ by Lemma 3.18. Hence the elimination ideal is a prime ideal. Next note that $x_{1}$ is a non-zero divisor modulo $\left(F_{1}, g\right)$. Otherwise, there is a minimal prime $\mathfrak{p}$ of $\left(F_{1}, g\right)$ that contains $x_{1}$, hence $\mathfrak{p}=\left(x_{1}, x_{2}\right)$. However $F_{1} \notin\left(x_{1}, x_{2}\right)$, as $F_{1}$ is irreducible and $x_{2} \notin\left(a, x_{1}, y_{1}\right)$. Therefore we may apply Proposition 3.29 to conclude that ( $F_{1}, g$ ) is prime. Also, we have $\alpha_{2} F_{2}=\alpha_{1} F_{1}-g\left(Q-\beta a^{2}\right) \in\left(F_{1}, g\right)$ and hence $\operatorname{rad}\left(F_{1}, F_{2}\right) \subset\left(F_{1}, g\right)$. Therefore we have $F_{3} \in \operatorname{rad}\left(F_{1}, F_{2}\right) \Rightarrow F_{3} \in\left(F_{1}, g\right)$. Thus $F_{3} \in$ $\left(Q, a^{2}\right) \cap\left(F_{1}, g\right) \Rightarrow F_{3}=\alpha F_{1}+g P$, where $P \in\left(Q, a^{2}\right)$, since $g \notin(Q, a)$. In particular, if $P=\mu Q+v a^{2}$ we have $F_{3}=\left(\alpha+\mu \alpha_{1}\right) F_{1}-\mu \alpha_{2} F_{2}+(\mu \beta+v)$ ga $^{2}$. We have two subcases to analyze, if $h \in(a)$ or not.

Case 2.1: $h \notin(a)$. Note that $\left(Q-\beta a^{2}, h\right)$ is a prime ideal, as $s(Q) \geqslant 10$. Therefore we have $F_{3} \in \operatorname{rad}\left(F_{1}, F_{2}\right) \Rightarrow F_{3} \in\left(Q-\beta a^{2}, h\right)$. Hence, we must have $g P \in\left(Q-\beta a^{2}, h\right)$. If $g=\alpha_{1} x_{1}-\alpha_{2} x_{2} \in\left(Q-\beta a^{2}, h\right)$, then we have $h \in\left(x_{1}, x_{2}\right)$. Hence $y_{1}=\beta x_{1}+\alpha_{2} h \in\left(x_{1}, x_{2}\right)$ which is a contradiction. Therefore we must have $P=\mu Q+v a^{2} \in\left(Q-\beta a^{2}, h\right)$ and thus $(\mu \beta+v) a^{2} \in\left(Q-\beta a^{2}, h\right)$. If $\mu \beta+v \neq 0$, then $a \in\left(Q-\beta a^{2}, h\right)$ which is a contradiction as $a \notin(h)$. Therefore $\mu \beta+\nu=0$ and $F_{3} \in\left(F_{1}, F_{2}\right)$.

Case 2.2: $h \in(a)$. In this case, we have $F_{1}=x_{1}\left(Q-\beta a^{2}\right)-\alpha_{2} a^{3}$ and $F_{2}=x_{2}\left(Q-\beta a^{2}\right)-\alpha_{1} a^{3}$. Then $\left(F_{1}, F_{2}\right) \subset\left(Q-\beta a^{2}, a^{3}\right) \cap\left(F_{1}, g\right)$. Therefore the quadratic minimal prime $(Q, a)$ has multiplicity at least 3 in the primary decomposition of $\left(F_{1}, F_{2}\right)$. Since the cubic minimal prime $\left(F_{1}, g\right)$ must have multiplicity at least 1 , we see that $(Q, a)$ and $\left(F_{1}, g\right)$ must be the only minimal primes of $\left(F_{1}, F_{2}\right)$. Hence, we have $\operatorname{rad}\left(F_{1}, F_{3}\right)=\operatorname{rad}\left(F_{1}, F_{2}\right)=(Q, a) \cap\left(F_{1}, g\right)$. Now $x_{1} \notin(Q, a) \cup\left(F_{1}, g\right)$ and hence $x_{1}$ is a non-zero divisor modulo $\left(F_{1}, F_{3}\right)$. By Proposition 3.29 a minimal primary decomposition of $\left(F_{1}, F_{3}\right) \cap \mathcal{B}$ lifts to a minimal primary decomposition of $\left(F_{1}, F_{3}\right)$.

Note that $\operatorname{Res}_{Q}\left(F_{1}, F_{3}\right)=a^{2} g\left((\mu \beta+v) x_{1}+\mu \alpha_{2} a\right)$. If $\mu \beta+v \neq 0$, then $\operatorname{rad}\left(\left(F_{1}, F_{3}\right) \cap \mathcal{B}\right)=$ $(a) \cap(g) \cap\left((\mu \beta+v) x_{1}+\mu \alpha_{2} a\right)$ and $\left((\mu \beta+v) x_{1}+\mu \alpha_{2} a\right)$ is a minimal prime of $\left(F_{1}, F_{3}\right) \cap \mathcal{B}$. Hence, we must have that $(\mu \beta+v) x_{1}+\mu \alpha_{2} a \in(Q, a) \cup\left(F_{1}, g\right)$, which is a contradiction. Thus $\mu \beta+v=0$ and $F_{3} \in\left(F_{1}, F_{2}\right)$.

For the moreover part, note that $x_{1} y_{2}-x_{2} y_{1} \notin(a)$ corresponds to cases 1 and 2.1 above, where it is sufficient to have $F_{3} \in \operatorname{rad}\left(F_{1}, F_{2}\right)$.

Proposition 6.21. Let $\mathrm{Q}_{1}, \mathrm{Q}_{2} \in \mathrm{~S}_{2}$ such that $\mathrm{s}\left(\mathrm{Q}_{\mathrm{i}}\right) \geqslant 20$. Let $\mathrm{F}_{1}, \mathrm{~F}_{2}$ be irreducible cubics of the form $\mathrm{F}_{\mathrm{i}}=$ $x_{i} Q_{i}-y_{i}^{2} z_{i}$, where $x_{2} \notin \operatorname{span}_{\mathbb{K}}\left\{x_{1}, y_{1}, z_{1}\right\}$. If $F \in S_{3}$ is irreducible such that $F \notin\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right)$ and $\left(F, F_{i}\right)$ is not radical for $\mathfrak{i} \in\{1,2\}$ then there is $P \in S_{2}$ and $\ell \in S_{1}$ such that $s(P) \geqslant 17$ and $F_{1}, F_{2}, F \in\left(P, \ell^{2}\right)$.

Proof. Note that the algebra $\mathbb{K}\left[Q_{i}, x_{i}, y_{i}, z_{i}\right]$ is $(6,2)$-wide. If $\left(F, F_{i}\right)$ is contained in a linear minimal prime $(x, y)$, then by Lemma 4.16 , we have $x, y \in \operatorname{span}_{\mathbb{K}}\left\{x_{i}, y_{i}, z_{i}\right\}$. This is a contradiction as $F \notin\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right)$. Hence ( $F, F_{i}$ ) does not have a linear minimal prime. By Corollary 5.3, we know that ( $F, F_{i}$ ) does not have minimal prime defining a variety of minimal degree. By Theorem 1.5 and Corollary 5.7, the conditions of the proposition imply that $\left(F, F_{i}\right) \subset\left(P_{i}, \ell_{i}^{2}\right)$, where $s\left(P_{i}\right) \geqslant 5$. Thus, for $i \in\{1,2\}$, we can write $F_{i}=u_{i} P_{i}-\ell_{i}^{2} v_{i}$, for $u_{i}, v_{i} \in S_{1}$. Note that $u_{1} \in\left(x_{1}\right)$, otherwise $x_{1} Q_{1} \equiv y_{1}^{2} z_{1}-\ell_{1}^{2} v_{1} \bmod \left(u_{1}\right) \Rightarrow Q_{1} \bmod \left(u_{1}\right) \in \mathbb{K}\left[y_{1}, z_{1}, \ell_{1}, v_{1}\right]$ by by Lemma 3.15. This contradicts $s\left(Q_{1}\right) \geqslant 20$. Similarly $u_{2} \in\left(x_{2}\right)$. If $u_{i}=\alpha_{i} x_{i}$, then we have $x_{i}\left(Q_{i}-\alpha_{i} P_{i}\right) \in \mathbb{K}\left[y_{i}, z_{i}, \ell_{i}, v_{i}\right]$. Therefore by Lemma 3.15, we have $Q_{i}-\alpha_{i} P_{i} \in \mathbb{K}\left[y_{i}, z_{i}, \ell_{i}, v_{i}\right]$ and hence, $s\left(P_{i}\right) \geqslant s\left(Q_{i}\right)-3 \geqslant 17$ for $i \in\{1,2\}$. Moreover, Lemma 5.8 applied to $F_{i},\left(P_{i}, \ell_{i}^{2}\right)$ implies that $\ell_{i} \in\left(x_{i}, y_{i}\right)$ for $i \in\{1,2\}$.

Since $F \in\left(P_{1}, \ell_{1}^{2}\right) \cap\left(P_{2}, \ell_{2}^{2}\right)$, we can write $F=a_{1} P_{1}-\ell_{1}^{2} b_{1}=a_{2} P_{2}-\ell_{2}^{2} b_{2}$. Note that $a_{2} \in\left(a_{1}\right)$,
otherwise we would have $a_{2} P_{2} \equiv \ell_{2}^{2} b_{2}-\ell_{1}^{2} b_{1} \bmod \left(a_{1}\right) \Rightarrow P_{2} \bmod \left(a_{1}\right) \in \mathbb{K}\left[b_{1}, b_{2}, \ell_{1}, \ell_{2}\right]$ by contradicting $s\left(P_{2}\right) \geqslant 17$. Thus, we have $\ell_{1}^{2} b_{1} \equiv \ell_{2}^{2} b_{2} \bmod \left(a_{1}\right)$, which by factoriality of $S /(a)$ implies $\ell_{2} \in\left(a_{1}, \ell_{1}\right)$.

Therefore we have $\ell_{2} \in\left(a_{1}, \ell_{1}\right) \cap\left(x_{2}, y_{2}\right)$ and $\ell_{1} \in\left(x_{1}, y_{1}\right)$. Hence we must have that $\left(\ell_{2}\right)=\left(\ell_{1}\right)$, otherwise we would have $a_{1} \in\left(\ell_{1}, \ell_{2}\right) \subset\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$, which contradicts $F \notin$ $\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right) \Rightarrow a_{1} \notin\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$. Thus, we can take $(\ell):=\left(\ell_{1}\right)=\left(\ell_{2}\right)$. As $a_{1} \notin(\ell)$, we may apply Lemma 5.8 to $F$, to conclude that $\left(P_{1}, \ell^{2}\right)=\left(P_{2}, \ell^{2}\right)$ and hence we can take $P=P_{1}$.

In the next lemma, we show that such configurations are in fact contained in an ideal of small codimension generated by linear forms.

Lemma 6.22. Let $\mathcal{F}$ be a 3-radical-SG configuration, $x, y \in S_{1}$ linearly independent, and let $Q \in S_{2}$ such that $s(Q) \geqslant 20$ and $\mathcal{F} \subset(Q, x, y)$. If $\left\{F_{1}, \ldots, F_{r}\right\}=\mathcal{F}_{3} \cap(Q, x, y) \backslash(x, y)$, that is, such that $\mathrm{F}_{\mathrm{i}} \equiv z_{\mathrm{i}} \mathrm{Q} \not \equiv 0 \bmod (\mathrm{x}, \mathrm{y})$, then there is a $(20,1)$-wide vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ such that $\operatorname{dim} \mathrm{V}=\mathrm{O}(1)$, $\mathcal{F} \subset \mathbb{K}[V]$ and $\operatorname{span}_{\mathbb{K}}\left\{x, y, z_{1}, \ldots, z_{r}\right\} \subset V_{1}$. In particular, $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{x, y, z_{1}, \ldots, z_{r}\right\}=O(1)$

Proof. Since we are only interested in the $\mathrm{F}_{i}$ 's, by Proposition 6.19 we can assume that $\mathcal{F}=$ $\left\{F_{1}, \ldots, F_{r}\right\} \cup\left\{G_{1}, \ldots, G_{s}\right\}$, where $G_{i} \in \mathcal{F} \cap(x, y)$. Let $m:=|\mathcal{F}|$, where $r+s=m$. Note that $\left\{\mathrm{G}_{1}, \ldots, \mathrm{G}_{s}\right\}$ is a 3-radical-SG configuration, since $(x, y)$ is a prime ideal. Corollary 6.15 applied with vector space $\operatorname{span}_{\mathbb{K}}\{x, y\}$ implies that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathrm{G}_{1}, \ldots, \mathrm{G}_{s}\right\}=\mathrm{O}(1)$. Furthermore, there is $a(20,1)$-wide vector space $U$ with $\operatorname{dim} U=O(1)$ such that $x, y, G_{i} \in \mathbb{K}[U]$.

We would like to have a wide algebra containing $\mathrm{G}_{\mathrm{i}}$ 's such that Q is one of the generators of the algebra. Let $U_{1}^{\prime}=U_{1}$ and $U_{2}^{\prime}=U_{2}+\operatorname{span}_{\mathbb{K}}\{Q\}$. Consider the vector space $U^{\prime}=U_{1}^{\prime}+U_{2}^{\prime}$. If $Q$ is sufficiently strong, then we apply Proposition 4.11 to $\mathrm{U}^{\prime}$ and with $H=\operatorname{span}_{\mathbb{K}}\{Q\}$, to obtain a $\left(40,3^{30}\right)$-wide algebra $W$ such that $\operatorname{dim} W=O(1)$ such that $x, y, Q, G_{i} \in \mathbb{K}[W]$. In this case $Q \in W_{2}$. If $Q$ is not strong enough to apply Proposition 4.11 with $H=\operatorname{span}_{\mathbb{K}}\{Q\}$, then we have $\mathcal{F} \subset(x, y, \operatorname{Lin}(Q))$ and $\operatorname{dim}\left(\operatorname{span}_{\mathbb{K}}\{x, y\}+\operatorname{Lin}(Q)\right)=O(1)$. In this case we conclude by applying Corollary 6.15. Therefore we may assume that we have a $\left(40,3^{30}\right)$-wide algebra $W$ such that $\operatorname{dim} W=O(1)$ such that $x, y, Q, G_{i} \in \mathbb{K}[W]$ and $Q \in W_{2}$.

Let $\delta=2^{-20}$. We can assume that $s \leqslant \delta \mathrm{~m}$. Otherwise Proposition 6.16 yields a $\left(20,3^{6}\right)$-wide $V$ with $\operatorname{dim}(V)=O(1)$ such that $\mathcal{F} \cup \mathbb{K}[W] \subset \mathbb{K}[V]$. Then $z_{i} Q \bmod (x, y)$ is in the algebra $\mathbb{K}[V /(x, y)]$. Lemma 3.15 implies $z_{i} \in V_{1}+\operatorname{span}_{\mathbb{K}}\{x, y\}$ for all $i$, and thus we would be done.

Given any form $F_{i}$, let $W^{(i)}=W_{1}^{(i)}+W_{2}^{(i)}$ be a (20, 1)-wide vector space that we obtain when applying Proposition 4.15 to $W$ and $F_{i}$. Thus, we have $W \subset W^{(i)}$ and $\operatorname{dim} W^{(i)}=\mathrm{O}(1)$. Also, $F_{i} \in \mathbb{K}\left[W^{(i)}\right], z_{i}, x, y \in W_{1}^{(i)}$ and $Q \in W_{2}^{(i)}$. In particular, this implies that $F_{j} \in\left(W_{1}^{(i)}\right) \Leftrightarrow z_{j} \in\left(W_{1}^{(i)}\right)$. Analogously to the previous paragraph, we can also assume that $\mathcal{F} \cap\left(\mathrm{W}_{1}^{(\mathfrak{i})}\right) \leqslant \delta \mathrm{m}$. Otherwise we could apply Corollary 6.15 to $\left(W_{1}^{(i)}\right)$ and Proposition 6.16 to the resulting algebra and be done.

Let $\mathcal{F}_{\text {good }}\left(F_{i}\right):=\mathcal{F} \backslash\left(W_{1}^{(i)}\right)$. Then $\left|\mathcal{F}_{\text {good }}\left(F_{i}\right)\right| \geqslant(1-2 \delta) m$ and $G_{j} \notin \mathcal{F}_{\text {good }}\left(F_{i}\right)$ for any $\mathfrak{i} \in[r], \mathfrak{j} \in[s]$. Note that for any $F_{j} \in \mathcal{F}_{\text {good }}\left(F_{i}\right), \operatorname{dim}\left(x, y, z_{i}, z_{j}\right)=4$ and $\left(F_{i}, F_{j}\right)$ is not contained in a linear minimal prime, otherwise we would have $F_{j} \in\left(W_{1}^{(i)}\right)$ by Lemma 4.16. Additionally, let $\mathcal{F}_{\text {span }}\left(\mathrm{F}_{\mathrm{i}}\right):=\left\{\mathrm{F}_{\mathfrak{j}} \in \mathcal{F}_{\text {good }}\left(\mathrm{F}_{\mathrm{i}}\right)| | \mathcal{F} \cap\left(\mathrm{F}_{i}, \mathrm{~F}_{j}\right) \mid \geqslant 3\right\}$ and define $\mathcal{F}_{\text {span }}:=\left\{\mathrm{F}_{i} \in \mathcal{F} \backslash(\mathrm{~W})| | \mathcal{F}_{\text {span }}\left(\mathrm{F}_{i}\right) \mid \geqslant\right.$ $\delta m\}$.

Let $\mathcal{T}:=\left\{F_{1}, \ldots, F_{r}\right\} \backslash \mathcal{F}_{\text {span }}$. If $|\mathcal{T}| \leqslant 6$ then $\left\{F_{1}, \ldots, F_{r}\right\}$ form a ( $\operatorname{dim} W^{3}+6, \delta$-linear-SG configuration with respect to the vector $\operatorname{space}_{\operatorname{span}_{\mathbb{K}}}\{\mathcal{G}, \mathcal{T}\}$ and we are done by Proposition 6.4. Thus, after relabeling, we can assume $\mathcal{T}=\left\{F_{1}, \ldots, F_{t}\right\}$ where $t>6$, and $\mathcal{F}_{\text {span }}=\left\{F_{t+1}, \ldots, F_{r}\right\}$.

Note that if $\mathcal{T} \subset\left(W_{1}^{(1)}\right)$, we are also done, as in this case we have $\mathcal{F} \cap\left(W_{1}^{(1)}\right)$ has $O(1)$ dimension by Corollary 6.15 and $\mathcal{F}_{\text {span }}$ forms a $(\mathrm{O}(1), \delta)$-linear-SG configuration. Thus, after relabeling we can assume that $F_{2} \notin\left(W_{1}^{(1)}\right)$. Let $X=X_{1}+X_{2}$ be a (20,1)-wide vector space such that $W^{(1)}+W^{(2)} \subset \mathbb{K}[X]$ and $Q \in X_{2}$. We now prove that $\left|\mathcal{F} \cap\left(X_{1}\right)\right| \geqslant \delta m$, and thus we are done.

Suppose $\left|\mathcal{F} \cap\left(X_{1}\right)\right| \leqslant \delta m$. Let $\mathcal{G}:=\left\{\mathrm{F}_{\mathrm{k}} \in \mathcal{F} \backslash\left(\mathrm{X}_{1}\right)| |\left(\mathrm{F}_{\mathrm{b}}, \mathrm{F}_{\mathrm{k}}\right) \cap \mathcal{F} \mid=2\right.$ for $\left.1 \leqslant \mathrm{~b} \leqslant 2\right\}$. Since $F_{1}, F_{2} \in \mathcal{T}$ and $\left|\mathcal{F} \cap\left(X_{1}\right)\right| \leqslant \delta m$, we have $|\mathcal{G}| \geqslant(1-5 \delta) m$. Moreover, by definition of $X$ we have that $\mathcal{G} \subset \mathcal{F}_{\text {good }}\left(\mathrm{F}_{1}\right) \cap \mathcal{F}_{\text {good }}\left(\mathrm{F}_{2}\right)$. We now show that there is $\ell \in S_{1}, \mathrm{P} \in \mathrm{S}_{2}$ such that $\mathcal{G} \subset\left(\mathrm{P}, \ell^{2}\right)$ and $\mathrm{F}_{1}, \mathrm{~F}_{2} \in\left(\mathrm{P}, \ell^{2}\right)$.

In what follows, $b \in\{1,2\}$. For $F_{k} \in \mathcal{G}$, we have that $\left(F_{k}, F_{b}\right)$ is not radical, since it does not span a third element of $\mathcal{F}$. By Theorem 1.5 and $F_{k} \in \mathcal{F}_{\text {good }}\left(F_{b}\right)$ we must have that $\left(F_{k}, F_{b}\right)$ has a quadratic minimal prime. Since $F_{k}, F_{b} \in(Q, x, y) \backslash(x, y)$ the quadratic in the minimal prime must have strength $\geqslant 17$. Thus, Lemma 5.6 implies $\left(F_{k}, F_{b}\right) \subset\left(P_{k b}, \ell_{\mathrm{kb}}^{2}\right)$ for $P_{k b} \in S_{2}$ and $\ell_{k b} \in S_{1}$ with $s\left(\mathrm{P}_{\mathrm{kb}}\right) \geqslant s(\mathrm{Q})-3 \geqslant 20$.

In particular, the above implies $F_{1}=u_{1} P_{1}-a_{1}^{2} v_{1}$ and $F_{2}=u_{2} P_{2}-a_{2}^{2} v_{2}$, where $a_{b}, u_{b}, v_{b} \in$ $W^{(b)}$ and $P_{b} \in S_{2}$ such that $s\left(P_{b}\right) \geqslant 20$. Moreover $F_{2} \notin\left(W^{(1)}\right) \Rightarrow u_{2} \notin\left(u_{1}, a_{1}, v_{1}\right)$. Hence, Proposition 6.21 applied to $F_{1}, F_{2}, F_{k}$, where $F_{k} \in \mathcal{G}$ implies that there is $P_{k} \in S_{2}$ and $\ell_{k} \in S_{2}$ such that $F_{1}, F_{2}, F_{k} \in\left(P_{k}, \ell_{k}^{2}\right)$. Thus, $\ell_{k} \in W_{1}^{(1)}$ for each such $k$, and in particular we have that $u_{2} \notin\left(\ell_{k}, \ell_{j}\right)$ for any two distinct $\ell_{k}, \ell_{j}$. Hence, Remark 5.9 applied to $F_{2}$ and the ideals $\left(P_{k}, \ell_{k}^{2}\right)$ imply that $\left(P_{k}, \ell_{k}^{2}\right)=\left(P_{j}, \ell_{j}^{2}\right)$ for any two distinct $F_{j}, F_{k} \in \mathcal{G}$. This proves that there is $\left(P, \ell^{2}\right)$ such that $\mathcal{G} \subset\left(P, \ell^{2}\right)$ and $s(P) \geqslant 20$.

By the above paragraph, we can write $F_{k} \in \mathcal{G}$ as $F_{k}=u_{k} P-\ell^{2} v_{k}$, as well as $F_{1}=u_{1} P-\ell^{2} v_{1}$ and $F_{2}=u_{2} P-\ell^{2} v_{2}$. By Proposition 6.20 and Lemma 3.9, there are at most $2^{9} \cdot 5 \cdot \delta m F_{k} \in \mathcal{G}$ such that $\left|\operatorname{rad}\left(F_{1}, F_{k}\right) \cap \mathcal{G}\right|=2$. Since $|\mathcal{G}| \geqslant(1-5 \delta) m \gg 2^{9} \cdot 5 \cdot \delta m$, let us take $F_{k} \in \mathcal{G}$ such that $\left|\operatorname{rad}\left(F_{1}, F_{k}\right) \cap \mathcal{G}\right| \geqslant 3$ and $\operatorname{rad}\left(F_{1}, F_{k}\right) \cap \mathcal{F} \subset \mathcal{G}$.

By the moreover part of Proposition 6.20, and the fact that $u_{1} v_{k}-u_{k} v_{1}$ is square-free, we must have $u_{1} v_{k}-u_{k} v_{1} \in(\ell)$ and thus $u_{1} v_{k}-u_{k} v_{1}=g \ell$ where $g=\alpha u_{1}-\beta u_{k}$ for $\alpha \beta \neq 0$. Let $F_{i} \in \operatorname{rad}\left(F_{1}, F_{k}\right)$ be their SG dependency. Since $\ell^{2}\left(u_{1} v_{i}-u_{i} v_{1}\right)=\operatorname{Resp}\left(F_{1}, F_{i}\right) \in(\ell g)$ we have that $u_{1} v_{i}-u_{i} v_{1} \in(g)$. However, since $\operatorname{rad}\left(F_{1}, F_{k}\right) \cap \mathcal{F} \subset \mathcal{G}$ we must have $\operatorname{rad}\left(F_{1}, F_{i}\right) \cap \mathcal{F} \subset \mathcal{G}$ and thus we must also have $u_{1} v_{i}-u_{i} v_{1} \in(\ell g)$, which implies $\operatorname{rad}\left(F_{1}, F_{k}\right)=\operatorname{rad}\left(F_{1}, F_{i}\right)$ which by Proposition 6.20 implies $F_{i} \in\left(F_{1}, F_{k}\right)$, which is a contradiction.

## 7 Radical Sylvester-Gallai for cubics

In this section, we prove our second main theorem: the radical Sylvester-Gallai theorem for irreducible cubics. Throughout this section, our SG configuration will be denoted by $\mathcal{F}:=$ $\mathcal{F}_{1} \sqcup \mathcal{F}_{2} \sqcup \mathcal{F}_{3}$, where $\mathcal{F}_{\mathrm{d}}:=\mathcal{F} \cap S_{\mathrm{d}}$, and we will denote $m:=|\mathcal{F}|$ and $\mathfrak{m}_{\mathrm{d}}:=\left|\mathcal{F}_{\mathrm{d}}\right|$ for $\mathrm{d} \in[3]$. Moreover, we will write $\mathcal{F}_{3}:=\left\{\mathrm{C}_{1}, \ldots, \mathrm{C}_{\mathrm{m}_{3}}\right\}$.

Before stating our main theorem, we need a couple of definitions which will be useful when handling the cases which appear in our analysis. These definitions are motivated by our structure theorem Theorem 1.5.

Definition 7.1. Given a radical Sylvester-Gallai configuration $\mathcal{F}$, and a cubic $C \in \mathcal{F}_{3}$, divide the
cubic polynomials as follows:

$$
\begin{aligned}
\mathcal{F}_{\text {span }}(C) & :=\left\{P \in \mathcal{F}_{3}| | \operatorname{span}_{\mathbb{C}}\{P, C\} \cap \mathcal{F} \mid \geqslant 3\right\} \\
\mathcal{F}_{\text {linear }}(C) & :=\left\{P \in \mathcal{F}_{3} \mid(P, C) \subset(x, y), x, y \in S_{1}\right\} \\
\mathcal{F}_{\text {quad }}(C) & :=\left\{P \in \mathcal{F}_{3} \mid(P, C) \subset(x, Q), x \in S_{1}, Q \in S_{2}\right\} \\
\mathcal{F}_{\mathfrak{m d}}(C) & :=\left\{P \in \mathcal{F}_{3} \mid(P, C) \subset I_{V}, \text { where } I_{V} \text { ideal of variety of minimal degree }\right\} \\
\mathcal{F}_{\text {factor }}(C) & :=\left\{P \in \mathcal{F}_{3} \mid x y^{2} \in \operatorname{span}_{\mathbb{C}}\{P, C\}, \text { for } x, y \in S_{1}\right\}
\end{aligned}
$$

And for a parameter $v \in(0,1)$ define the following subset of $\mathcal{F}$ :

$$
\mathcal{F}_{\text {span }}:=\left\{C \in \mathcal{F}_{3}| | \mathscr{F}_{\text {span }}(C)|\geqslant v \cdot| \mathcal{F}_{3} \mid\right\}
$$

Another good definition to have is the set of pairs of cubics $P, Q \in S_{3}$ which not only do not span a third cubic (and therefore ( $P, Q$ ) is not radical) but the radical of $(P, Q)$ has its $S G$ dependency in lower degrees. We term such pairs "bad pairs" and give the formal definition below.

Definition 7.2 (Bad Pairs). Given a radical SG configuration $\mathcal{F}$, we say that two cubics $\mathrm{C}_{1}, \mathrm{C}_{2} \in \mathcal{F}_{3}$ form a bad pair if $\left|\operatorname{rad}\left(\mathrm{C}_{1}, \mathrm{C}_{2}\right) \cap \mathcal{F}_{3}\right|=2$. That is, we have the their SG dependency is in $\mathcal{F}_{1} \cup \mathcal{F}_{2}$. Given a polynomial $C \in \mathcal{F}_{3}$, let $\mathcal{F}_{\text {bad }}(C)$ be the set of cubics $F \in \mathcal{F}_{3}$ such that $(C, F)$ is a bad pair.

The following proposition also allows us to assume that $\mathrm{m}_{3}=\omega(1)$, otherwise we essentially have that $\mathcal{F}$ is a 2-radical-SG configuration over a small algebra.

Proposition 7.3. If $\mathcal{F}$ is a 3-radical-SG configuration and $\mathrm{m}_{3}=\mathrm{O}(1)$, then $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}(1)$.
Proof. Let $C_{1}, \ldots, C_{t} \in \mathcal{F}_{3}$ be the cubics from $\mathcal{F}_{3}$ for which $s\left(C_{i}\right)=1$. Since $t \leqslant m=O(1)$, Corollary 4.13 implies that there is a $(20,1)$-wide $W$ with $\operatorname{dim} W=O(1)$ such that $C_{1}, \ldots, C_{t} \in \mathbb{K}[W]$.

Now, if $\mathcal{G}:=\mathcal{F}_{1} \sqcup \mathcal{F}_{2}$, the SG dependencies for $\mathcal{F}$ imply that $\mathcal{G}$ is a $(2, W)$-radical-SG configuration, and hence Proposition 6.7 implies that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathrm{G}\}=\mathrm{O}(1)$ and we are done.

Given the above proposition, we shall henceforth assume that $m_{3}=\omega(1)$.

### 7.1 Controlling the Cubic Forms

In this section, we will prove that the strong forms in $\mathcal{F}_{3}$ are in $\mathcal{F}_{\text {span }}$.
Lemma 7.4. Let $\delta \leqslant 1 / 30$ and define $\mathcal{F}_{\text {span }}$ with respect to $\delta$ as in Definition 7.1. If $\mathrm{C} \in \mathcal{F}_{3}$ is such that $s(C) \geqslant 3$, then $C \in \mathcal{F}_{\text {span }}$.

Proof. We will prove this lemma by first showing that for all but $2 \sqrt{m_{3}}$ cubics $F \in \mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}(C)$, we can find a third cubic $G \in \mathcal{F}_{3} \cap \operatorname{rad}(C, F)$ such that $(C, G)$ is a radical ideal. Thus, for such $F$, we can associate to the pair $\{C, F\}$ a third cubic $G \in \mathcal{F}_{\text {span }}(C) \cap \operatorname{rad}(C, F)$. Then, we will show that for at most 8 such polynomials $F_{1}, \cdots, F_{8} \in \mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}(C)$, the associated cubics $G_{i}$ that we obtain can be the same. This will imply that $\left|\mathcal{F}_{\text {span }}(C)\right| \geqslant m_{3} / 20$ and thus $C \in \mathcal{F}_{\text {span }}$. Indeed, let $\left|\mathcal{F}_{\text {span }}(C)\right|=\mathfrak{m}^{\prime}$. Then $\left|\mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}(C)\right|=\mathfrak{m}_{3}-m^{\prime}$, and we must have $\frac{m_{3}-m^{\prime}-2 \sqrt{m_{3}}}{8} \leqslant m^{\prime}$. We may assume that $\sqrt{\mathfrak{m}_{3}} \leqslant \frac{\mathfrak{m}_{3}}{4}$. Then the previous inequality implies that we must have $\frac{\mathfrak{m}_{3}}{20} \leqslant \mathrm{~m}^{\prime}$.

If $C_{i} \notin \mathcal{F}_{\text {span }}(C)$, we must have that $\left(C, C_{i}\right)$ is not radical. Since $s(C) \geqslant 3$, Theorem 1.5 implies $C_{i}=C+x_{i} y_{i}^{2}$ or $C_{i}=C+x_{i}^{3}$ for linearly independent forms $x_{i}, y_{i} \in S_{1}$. We have two cases:

Case 1: $\quad C_{i}=C+x_{i} y_{i}^{2}$, with dim $\operatorname{span}_{\mathbb{K}}\left\{x_{i}, y_{i}\right\}=2$.
Note that we have $\operatorname{rad}\left(C, C_{i}\right)=\left(C, x_{i} y_{i}\right)$ by Proposition B.3. Thus we cannot have a linear or irreducible quadratic form in $\operatorname{rad}\left(C, C_{i}\right)$. Therefore the $S G$ condition implies the existence of $C_{j} \in \operatorname{rad}\left(C, C_{i}\right)=\left(C, x_{i} y_{i}\right)$, which implies that $C_{j}=C+x_{i} y_{i} z_{j}$. If $z_{j} \notin \operatorname{span}_{\mathbb{K}}\left\{x_{i}\right\} \cup \operatorname{span}_{\mathbb{K}}\left\{y_{i}\right\}$, we have that $\left(C, C_{j}\right)$ is radical, by Theorem 1.5 and therefore $C_{j} \in \mathcal{F}_{\text {span }}(C)$. Note that if $z_{j} \in \operatorname{span}_{\mathbb{K}}\left\{y_{i}\right\}$, then we would have $C_{j} \in \operatorname{span}_{\mathbb{K}}\left\{C, C_{i}\right\}$, and hence $C_{i} \in \mathcal{F}_{\text {span }}(C)$ which is a contradiction. Thus we may assume that $C_{j}=C+\alpha x_{i}^{2} y_{i}$ for some $\alpha \in \mathbb{K}^{*}$. If $C_{j} \in \mathcal{F}_{\text {span }}(C)$ we are done, so assume this is also not the case.

Note that $s(C) \geqslant 3 \Rightarrow\left(C_{i}, C_{j}\right)=\left(C_{i}, x_{i} y_{i}\left(y_{i}-\alpha x_{i}\right)\right)$ is a radical ideal. Since $C \notin\left(C_{i}, C_{j}\right)$, there is $k \neq i, j$ such that $C_{k} \in\left(C_{i}, C_{j}\right)$ and $C_{k} \notin(C)$. Hence, we can write $C_{k}=C+x_{i} y_{i} z_{k}$, where $z_{k} \in\left(x_{i}, y_{i}\right)$. Note that $k \neq i, j$ implies $z_{k} \notin \operatorname{span}_{\mathbb{K}}\left\{x_{i}\right\} \cup \operatorname{span}_{\mathbb{K}}\left\{y_{i}\right\}$, otherwise either $C_{i}$ or $C_{j}$ would be in $\mathcal{F}_{\text {span }}(C)$. In this case, we have that $\left(C, C_{k}\right)$ is radical by Theorem 1.5 and thus $C_{k} \in \mathcal{F}_{\text {span }}(C) \cap \operatorname{rad}\left(C, C_{i}\right)$.

Case 2: $\quad C_{i}=C+x_{i}^{3}$.
Note that $\operatorname{rad}\left(C, C_{i}\right)=\left(C, x_{i}\right)$ by Proposition B.3. Thus we can not have an irreducible quadratic form in $\operatorname{rad}\left(C, C_{i}\right)$. Therefore the $S G$ condition implies that either there is a cubic $C_{j} \in \operatorname{rad}\left(C, C_{i}\right)=\left(C, x_{i}\right)$, or there exists a linear form $x \in \mathcal{F}_{1} \cap \operatorname{rad}\left(C, C_{i}\right)$. Note that in the latter case we must have that $x \in\left(x_{i}\right)$, and $x=\alpha_{i} x_{i}$ for some $\alpha \in \mathbb{K}^{*}$.

Case 2.1: there is a cubic $C_{j} \in \operatorname{rad}\left(C, C_{i}\right)=\left(C, x_{i}\right)$.
In this case, we have $C_{j}=C+x_{i} y_{j} z_{j}$ or $C_{j}=C+x_{i} Q_{j}$ where $Q_{j}$ is an irreducible quadratic. Note that if the latter happens, by Theorem 1.5 we have that $\left(C, C_{j}\right)$ is radical, and therefore $C_{j} \in \mathcal{F}_{\text {span }}(C)$. Thus, we are left with the case where $C_{j}=C+x_{i} y_{j} z_{j}$ for $y_{j}, z_{j} \in S_{1}$.

If $y_{j} \notin \operatorname{span}_{\mathbb{K}}\left\{x_{i}\right\} \cup \operatorname{span}_{\mathbb{K}}\left\{z_{j}\right\}$ then by Theorem 1.5 we have that $\left(C, C_{j}\right)$ is radical and we are done. Otherwise, we have that $C_{j}=C+x_{i} z_{j}^{2}$ or $C_{j}=C+x_{i}^{2} z_{j}$, which we already handled in the previous case.

Case 2.2: we have $\alpha_{i} x_{i} \in \operatorname{rad}\left(C, C_{i}\right)$ is the only $S G$ dependence of $C, C_{i}$ in $\mathcal{F}$, where $\alpha_{i} \in \mathbb{K}^{*}$.
Let $\Gamma:=\left\{F_{1}, \ldots, F_{r}\right\} \subset \mathcal{F}_{3}$ be the set of cubic forms which satisfy this case, where $F_{i}=C+x_{i}^{3}$, with $x_{i} \in S_{1}$. For each $i \neq j \in[r]$, by Theorem 1.5 we have that $\left(F_{i}, F_{j}\right)$ is radical. Indeed, since $s(C) \geqslant 3$ the ideal $\left(F_{i}, F_{j}\right)$ can not have a linear or quadratic minimal prime. If $F_{i}=F_{j}+u v^{2}$, then we have $x_{i}^{3}-x_{j}^{3}=u v^{2}$. By unique factorization, we must have $x_{i} \in\left(x_{j}\right)$. Then we would have $F_{j} \in \operatorname{rad}\left(C, F_{i}\right)$ which is a contradiction. Suppose there is a minimal prime $\mathfrak{p}$ of $\left(F_{i}, F_{j}\right)$ which defines a variety of minimal degree. Then we must have $x_{i}^{3}-x_{\mathfrak{j}}^{3} \in \mathfrak{p}$, which is a contradiction since the prime ideal $\mathfrak{p}$ cannot contain a linear form. Therefore $F_{i}, F_{j}$ must span a third element in $\mathcal{F}_{3}$, of the form $G_{i, j}:=C+\lambda x_{i}^{3}+(1-\lambda) x_{j}^{3}$ (after proper scalar multiplication). By Proposition B. 4 we have that for each pair $\{i, j\} \subset[r]$, we must have a distinct form $G_{i, j}$ of the form above. Thus, we have that $\binom{r}{2} \leqslant m_{3}$, which implies that $r \leqslant 2 \sqrt{m_{3}}$. Therefore, we can disregard this case.

Showing that spanned polynomials are mostly distinct: Now, let $C_{1}, \ldots, C_{t}$ be the polynomials in $\mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}(C)$ which satisfy cases 1 and 2.1, i.e. $C_{i}=C+x_{i} y_{i}^{2}$ for some linear forms $x_{i}, y_{i}$. Let $\mathrm{G}_{1}, \ldots, \mathrm{G}_{\mathrm{t}} \in \mathcal{F}_{\text {span }}(\mathrm{C})$ be the polynomials that we obtained from the process above such that $\left(C, G_{i}\right) \subset \operatorname{rad}\left(C, C_{i}\right)$. Note that $C_{i}$ 's are distinct polynomials, whereas the $G_{j}$ 's may not be.

Note that by our construction ( $C, G_{j}$ ) is radical and we have $G_{j}=C+u_{j} v_{j} w_{j}$ where $u_{j}, v_{j}, w_{j}$ are pairwise linearly independent. Suppose $G_{j} \in \operatorname{rad}\left(C, C_{i}\right)$ for some $i$. If $C_{i}=C+x_{i} y_{i}^{2}$ then we must have $x_{i}, y_{i} \in \operatorname{span}_{\mathbb{K}}\left\{u_{j}\right\} \cup \operatorname{span}_{\mathbb{K}}\left\{v_{j}\right\} \cup \operatorname{span}_{\mathbb{K}}\left\{w_{j}\right\}$. Therefore we must have that $C_{i}$ is of the form $C+\beta x y^{2}$ where $x, y \in\left\{u_{j}, v_{j}, w_{j}\right\}$. If we have more than 8 such $C_{i}$ 's, then there must be two distinct $C_{\ell}, C_{k}$ which are of the same form. Then we will have $C_{k} \in \operatorname{span}_{\mathbb{K}}\left\{C, C_{\ell}\right\}$, which is a contradiction because $C_{\ell} \notin \mathcal{F}_{\text {span }}(C)$. Therefore at most 8 of the $C_{i}{ }^{\prime}$ s can give us the same $G_{j}$.

Lastly, we also need the following auxiliary lemma:
Proposition 7.5. Let $\mathcal{A}$ be a $(10,1)$-wide $A H$ algebra and $\mathrm{C} \in \mathcal{A} \cap \mathrm{S}_{3}$ be an irreducible cubic form. Suppose $\mathrm{F}=\mathrm{C}-\mathrm{xy}^{2}$ is an irreducible cubic form where $\mathrm{x}, \mathrm{y} \notin \mathcal{A}$. Then, up to multiplication by an unit, there exists at most one irreducible cubic $\mathrm{P} \in \mathcal{A} \cap \mathrm{S}_{3}$ such that $\mathrm{C} \notin(\mathrm{P})$ and $(\mathrm{F}, \mathrm{P})$ is not a radical ideal.

Proof. Let $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ be the (10, 1)-wide AH vector space that generates $\mathcal{A}$. Let $z_{1}, \cdots, z_{\mathrm{r}}$ and $Q_{1}, \cdots, Q_{m}$ be bases for $V_{1}$ and $V_{2}$ respectively. Let $V_{1}^{\prime}=V_{1}+\operatorname{span}_{\mathbb{K}}\{x, y\}$. Then $V^{\prime}=V_{1}^{\prime}+V_{2}$ is an $(8,1)$-wide $A H$ vector space. Let $\mathcal{A}^{\prime}=\mathbb{K}\left[V^{\prime}\right]$. Note that if $x, y$ are linearly independent modulo $V_{1}$, then we have that $x, y, z_{1}, \cdots, z_{r}, Q_{1}, \cdots, Q_{m}$ is an $R_{3}$-sequence that generates $\mathcal{A}^{\prime}$. Otherwise we may assume that $y, z_{1}, \cdots, z_{r}, Q_{1}, \cdots, Q_{\mathfrak{m}}$ is an $R_{3}$-sequence that generates $\mathcal{A}^{\prime}$.

Let $\mathrm{P}_{1}, \mathrm{P}_{2} \in \mathcal{A} \cap \mathrm{~S}_{3}$ be irreducible cubic forms such that $\mathrm{C} \notin\left(\mathrm{P}_{\mathrm{i}}\right)$ and $\mathrm{P}_{1} \notin\left(\mathrm{P}_{2}\right)$. Suppose that $\left(F, P_{i}\right)$ is not radical for $i=1,2$. Note that $F=C-x y^{2} \notin(V)$ as $x, y \notin \mathcal{A}$. Therefore, by Lemma 3.22, we must have $\operatorname{Disc}_{x}^{\mathcal{A}^{\prime}}(F) \cdot \operatorname{Disc}_{y}^{\mathcal{A}^{\prime}}(F) \in\left(P_{i}\right)$ for $\mathfrak{i}=1,2$. If $x, y$ are linearly independent modulo $V_{1}$, then we have that $\operatorname{Disc}_{x}^{\mathcal{A}^{\prime}}(F)=-y^{2}$ and $\operatorname{Disc}_{y}^{\mathcal{A}^{\prime}}(F)=4 x^{2} C$. Hence we have a contradiction since $C \notin\left(P_{i}\right)$. If $x, y$ are not linearly independent modulo $V_{1}$, suppose $x=z+\alpha y$, where $z \in V_{1}$ and $\alpha \in \mathbb{K}^{*}$. In this case, we must have that $\operatorname{Disc}_{y}^{\mathcal{A}^{\prime}}(F) \in\left(P_{i}\right)$ for $\mathfrak{i}=1,2$. Now we have $\operatorname{Disc}_{y}^{\mathcal{A}^{\prime}}(F)=C\left(4 \alpha z^{3}-27 \alpha^{3} C\right)$. Since $C \notin\left(P_{i}\right)$, we must have that $\left(4 \alpha z^{3}-27 \alpha^{3} C\right)=\beta_{i} P_{i}$ for $i=1,2$ where $\beta_{i} \in \mathbb{K}^{*}$, which is a contradiction.

### 7.2 Proof of Theorem 1.4

We begin by restating our main theorem on radical Sylvester-Gallai configurations. Our high level strategy is as follows: we first construct a small algebra that contains $\mathcal{F}_{3}$, and once we construct this algebra, we apply our "inductive step" by using Proposition 6.7 that a quadratic radical SG configuration over a strong algebra has small dimension.

We begin by proving that in a 3-radical-SG configuration, if $\mathcal{F}_{3}$ is not a $(0, \delta)$-linear-SG configuration, for a constant $\delta \in(0,1 / 30]$, then all polynomials in $\mathcal{F}_{3}$ must be of low strength.

Proposition 7.6. Let $\delta \leqslant 1 / 30$ and define $\mathcal{F}_{\text {span }}$ with respect to $\delta$ as in Definition 7.1. Suppose that $\mathcal{F}_{3} \neq \mathcal{F}_{\text {span }}$. Then we have $s(F) \leqslant 5$ for all $F \in \mathcal{F}_{3}$.

Proof. Suppose, for the sake of a contradiction, that there is $C \in \mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}$ and a cubic $F \in \mathcal{F}_{3}$ such that $s(F) \geqslant 6$. By Lemma 7.4, we know that $F \neq C$, as $s(C) \leqslant 2$. Let $\mathcal{L}:=\mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}(C)=\left\{G_{1}, \ldots, G_{t}\right\}$. Now, $C \notin \mathcal{F}_{\text {span }} \Rightarrow t \geqslant(1-\delta) m_{3}$. By definition of $\mathcal{L}$, we have that, for $i \in[t],\left(G_{i}, C\right)$ is not radical and therefore, by Theorem 1.5 we have that $s_{\max }\left(G_{i}, C\right) \leqslant 3$, where if equality happens then $G_{i}=C+x_{i} y_{i}^{2}$, for some $x_{i}, y_{i} \in S_{1}$.

In particular, the above implies that $s_{\max }\left(G_{i}, G_{j}\right) \leqslant 5$ for any $\mathfrak{i} \neq \mathfrak{j} \in[t]$. Since $s\left(G_{i}\right) \leqslant 3$, Theorem 1.5 implies that $\left(F, G_{i}\right)$ is radical and thus $G_{i} \in \mathcal{F}_{\text {span }}(F)$. However, since $t \geqslant(1-\delta) m_{3}>$ $m_{3} / 2$, there exist $i \neq j \in[t]$ such that $G_{j} \in\left(F, G_{i}\right)$, which is a contradiction, as the latter inclusion
implies that either $G_{j} \in\left(G_{i}\right)$ (contradicting the hypothesis of our SG configuration) or that $F \in\left(G_{i}, G_{j}\right) \Rightarrow 6 \leqslant s(F) \leqslant s_{\max }\left(G_{i}, G_{j}\right) \leqslant 5$.

With the above observation at hand, we will prove that there exists a $w$-AH vector space $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ and a space of cubics $\mathrm{U} \subset \mathrm{S}_{3}$ where any nonzero $\mathrm{C} \in \mathrm{U}$ satisfies $s(\mathrm{C}) \geqslant 3$ such that $\operatorname{dim}(\mathrm{U}+\mathrm{V})=\mathrm{O}(1)$ and $\mathcal{F}_{3} \subset \mathbb{C}[\mathrm{U}, \mathrm{V}]$. Moreover, if $\mathrm{C} \in \mathcal{F}_{3}$ is such that $s(\mathrm{C}) \leqslant 2$, then $\mathrm{C} \in \mathbb{K}[\mathrm{V}]$. Once we prove this structure, we will show how to reduce the cubic radical SG problem to the quadratic radical SG problem with the strong subalgebra $\mathbb{K}[\mathrm{V}]$.

Theorem 1.4. If $\mathcal{F}$ is a 3-radical-SG configuration, then

$$
\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}(1) .
$$

Proof. Let $\delta=2^{-10}$ and $\mathcal{F}_{\text {span }}$ be defined with respect to $\delta$ as in Definition 7.1.
Constructing small subalgebra containing $\mathcal{F}_{3}$. We now will construct a ( 10,1 )-wide vector space $V=V_{1}+V_{2}$ with $\operatorname{dim} V=O(1)$, and a vector space $U \subset S_{3}$ with $\operatorname{dim}(U)=O(1)$ such that $\mathcal{F}_{3} \subset \mathbb{K}[\mathrm{U}, \mathrm{V}]$ where any $\mathrm{C} \in \mathcal{F}_{3}$ such that $s(\mathrm{C}) \leqslant 2$ is contained in $\mathbb{K}[\mathrm{V}]$.

We divide this part of the proof into two cases:
Case 1: $\left|\mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}\right| \leqslant 3$
In this case, we have that $\mathcal{F}_{3}$ is a $(3, \delta)$-linear-SG configuration, and Proposition 6.4 gives us $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{3}\right\}=O(1)$. Take a basis $C_{1}, \ldots, C_{t} \in \mathcal{F}_{3}$ such that $W=\operatorname{span}_{\mathbb{K}}\left\{C_{1}, \ldots, C_{t}\right\}=$ $\operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{3}\right\}$. By iteratively picking basis elements of lowest strength, we can construct a basis $F_{1}, \ldots, F_{r}, G_{1}, \ldots, G_{t-r}$ such that $s\left(F_{i}\right) \leqslant 2$, and any element of $W$ that depends non-trivially on $G_{1}, \ldots, G_{t-r}$ has strength $\geqslant 3$. Let $V$ be the ( 10,1 )-wide vector space from Corollary 4.13 applied to $\operatorname{span}_{\mathbb{K}}\left\{F_{1}, \ldots, F_{r}\right\}$. Hence $\operatorname{dim} V=O(1)$. Moreover, by our choice of basis, if $C \in \mathcal{F}_{3}$ is such that $s(C) \leqslant 2$, then $C \in \mathbb{K}[V]$. Taking $U=\operatorname{span}_{\mathbb{K}}\left\{G_{1}, \ldots, G_{t-r}\right\}$ concludes this case.

Case 2: $\mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}=\left\{\mathrm{C}_{1}, \ldots, \mathrm{C}_{\mathrm{k}}\right\}$, where $\mathrm{k} \geqslant 3$.
By Proposition 7.6, we have that $s(\mathrm{C}) \leqslant 5$ for all $\mathrm{C} \in \mathcal{F}_{3}$. Moreover, by Lemma 7.4, we know that $s\left(C_{i}\right) \leqslant 2$ for all $i \in[k]$. We can assume w.l.o.g. that $2 \geqslant s\left(C_{1}\right) \geqslant s\left(C_{2}\right) \geqslant \cdots \geqslant s\left(C_{k}\right) \geqslant 1$. Since each $C_{i} \notin \mathcal{F}_{\text {span }}$, we have that $\left|\mathcal{F}_{\text {span }}\left(C_{i}\right)\right| \leqslant \delta m_{3}$ and therefore at least $(1-\delta) m_{3}$ of the polynomials in $\mathcal{F}_{3}$ do not form a radical ideal with $C_{i}$.

In this case, we will first prove that there exists a subspace $W_{1} \subset S_{1}$ such that:

1. $\operatorname{dim}\left(W_{1}\right)=O(1)$
2. there exists a subset $\mathcal{G} \subset \mathcal{F}_{3} \cap\left(W_{1}\right)$ such that $|\mathcal{G}| \geqslant(1-3 \delta) m_{3}$

Case 2.1: $s\left(C_{1}\right)=2$.
Let $W=W_{1}+W_{2}$ be the ( 3,10 )-wide algebra that one obtains from a minimal collapse of $C_{1}, C_{2}, C_{3}$. Let $\mathcal{G}:=\mathcal{F} \backslash \mathcal{F}_{\text {span }}\left(C_{1}\right) \cup \mathcal{F}_{\text {span }}\left(C_{2}\right) \cup \mathcal{F}_{\text {span }}\left(C_{3}\right)$. Since $C_{1}, C_{2}, C_{3} \notin \mathcal{F}_{\text {span }}$, we have that $|\mathcal{G}|>(1-3 \delta) m_{3}$. In this case, we will show that $\mathcal{G} \subset\left(W_{1}\right)$.

Since $s\left(C_{1}\right)=2$, Theorem 1.5 implies that $\mathcal{F}_{3} \backslash \mathcal{F}_{\text {span }}\left(C_{1}\right)=\mathcal{F}_{\mathbf{m d}}\left(C_{1}\right) \cup \mathcal{F}_{\text {factor }}\left(C_{1}\right)$. Since $s\left(C_{1}\right)=2$, if $\mathcal{F}_{\mathbf{m d}}\left(C_{1}\right) \neq \varnothing$ then $C_{1} \in \mathbb{K}\left[W_{1}\right]$ and therefore by Lemma 4.16 any variety of minimal degree containing $C_{1}$ will have all its defining linear forms in $W_{1}$. Hence $\mathcal{F}_{\mathrm{md}}\left(C_{1}\right) \subset\left(W_{1}\right)$.

Thus, if a polynomial $F \in \mathcal{G}$ is not in $\left(W_{1}\right)$, by the above it must be the case that $F \in \mathcal{F}_{\text {factor }}\left(C_{1}\right)$, since $\left(F, C_{1}\right)$ is not radical and $F \notin\left(W_{1}\right)$. In this case we must have $F=C_{1}-x y^{2}$, where $x, y \notin \mathbb{K}[W]$. However, we also know that ( $\mathrm{F}, \mathrm{C}_{2}$ ) and ( $\mathrm{F}, \mathrm{C}_{3}$ ) are not radical, and this contradicts Proposition 7.5. Hence, we have that $\mathcal{G} \subset\left(W_{1}\right)$, as we wanted.

Case 2.2: $s\left(C_{1}\right)=1$.
Similarly to the previous case, let $\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}$ be the ( 3,10 )-wide algebra that one obtains from a minimal collapse of $C_{1}, C_{2}, C_{3}$. Let $\mathcal{G}=\mathcal{F} \backslash \mathcal{F}_{\text {span }}\left(C_{1}\right) \cup \mathcal{F}_{\text {span }}\left(C_{2}\right) \cup \mathcal{F}_{\text {span }}\left(C_{3}\right)$. Since $C_{1}, C_{2}, C_{3} \notin \mathcal{F}_{\text {span }}$, we have that $|\mathcal{G}|>(1-3 \delta) m_{3}$. In this case, we will now show that there is a vector space $X \subset S_{1}$ with $\operatorname{dim} X=O(1)$ such that $\mathcal{G} \subset\left(U_{1}+X\right)$, and thus we can take $W_{1}=U_{1}+X$.

If $\mathcal{G} \subset\left(\mathrm{U}_{1}\right)$, we can take $\mathrm{X}=0$ and we are done. Therefore let's assume that $\mathcal{G} \notin\left(\mathrm{U}_{1}\right)$. Consider $\mathrm{F} \in \mathcal{G} \backslash\left(\mathrm{U}_{1}\right)$. By Theorem 1.5 and the fact that $\mathrm{F} \notin\left(\mathrm{U}_{1}\right)$ the only possible cases are the following:

1. $\mathrm{F} \in \mathcal{F}_{\text {factor }}\left(\mathrm{C}_{\mathrm{b}}\right)$ for some $\mathrm{b} \in[3]$.

In this case, we can assume $F \in \mathcal{F}_{\text {factor }}\left(C_{1}\right)$, which implies that $F=C_{1}+x y^{2}$ where $x, y \notin \mathbb{K}[U]$. However, by Proposition 7.5 , there is at most one irreducible cubic $P \in \mathbb{K}[U]$ such that $P \notin\left(C_{1}\right)$ and $(F, P)$ is not radical. This contradicts the fact that $F \in \mathcal{G}$, as that implies $\left(F, C_{2}\right)$ and ( $F, C_{3}$ ) are both not radical. Thus, this subcase is ruled out.
2. $\mathrm{F} \in \mathcal{F}_{\text {quad }}\left(\mathrm{C}_{\mathrm{b}}\right)$ for some $\mathrm{b} \in[3]$ and $\mathrm{F} \notin \mathcal{F}_{\text {factor }}\left(\mathrm{C}_{\mathrm{b}}\right)$ for any $\mathrm{b} \in[3]$.

In this case, we can assume that $F \in \mathcal{F}_{\text {quad }}\left(C_{1}\right)$. Hence, we must have $F, C_{1} \in(Q, \ell)$ for some $\ell \in S_{1}$ and $Q \in S_{2}$. If there is a linear minimal prime $(x, y)$ then, by Lemma 4.16, we have $x, y \in U_{1}$. This is a contradiction as $F \notin\left(U_{1}\right)$. Suppose the minimal prime $(Q, \ell)$ has multiplicity 1 . If we have a minimal prime $\mathfrak{p}$ with $e(\mathfrak{p})=3$ or $e(\mathfrak{p})=4$, and $\mathfrak{m}(\mathfrak{p}) \geqslant 2$, then we must have a linear minimal prime, which is again a contradiction. Therefore, by Theorem 1.5 we may assume that $(Q, \ell)$ is a minimal prime of $\left(C_{1}, F\right)$ with multiplicity at least 2 . Thus, Corollary 5.7 applies, and we have that $F, C_{1} \in\left(Q, \ell^{2}\right)$, so we can write $F=y Q+\ell^{2} z$ for some $y \in S_{1} \backslash W_{1}, z \in S_{1}$. As $C_{1} \in\left(Q, \ell^{2}\right)$, we must have $s(Q) \geqslant 10$, otherwise we would have $\mathrm{C}_{1} \in \mathbb{K}\left[\mathrm{U}_{1}\right]$, which implies $\mathrm{Q} \in\left(\mathrm{U}_{1}\right)$, contradicting $\mathrm{F} \notin\left(\mathrm{U}_{1}\right)$.
Hence, Theorem 1.5 and the facts that $\mathrm{F} \notin\left(\mathrm{U}_{1}\right)$ and $s(\mathrm{Q})>10$ imply that $\mathrm{F} \in \mathcal{F}_{\text {quad }}\left(\mathrm{C}_{1}\right) \cap$ $\mathcal{F}_{\text {quad }}\left(C_{2}\right) \cap \mathcal{F}_{\text {quad }}\left(C_{3}\right)$. By Lemma 5.8 , we have that $C_{2}, C_{3} \in\left(Q, \ell^{2}\right)$. Thus, we can write $C_{b}=x_{b} Q+\ell^{2} u_{b}$, where $x_{b}, u_{b}, \ell \in U_{1}$.
The above shows that any polynomial $\mathrm{F} \notin\left(\mathrm{U}_{1}\right)$ which satisfies this case must be in $\mathcal{F}_{\text {quad }}\left(\mathrm{C}_{1}\right)$. By Lemma 5.8 , we have that $F \in \mathcal{F}_{\text {quad }}\left(Q_{1}\right) \Rightarrow F \in\left(Q, x_{1}, \ell\right)$. Hence, Lemma 6.22 implies that there exists $X \subset S_{1}$ with $\operatorname{dim}(X)=O(1)$ such that $\mathcal{F}_{\text {quad }}\left(C_{1}\right) \subset(U+X)$. Therefore, in this case we can take $\mathrm{W}_{1}=\mathrm{U}_{1}+\mathrm{X}$.
3. $F \in \mathcal{F}_{\mathfrak{m d}}\left(C_{b}\right)$ for all $b \in[3]$.

In this case, Corollary 5.2 implies that $\mathrm{U}=\mathrm{U}_{1}$. Also by Corollary 5.2 , there is $\mathrm{Z} \subset \mathrm{S}_{1}$ with $d:=\operatorname{dim}(Z) \leqslant 9$ such that $F \in \mathbb{K}[Z]$. As we are assuming that $F \notin\left(U_{1}\right)$, we can take a basis $z_{1}, \ldots, z_{\mathrm{t}}$ for $\mathrm{U}_{1}+\mathrm{Z}$ such that F is monic in $z_{1}$ and $\mathrm{U}_{1} \subset \operatorname{span}_{\mathbb{K}}\left\{z_{2}, \ldots, z_{\mathrm{t}}\right\}$. Hence, we have $C_{b} \in \mathbb{K}\left[z_{2}, \ldots, z_{\mathrm{t}}\right]$ and $F \in \mathbb{K}\left[z_{1}, \ldots, z_{\mathrm{t}}\right]$ such that $\mathrm{F} \notin\left(z_{2}, \ldots, z_{\mathrm{t}}\right)$. By Lemma 3.21 we have that $\left(F, C_{b}\right)$ not radical iff $\operatorname{Disc}_{z_{1}}(F) \in\left(C_{b}\right)$, and since each $C_{b}$ is irreducible and pairwise independent, we must have $\operatorname{Disc}_{z_{1}}(F) \in\left(C_{1} C_{2} C_{3}\right)$. However, we have that $\operatorname{deg} \operatorname{Disc}_{z_{1}}(F)=6$,
so the foregoing would imply that $\operatorname{Disc}_{z_{1}}(F)=0$, which contradicts the fact that $F$ is irreducible. Hence, this case cannot happen.

Hence, in both cases there is $W_{1}$ satisfying $\operatorname{dim}\left(W_{1}\right)=O(1)$ and $\left|\mathcal{F}_{3} \cap\left(W_{1}\right)\right| \geqslant(1-3 \delta) m_{3}$. By Corollary 6.15, if we set $\mathcal{H}:=\mathcal{F} \cap\left(W_{1}\right)$ we know that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{H}\}=O(1)$ and that there is a $\left(20,3^{10}\right)$-wide vector space $Y=Y_{1}+Y_{2}$ such that $\mathcal{H} \subset \mathbb{K}[Y]$ and $\operatorname{dim} Y=O(1)$. Thus $\left|\mathcal{F}_{3} \cap \mathbb{K}[Y]\right| \geqslant(1-3 \delta) \mathfrak{m}_{3}$.

If $\mathcal{F}_{3} \subset\left(\mathrm{Y}_{1}\right)$ we are done with this part of the proof, as Corollary 6.15 would imply that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{3}\right\}=\mathrm{O}(1)$. So assume this is not the case and let $\mathcal{B}:=\mathcal{F}_{3} \backslash\left(\mathrm{Y}_{1}\right)$. As $\mathcal{F}_{3} \cap \mathbb{K}[\mathrm{Y}] \subset\left(\mathrm{Y}_{1}\right)$, we have $|\mathcal{B}| \leqslant 3 \delta \mathrm{~m}_{3}$. Also, let $\Gamma:=\mathcal{F}_{3} \cap \mathbb{K}[Y]=\left\{\mathrm{G}_{1}, \ldots, \mathrm{G}_{\mathrm{t}}\right\}$, where $\mathrm{t} \geqslant(1-3 \delta) \mathrm{m}_{3}$.

Let $F \in \mathcal{B}$. Note that $\left|\mathcal{F}_{\text {span }}(F) \cap \Gamma\right| \leqslant 3 \delta m_{3}$ as for each $G_{i} \in \mathcal{F}_{\text {span }}(F) \cap \Gamma$, if $H_{i} \in \operatorname{span}_{\mathbb{K}}\left\{F, G_{i}\right\}$, we must have that $H_{i} \in \mathcal{B}$, and for any two $G_{i}, G_{j} \in \Gamma$ we have that $\operatorname{span}_{\mathbb{K}}\left\{F, G_{i}\right\} \cap \operatorname{span}_{\mathbb{K}}\left\{F, G_{j}\right\}=$ $\operatorname{span}_{\mathbb{K}}\{F\}$. Thus, we have that $\left(F, G_{i}\right)$ does not span for $\geqslant(1-6 \delta) m_{3} C_{i}^{\prime \prime}$ 's from $\Gamma$, and in particular, we must have $\left(F, G_{i}\right)$ not radical. As $(1-6 \delta) m_{3}>50$, Corollary 3.24 implies that $F \in(Y)$.

We can assume that $\left(F, G_{i}\right)$ is not radical for $i \in[r]$, where $(1-6 \delta) m_{3} \leqslant r \leqslant t$. Since $F \in(Y) \backslash\left(Y_{1}\right)$ and $s(\mathrm{~F}) \leqslant 5$, Corollary 4.17 implies that F is not in any fully linear algebra with dimension $\leqslant 9$. Moreover, Proposition 7.5 implies $F \notin \mathcal{F}_{\text {factor }}\left(G_{i}\right)$ for any $G_{i} \in \Gamma$. Thus, by Corollary 5.1 and Corollary 5.7, we have that $\left(F, G_{i}\right) \subset\left(Q, \ell^{2}\right)$, where $s(Q)>10$ and $Q, \ell \in \mathbb{K}[Y]$. In particular, $G_{i} \in \mathcal{F}_{\text {quad }}(F)$ for $i \in[r]$.

Writing $F=x Q-\ell^{2} z$, where $x \notin Y_{1}$, by Lemma 5.8 and the fact that $G_{i} \in\left(Y_{1}\right)$, we have that $G_{i} \in\left(Q, \ell^{2}\right)$ for all $i \in[r]$. Thus, we can write $G_{i}=x_{i} Q-\ell^{2} z_{i}$, and by Corollary 3.34 we have that the $S G$ condition implies $\left|\operatorname{rad}\left(F, G_{i}\right) \cap \mathcal{F}_{3}\right| \geqslant 3$. However, Proposition 6.18 applied to $\mathcal{F}_{3}$ implies that $\left|\operatorname{rad}\left(F, G_{i}\right) \cap \mathcal{F}_{3}\right| \geqslant 3$ for at most $2^{9} \cdot \delta \cdot m_{3} \leqslant m / 3 / 2<(1-6 \delta) m_{3} \leqslant r$, which is a contradiction. Hence, we must have $\mathcal{F}_{3} \subset\left(\mathrm{Y}_{1}\right)$ and we are done with this part.

Concluding the proof: Now that we have shown that there is a $(600,8)$ wide vector space $V$ such that $\operatorname{dim} V=O(1)$ and $\mathcal{F}_{3} \subset \mathbb{K}[V]$, we note that $\mathcal{F}_{1} \cup \mathcal{F}_{2}$ is a quadratic radical SG configuration over $\mathbb{K}[\mathrm{V}]$, which by Proposition 6.7 implies that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{1} \cup \mathcal{F}_{2}\right\}=\mathrm{O}(1)$. Therefore, we have that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant \operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{1} \cup \mathcal{F}_{2}\right\}+\operatorname{dim} V=O(1)$ as we wanted.

## 8 Conclusion and Open Problems

In this paper, we proved that cubic radical Sylvester-Gallai configurations must be low dimensional, therefore solving Conjecture 1.3 for the case when $\mathrm{d}=3$. This generalizes the approach and results of [Shp20], who first broke ground on this question by solving it for $\mathrm{d}=2$.

To solve the cubic radical Sylvester-Gallai problem, we devised a structure theorem for ideals generated by two cubics, classifying when they are not radical. While such structure theorems may be hard to generalize, given the richness in structure of prime ideals of codimension 2 , the main message of such structure theorems should be that two low-degree forms generate a non-radical ideal only if they are "close to each other."

Once we have the structure theorem, we studied variants of the quadratic radical SG problem, which allow us to "induct" onto these lower degree variants. However, one difficulty in the cubic case, is that we have to consider a couple of distinct variants since now we may not guarantee at first that all cubic forms are contained in a small prime ideal generated by forms of the same degree. Thus, we have to work harder in order to be able to use the general projections to reduce the degree
and proceed by induction. We believe this is the main technical issue that needs to be overcome for the general case, in order to fully solve Conjecture 1.3, as our approach should generalize if one proves the existence of a small prime sequence of forms of same degree which contains the part of the configuration of highest degree.

## References

[AH20a] Tigran Ananyan and Melvin Hochster. Small subalgebras of polynomial rings and stillman's conjecture. Journal of the American Mathematical Society, 33(1):291-309, 2020.
[AH20b] Tigran Ananyan and Melvin Hochster. Strength conditions, small subalgebras, and stillman bounds in degree $\leqslant 4$. Transactions of the American Mathematical Society, 373(7), 2020.
[AM69] M. F. Atiyah and I. G. MacDonald. Introduction to Commutative Algebra. Addison Wesley Publishing Company, 1969.
[BDWY11] Boaz Barak, Zeev Dvir, Avi Wigderson, and Amir Yehudayoff. Rank bounds for design matrices with applications to combinatorial geometry and locally correctable codes. arXiv preprint arXiv:1009.4375, 2011.
[BM90] Peter Borwein and William OJ Moser. A survey of sylvester's problem and its generalizations. Aequationes Mathematicae, 40(1):111-135, 1990.
[CKS19] Chi-Ning Chou, Mrinal Kumar, and Noam Solomon. Closure results for polynomial factorization. Theory of Computing, 15(1):1-34, 2019.
[CTSSD87] J-L Colliot-Thélene, J-J Sansuc, and P Swinnerton-Dyer. Intersections of two quadrics and châtelet surfaces. i. Journal für die reine und angewandte Mathematik, 373:37-107, 1987.
[DDS21] Pranjal Dutta, Prateek Dwivedi, and Nitin Saxena. Deterministic identity testing paradigms for bounded top-fanin depth-4 circuits. In Proceedings of the 36th Computational Complexity Conference, CCC '21, Dagstuhl, DEU, 2021. Schloss Dagstuhl-LeibnizZentrum fuer Informatik.
[DS07] Zeev Dvir and Amir Shpilka. Locally decodable codes with two queries and polynomial identity testing for depth 3 circuits. SIAM Journal on Computing, 36(5):1404-1434, 2007.
[DSW14] Zeev Dvir, Shubhangi Saraf, and Avi Wigderson. Improved rank bounds for design matrices and a new proof of kelly's theorem. Forum of Mathematics, Sigma, 2, 2014.
[Dvi12] Zeev Dvir. Incidence theorems and their applications. arXiv preprint arXiv:1208.5073, 2012.
[EH71] J.A. Eagon and M. Hochster. Cohen-macaulay rings, invariant theory, and the generic perfection of determinantal loci. Amer. J. Math., 93:1020-1058, 1971.
[EH87] David Eisenbud and Joe Harris. On varieties of minimal degree. In Proc. Sympos. Pure Math, volume 46, pages 3-13, 1987.
[Eis95] David Eisenbud. Commutative Algebra with a View Toward Algebraic Theory. SpringerVerlag, New York, 1995.
[Eis05] David Eisenbud. The geometry of syzygies, volume 229. Springer-Verlag, 2005.
[EK66] Michael Edelstein and Leroy M Kelly. Bisecants of finite collections of sets in linear spaces. Canadian Journal of Mathematics, 18:375-380, 1966.
[Gal44] Tibor Gallai. Solution of problem 4065. American Mathematical Monthly, 51:169-171, 1944.
[GMOR15] Siyao Guo, Tal Malkin, Igor C Oliveira, and Alon Rosen. The power of negations in cryptography. In Theory of Cryptography Conference, pages 36-65. Springer, 2015.
[GOS22] Abhibhav Garg, Rafael Oliveira, and Akash Sengupta. Robust radical sylvester-gallai theorem for quadratics. arXiv preprint arXiv:2203.05532, 2022.
[GSS05] Luis David Garcia, Michael Stillman, and Bernd Sturmfels. Algebraic geometry of bayesian networks. Journal of Symbolic Computation, 39, Issues 3-4:331-355, 2005.
[Gup14] Ankit Gupta. Algebraic geometric techniques for depth-4 pit \& sylvester-gallai conjectures for varieties. In Electron. Colloquium Comput. Complex., volume 21, page 130, 2014.
[Han66] Sten Hansen. A generalization of a theorem of sylvester on the lines determined by a finite point set. Mathematica Scandinavica, 16(2):175-180, 1966.
[Har77] Robin Hartshorne. Algebraic Geometry. Springer-Verlag, 1977.
[Har81] Joe Harris. A bound on the geometric genus of projective varieties. Ann. Scuola Norm. Sup. Pisa Cl. Sci., 8:35-68., (1981).
[HH94] Melvin Hochster and Craig Huneke. F-regularity, test elements, and smooth base change. Trans. Amer. Math. Soc., 346:no. 1, 1-62, (1994).
[HMMS13] Craig Huneke, Paolo Mantero, Jason McCullough, and Alexandra Seceleanu. The projective dimension of codimension two algebras presented by quadrics. J. Algebra, 393:170-186, 2013.
[HP94] William Vallance Douglas Hodge and Daniel Pedoe. Methods of Algebraic Geometry: Volume 2. Cambridge University Press, 1994.
[Kel86] Leroy Milton Kelly. A resolution of the sylvester-gallai problem of j.-p. serre. Discrete $\mathcal{E}$ Computational Geometry, 1(2):101-104, 1986.
[KS09] Neeraj Kayal and Shubhangi Saraf. Blackbox polynomial identity testing for depth 3 circuits. In 2009 50th Annual IEEE Symposium on Foundations of Computer Science, pages 198-207. IEEE, 2009.
[LST22] Nutan Limaye, Srikanth Srinivasan, and Sébastien Tavenas. Superpolynomial lower bounds against low-depth algebraic circuits. In FOCS 2021, 2022.
[Mel40] Eberhard Melchior. Uber vielseite der projektiven ebene. Deutsche Math, 5:461-475, 1940.
[PS20a] Shir Peleg and Amir Shpilka. A generalized sylvester-gallai type theorem for quadratic polynomials. CoRR, abs/2003.05152, 2020.
[PS20b] Shir Peleg and Amir Shpilka. Polynomial time deterministic identity testingalgorithm for $\Sigma{ }^{[3]} \Pi \Sigma \Pi^{[2]}$ circuits via edelstein-kelly type theorem for quadratic polynomials. CoRR, abs/2006.08263, 2020.
[Raz92] Alexander A Razborov. On submodular complexity measures. Boolean Function Complexity,(M. Paterson, Ed.), pages 76-83, 1992.
[RW92] Ran Raz and Avi Wigderson. Monotone circuits for matching require linear depth. Journal of the ACM (JACM), 39(3):736-744, 1992.
[Ser66] Jean-Pierre Serre. Advanced problem 5359. Amer. Math. Monthly, 73(1):89, 1966.
[Shp20] Amir Shpilka. Sylvester-gallai type theorems for quadratic polynomials. Discrete Analysis, page 14492, 2020.
[Sin16] Gaurav Sinha. Reconstruction of real depth-3 circuits with top fan-in 2. In 31st Conference on Computational Complexity (CCC 2016). Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik, 2016.
[SS13] Nitin Saxena and Comandur Seshadhri. From sylvester-gallai configurations to rank bounds: Improved blackbox identity test for depth-3 circuits. Journal of the ACM (JACM), 60(5):1-33, 2013.
[Sta15] The Stacks Project Authors. Stacks Project. Stacks Project, 2015.
[SY10] Amir Shpilka and Amir Yehudayoff. Arithmetic circuits: A survey of recent results and open questions. Foundations and Trends® in Theoretical Computer Science, 5(3-4):207-388, 2010.
[Sy193] James Joseph Sylvester. Mathematical question 11851. Educational Times, 59(98):256, 1893.
[Tar88] Éva Tardos. The gap between monotone and non-monotone circuit complexity is exponential. Combinatorica, 8(1):141-142, 1988.
[Xam81] S. Xambó. On projective varieties of minimal degree. Collect. Math., pages no. 2, 149-163., (1981).

## A Quadratic radical Sylvester-Gallai theorem over an algebra

In this section we prove that a quadratic radical SG configuration over an algebra of constant dimension must be contained in a constant dimensional vector space. For convenience, we recall the definition of a radical SG configuration over an algebra.

Definition 6.6 (Radical $S G$ over an algebra). Let $d \in \mathbb{N}^{*}$ and $V \subset S_{\leqslant d}$ be a graded vector space. Let $\mathcal{F}=\left\{F_{1}, \cdots, F_{m}\right\} \subset S$ be a set of irreducible forms such that $\operatorname{deg}\left(F_{i}\right) \leqslant d$ and $F_{i} \notin\left(F_{j}\right)$ for $\mathfrak{i} \neq j$. We say that $\mathcal{F}$ is a $(\delta, d, V)$-radical-SG configuration if for every $i \in[m]$, there exist at least $\delta(m-1)$ values of $\mathfrak{j}$ such that $\left|\mathcal{F} \cap \operatorname{rad}\left(\mathrm{F}_{\mathfrak{i}}, \mathrm{F}_{\mathfrak{j}}\right)\right| \geqslant 3$ or $\left|\operatorname{rad}\left(\mathrm{F}_{\mathfrak{i}}, \mathrm{F}_{\mathfrak{j}}\right) \cap \mathbb{K}[\mathrm{V}] \backslash\left(\mathrm{F}_{\mathfrak{i}}\right) \cup\left(\mathrm{F}_{\mathfrak{j}}\right)\right| \geqslant 1$. If $\delta=1$ then we simply call it a ( $\mathrm{d}, \mathrm{V}$ )-radical-SG configuration.

Our main result of this section, formally stated, is:
Proposition 6.7 (2-radical-SG configurations over small algebra). Let $\mathcal{F} \subset S_{\leqslant 2}$ be a finite set of irreducible forms such that for any $\mathrm{F}, \mathrm{G} \in \mathcal{F}$ we have $\mathrm{F} \notin(\mathrm{G})$. Additionally, let $\mathrm{V}=\mathrm{V}_{1}+\mathrm{V}_{2}$ be a vector space of forms of degree at most 2. If $\mathcal{F}$ is a $(2, \mathrm{~V})$-radical-SG configuration, then $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}\left(1+\operatorname{dim}(\mathrm{W})^{2}\right)$, where W is any $(600,8)$-wide vector space such that $\mathbb{K}[\mathrm{V}] \subset \mathbb{K}[\mathrm{W}]$.

Remark A.1. Note that by Proposition 4.11, there exists a $(600,8)$ wide vector space W such that $\mathbb{K}[V] \subset \mathbb{K}[W]$. Also, for any such W as above, we have that $\mathcal{F}$ is a $(2, W)$-radical-SG-configuration. Since Proposition 6.7 bounds the dimension of the configuration by a function of the dimension of a wide algebra containing $\mathbb{K}[\mathrm{V}]$, we shall henceforth assume that V itself is a $(600,8)$-wide vector space.

The main idea in the proof of the above proposition is to show that in a $(2, \mathrm{~V})$-radical-SG configuration, there exists a small wide subalgebra $\mathcal{A}$ which contains a constant fraction of the forms in the configuration. The approach to show this is based on the following: if a constant fraction forms a linear SG sub-configuration, then we can apply the linear SG theorems to construct the subalgebra $\mathcal{A}$. In case the configuration is not linear, then we can use the structure theorem for ideals generated by two quadrics to construct the subalgebra $\mathcal{A}$. Once we construct $\mathcal{A}$, we can use an iterative process to construct a slightly larger algebra that contains the entire configuration.

We will use the following definitions and notation throughout this section:

- $\mathcal{F}=\mathcal{F}_{1} \sqcup \mathcal{F}_{2}$ is our $(2, \mathrm{~V})$-radical-SG configuration, with $|\mathcal{F}|=\mathfrak{m}$ and $\left|\mathcal{F}_{\mathfrak{i}}\right|=\mathfrak{m}_{\mathfrak{i}}$, for $\mathfrak{i} \in[2]$
- For $x \in S_{1}$, define $\mathbb{L}(x)=\operatorname{span}_{\mathbb{K}}\{x\}$ and for $Q \in S_{2}$, define $\mathbb{L}(Q)=\left\{\begin{array}{l}\operatorname{Lin}(Q), \text { if } s(Q) \leqslant 3, \\ \operatorname{span}_{\mathbb{K}}\{Q\}, \text { otherwise }\end{array}\right.$
- in analogy with the cubics, given $\mathrm{Q} \in \mathcal{F}_{2}$, denote by

$$
\begin{aligned}
\mathcal{F}_{\text {span }}(\mathrm{Q}) & :=\left\{\mathrm{P} \in \mathcal{F}_{2}| |(\mathrm{P}, \mathrm{Q}) \cap \mathcal{F}_{2} \mid \geqslant 3 \text { or }\left|\operatorname{span}_{\mathbb{K}}\{\mathrm{P}, \mathrm{Q}\} \cap \mathbb{K}[\mathrm{V}] \backslash(\mathrm{P}) \cup(\mathrm{Q})\right| \geqslant 1\right\} \\
\mathcal{F}_{\text {not-span }}(\mathrm{Q}) & :=\mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }}
\end{aligned}
$$

- Whenever $|\operatorname{rad}(P, Q) \cap \mathbb{K}[V] \backslash(P) \cup(Q)| \geqslant 1$, we will say that $\operatorname{rad}(P, Q)$ meets $\mathbb{K}[V]$ non-trivially.
- Given a parameter $v \in(0,1]$, define the set

$$
\mathcal{F}_{\text {span }}:=\left\{Q \in \mathcal{F}_{2}| | \mathcal{F}_{\text {span }}(Q) \mid \geqslant v m_{2}\right\} .
$$

We now state the structure theorem for ideals generated by two quadratics, whose proof can be found in [GOS22, Proposition 1.4].

Proposition A. 2 (Radical Structure Theorem for Quadratics). Let $\mathbb{K}$ be an algebraically closed field of characteristic zero and $\mathrm{Q}_{1}, \mathrm{Q}_{2} \in \mathrm{~S}=\mathbb{K}\left[\mathrm{x}_{1}, \cdots, \mathrm{x}_{n}\right]$ be two forms of degree 2 . Then one of the following holds:

1. The ideal $\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}\right)$ is prime.
2. The ideal $\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}\right)$ is radical, but not prime. Furthermore, one of the following cases occur:
(a) There exist two linearly independent linear forms $x, y \in S_{1}$ such that $x y \in \operatorname{span}\left(Q_{1}, Q_{2}\right)$.
(b) There exists a minimal prime $\mathfrak{p}$ of $\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}\right)$, such that $\mathfrak{p}=(x, y)$ for some linearly independent forms $x, y \in S_{1}$
3. The ideal $\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}\right)$ is not radical and one of the following cases occur:
(a) $\mathrm{Q}_{1}, \mathrm{Q}_{2}$ have a common factor and $\mathrm{Q}_{1}=\mathrm{xy}, \mathrm{Q}_{2}=\mathrm{x}(\alpha \mathrm{x}+\beta \mathrm{y})$ for some linear forms $\mathrm{x}, \mathrm{y}$ and $\alpha, \beta \in k$. In this case, we have $x^{2} \in \operatorname{span}\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}\right)$.
(b) $\mathrm{Q}_{1}, \mathrm{Q}_{2}$ do not have a common factor. There exists a minimal prime $\mathfrak{p}$ of $\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}\right)$ such that $\mathfrak{p}=(x, Q)$, where $x \in S_{1}, Q \in S_{2}$ and $Q$ is irreducible modulo $x$, and we also have $x^{2} \in \operatorname{span}\left(Q_{1}, Q_{2}\right)$.
(c) $\mathrm{Q}_{1}, \mathrm{Q}_{2}$ do not have a common factor and there exists a minimal prime $\mathfrak{p}$ of $\left(\mathrm{Q}_{1}, \mathrm{Q}_{2}\right)$, such that $\mathfrak{p}=(x, y)$ for some linearly independent forms $x, y \in S_{1}$, and the $(x, y)$-primary ideal $\mathfrak{q}$ has multiplicity $\mathrm{e}(\mathrm{S} / \mathfrak{q}) \geqslant 2$.

We now show how one can slightly augment a wide algebra to contain an extra quadratic form.
Lemma A.3. Let V be a $(w, \mathrm{t})$-wide vector space, where $w>6$ and $\mathrm{t} \geqslant 4$. Given any $\mathrm{Q} \in \mathrm{S}_{2}$, there exists a $\left(w, \mathrm{t}^{1 / 2} / 2\right)$-wide vector space W such that $\operatorname{dim} \mathrm{W} \leqslant 3(\operatorname{dim} \mathrm{~V}+w), \mathrm{V} \subset \mathrm{W}$ and $\mathrm{Q} \in \mathbb{K}[\mathrm{W}]$.

Proof. We have two cases to analyze:
Case 1: $s(Q) \leqslant 2$.
In this case, just note that $W=V+\mathbb{L}(Q)$ is a $(w-6, t)$-wide vector space, and since $w>6, W$ is also $(w, t-2)$-wide. Moreover, $\operatorname{dim} W \leqslant \operatorname{dim} V+\operatorname{dim} \mathbb{L}(Q)=\operatorname{dim} V+6$.

Case 2: $s(Q) \geqslant 3$.
If $s(P) \geqslant \sqrt{t} / 2 \cdot(\operatorname{dim}(V)+1+w)$ for every $P \in \operatorname{span}_{\mathbb{K}}\left\{Q, V_{2}\right\}$, then $W:=V_{1}+\operatorname{span}_{\mathbb{K}}\{Q, V\}$ is $(w, \sqrt{t} / 2)$-wide. Else, given that $V$ is $(w, t)$-wide, then $P=Q+R$ for some $R \in V_{2}$. Since $s(P)<\sqrt{t} / 2 \cdot(\operatorname{dim}(V)+1+w)$, we have $\operatorname{dim} \operatorname{Lin}(P) \leqslant \sqrt{t} \cdot(\operatorname{dim}(V)+1+w)$ and therefore, the space $W:=V+\operatorname{Lin}(P)$ is $(w, \sqrt{t} / 2)$-wide, as any element $F \in W_{2}=V_{2}$ is such that $s(F) \geqslant$ $\mathrm{t}(\operatorname{dim}(\mathrm{V})+w) \geqslant \sqrt{\mathrm{t}} / 2 \operatorname{dim}(\mathrm{~W})+w$.

In both cases, we constructed a ( $w, \mathrm{t}^{1 / 2} / 2$ )-wide vector space $W$ such that $V \subset W, \mathrm{Q} \in \mathbb{K}[W]$ and $\operatorname{dim}(W) \leqslant 3(\operatorname{dim}(V)+w)$.

With the above at hand, we now address the quadratics in any $(2, \mathrm{~V})$-radical-SG configuration. From here onwards, we set $v=1 / 20$ and define $\mathcal{F}_{\text {span }}$ with respect to $v$.

We begin by first showing that if $\mathcal{F}_{2} \neq \mathcal{F}_{\text {span }}$, then we can construct a slightly larger algebra such that each quadratic is "close" to it.

Proposition A.4. If $\mathcal{F}_{2} \neq \mathcal{F}_{\text {span }}$ and $\mathrm{Q} \in \mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }}$, then there exists a $(600,8)$-wide algebra W such that $\operatorname{dim} W=O(\operatorname{dim} V+1), \mathbb{K}[Q, V] \subset \mathbb{K}[W]$ and for every $P \in \mathcal{F}_{2} \backslash \mathbb{K}[W]$, there is $R_{P} \in \mathbb{K}[W]$ such that $s\left(P-R_{P}\right) \leqslant 3$.
Proof. Let $\mathrm{Q} \in \mathcal{F}_{2} \backslash \mathcal{F}_{\text {span }}$ and let $\mathcal{F}_{\text {not-span }}(\mathrm{Q})=\left\{\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{r}\right\}$, where $\mathrm{r} \geqslant(1-v) \mathrm{m}_{2}$. By Lemma A.3, there is $(600,8)$-wide $W$ such that $\operatorname{dim} W=O(\operatorname{dim} V+1), V \subset \mathbb{K}[W]$ and $Q \in \mathbb{K}[W]$.

We will now show that for each $i \in[r]$ such that $Q_{i} \notin \mathbb{K}[W]$, there is $\alpha_{i} \in \mathbb{K}$ such that $s\left(Q_{i}-\alpha_{i} Q\right) \leqslant 1$. If this is not the case, w.l.o.g. we can assume $Q_{1}$ is such that $Q_{1} \notin \mathbb{K}[W]$ and $s\left(Q_{1}-\alpha Q\right) \geqslant 2$ for any $\alpha \in \mathbb{K}$, which by Proposition A. 2 implies $\left(Q_{1}, Q\right)$ is prime. As $Q_{1} \in \mathcal{F}_{\text {not-span }}(Q)$, by the $S G$ condition on $\left(Q, Q_{1}\right)$ the only possible case is that $\left(Q_{1}, Q\right)$ intersects $\mathbb{K}[\mathrm{V}]$ nontrivially. However, by Lemma 3.18 we have that $\left(\mathrm{Q}_{1}, \mathrm{Q}\right) \cap \mathbb{K}[W]=(\mathrm{Q})$, which implies $\left(\mathrm{Q}_{1}, \mathrm{Q}\right) \cap \mathbb{K}[\mathrm{V}] \subset(\mathrm{Q})$, which is a contradiction.

Now that we know that each $Q_{i} \in \mathcal{F}_{\text {not-span }}(Q)$ is either in $\mathbb{K}[W]$ or satisfy $s\left(Q_{i}-\alpha_{i} Q\right) \leqslant 1$, we are left with proving that any $\mathrm{P} \in \mathcal{F}_{\text {span }}(\mathrm{Q}) \backslash \mathbb{K}[W]$ is such that $s(P-R) \leqslant 3$ for some $R \in \mathbb{K}[W]$. Suppose there is $P \in \mathcal{F}_{\text {span }}(Q)$ such that $s(P-R) \geqslant 4$ for all $R \in \mathbb{K}[W]$. In particular, Proposition A. 2 implies that $\left(P, Q_{i}\right)$ is a prime ideal for each $i \in[r]$, and hence $P \in \mathcal{F}_{\text {span }}\left(Q_{i}\right)$ or $\left(P, Q_{i}\right)$ intersects $\mathbb{K}[V]$ non-trivially. Since $s\left(Q_{i}-\alpha_{i} Q\right) \leqslant 1$ or $Q_{i} \in \mathbb{K}[W]$, the vector space $U:=W+\mathbb{L}\left(Q_{i}-\alpha_{i} Q\right)$ is (25, 8)wide, and hence Lemma 3.18 implies $\left(P, Q_{i}\right) \cap \mathbb{K}[U]=\left(Q_{i}\right)$, which implies $\left(P, Q_{i}\right) \cap \mathbb{K}[V] \subset\left(Q_{i}\right)$ and therefore, we have $P \in \mathcal{F}_{\text {span }}\left(Q_{i}\right)$ for every $i \in[t]$.

Note that $\operatorname{span}_{\mathbb{K}}\left\{P, Q_{i}\right\} \cap \operatorname{span}_{\mathbb{K}}\left\{P, Q_{j}\right\}=\operatorname{span}_{\mathbb{K}}\{P\}$, otherwise $P \in \operatorname{span}_{\mathbb{K}}\left\{Q_{i}, Q_{j}\right\}$, which contradicts $s(P-R) \geqslant 4$ for all $R \in \mathbb{K}[W]$. Hence, there must exist $G_{i} \in \mathcal{F}_{\text {span }}(Q) \backslash\{P\}$ such that $G_{i} \in \operatorname{span}_{\mathbb{K}}\left\{P, Q_{i}\right\}$. By the pigeonhole principle, as $\left|\mathcal{F}_{\text {span }}(Q)\right|<v m_{2}<(1-v) m_{2}$, there exist $Q_{i}, Q_{j}$ such that $\operatorname{span}_{\mathbb{K}}\left\{P, Q_{i}\right\} \cap \operatorname{span}_{\mathbb{K}}\left\{P, Q_{j}\right\} \neq \operatorname{span}_{\mathbb{K}}\{P\}$, which is a contradiction.

Proposition A.5. Let $0<\varepsilon<1$ be a constant and $\mathcal{F} a(2, \mathrm{~V})$-radical-SG configuration such that $\mathrm{m} \geqslant 4 / \varepsilon$. If $w \geqslant 24 / \varepsilon+310$ and $W$ is a $(w, 1)$-wide $A H$-vector space such that

1. $V \subset \mathbb{K}[W]$
2. (Close to algebra). For each $\mathrm{F} \in \mathcal{F}_{2}$, there is $\mathrm{G}_{\mathrm{F}} \in \mathbb{K}[\mathrm{W}]$ such that $\mathrm{s}\left(\mathrm{F}-\mathrm{G}_{\mathrm{F}}\right) \leqslant 3$.
3. (constant fraction in the algebra). we have $|\mathcal{F} \cap \mathbb{K}[\mathrm{W}]| \geqslant \varepsilon \mathrm{m}$.

Then there exists a $(10,1)$-wide vector space $X$ such that $\mathcal{F} \cup \mathbb{K}[W] \subset \mathbb{K}[X]$ and $\operatorname{dim}(X)=\operatorname{dim} W+O(1)$.
Proof. We will construct the vector space $X$ iteratively. At each step of the iterative process we will preserve the property that $\mathbb{K}[W] \subset \mathbb{K}[X]$ and we will increase the cardinality of $\mathcal{F} \cap \mathbb{K}[X]$.

1. Set $X=W$.
2. While $\mathcal{F} \notin \mathbb{K}[\mathrm{X}]$ :

- If $\mathcal{F} \subset(X)$, set $X \leftarrow X+\operatorname{span}_{\mathbb{K}}\left\{\bigcup_{P \in \mathcal{F} \backslash \mathbb{K}[X]} \mathbb{L}\left(P-G_{P}\right)\right\}$.
- Else, pick $P \in \mathcal{F} \backslash(X)$ and $\operatorname{set} X \leftarrow X+\mathbb{L}\left(P-G_{P}\right)$.

Termination. We show this iterative process terminates after $\leqslant 3 / \varepsilon$ iterations of the While loop. First, we note that each step of the iterative process preserves the inclusion $\mathbb{K}[W] \subset \mathbb{K}[X]$. Therefore we always have $|\mathcal{F} \cap \mathbb{K}[X]| \geqslant \varepsilon \mathrm{m}$. Let $\left\{\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{t}}\right\} \subset \mathcal{F} \cap \mathbb{K}[\mathrm{W}]$, where by assumption $t \geqslant \varepsilon \mathrm{~m}$.

Suppose we have $\mathcal{F} \notin(X)$ and let $P \in \mathcal{F} \backslash(X)$. By assumption 2, there is $G p \in \mathbb{K}[X]$ such that $s\left(P-G_{P}\right) \leqslant 3$. Let $U=X+\operatorname{span}_{\mathbb{K}}\left\{\mathbb{L}\left(P-G_{P}\right)\right\}$. Note that $P \in \mathbb{K}[U]$ and $U$ is $(w-8,1)$-wide, since $s\left(P-G_{P}\right) \leqslant 3$. By Corollary 3.24, we have that $\left(P, F_{i}\right)$ is radical for $\geqslant t-20$ forms $i \in[t]$.

Since $P \notin(X)$ and $s(P-G P) \leqslant 3$, there is a linear form $x \in U_{1} / X_{1}$ such that $P$ is monic on $x$. Therefore, by Lemma 3.18, we know that $\operatorname{rad}\left(P, F_{i}\right) \cap \mathbb{K}[X]=\left(F_{i}\right)$ for all $i \in[t]$. Thus, we have just showed that for $\geqslant t-20$ indices $i \in[t]$, we have that $\left(P, F_{i}\right)$ is radical and $\left(P, F_{i}\right) \cap \mathbb{K}[X]=\left(F_{i}\right)$, and hence the $S G$ condition implies that there is $G_{i} \in\left(P, F_{i}\right) \cap \mathcal{F} \backslash\left\{P, F_{i}\right\}$ and such that $G_{i} \notin \mathbb{K}[X]$.

Without loss of generality, let us assume that the above holds for all $1 \leqslant i \leqslant t-20$. Note that any $G \in \mathcal{F}$ can be in at most 2 ideals $\left(P, F_{i}\right)$, since if deg $P=2$ and $G \in\left(P, F_{i}\right) \cap\left(P, F_{j}\right) \cap \mathcal{F} \Rightarrow F_{i}, F_{j} \in \mathcal{F}_{1}$ and in this case there is $\alpha \in \mathbb{K}$ such that $G-\alpha P \in\left(F_{i} F_{j}\right)$ so $F_{i}, F_{j}$ are uniquely defined. And in case $\operatorname{deg} P=1$, we have $G \in\left(P, F_{i}\right) \cap\left(P, F_{j}\right) \cap \mathcal{F} \Rightarrow G \in\left(P, F_{i} F_{j}\right)$ and since $P \notin \mathbb{K}[W]$ once again $F_{i}, F_{j}$ are uniquely defined. Since $G_{i} \in\left(P, F_{i}\right) \Rightarrow G_{i} \in(U)$, we have shown

$$
|\mathcal{F} \cap(\mathrm{U})| \geqslant|\mathcal{F} \cap(\mathrm{X})|+(\mathrm{t}-20) / 2 \geqslant|\mathcal{F} \cap(\mathrm{X})|+\varepsilon \mathrm{m} / 2-10 .
$$

Thus, in at most $3 / \varepsilon$ iterations we will have constructed $X$ such that $\mathcal{F} \subset(X)$.
Dimension bound. After a general projection $\varphi$ of $X_{1}$, we have that each $P \in \mathcal{F} \backslash \mathbb{K}[W]$ is such that $\varphi(P)=F_{P}+z \ell_{P}$, where $F_{P} \in W_{2}$ (and therefore $\left.s\left(F_{P}\right) \geqslant w-24 / \varepsilon\right)$ and $\ell_{P} \notin(z)$. Let $\mathcal{L}:=\{z\} \cup\left\{\ell_{P} \mid\right.$ $P \in \mathcal{F} \backslash \mathbb{K}[w]\}$, where we do not include forms with repetition (that is, if they are a scalar multiple of a previously included linear form). The SG condition on $\mathcal{F}$ implies that $\mathcal{L}$ is a ( $1,1 / 2$ )-linear-SG configuration, thus Proposition B. 6 implies $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\bigcup_{P \in \mathcal{F}_{2}} \mathbb{L}\left(\varphi\left(P-G_{P}\right)\right)\right\}=\operatorname{dim} \mathcal{L} \leqslant 50$ and hence by Proposition 2.10 we have that dim $\operatorname{span}_{\mathbb{K}}\left\{\bigcup_{P \in \mathcal{F}_{2}} \mathbb{L}\left(P-G_{P}\right)\right\} \leqslant 300$. Thus, we get the following bound:

$$
\operatorname{dim}(X) \leqslant \operatorname{dim}(W)+8 \cdot 3 / \varepsilon+300=\operatorname{dim} W+O(1)
$$

and $X$ is $(w-24 / \varepsilon-300,1)$-wide, as we have added at most $24 / \varepsilon+300$ linear forms to $W$.
Remark A.6. Note that Proposition A. 5 implies that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}\left((\operatorname{dim} W+1)^{2}\right)$, since $\mathcal{F} \subset \mathbb{K}[X]$.
Lemma A.7. Let V be a $(600,3)$-wide vector space and $\mathcal{F}$ be a $(2, \mathrm{~V})$-radical-SG configuration. If $1 \leqslant \mathrm{~m}_{2}<$ $3 \mathrm{~m} / 10$, then for any $\mathrm{Q} \in \mathcal{F}_{2}$ there exists a $(600,1)$-wide vector space $W$ with $\operatorname{dim} W \leqslant 3(\operatorname{dim} V+600)$ and $\mathbb{K}[\mathrm{Q}, \mathrm{V}] \subset \mathbb{K}[\mathrm{W}]$ such that $|\mathbb{K}[\mathrm{W}] \cap \mathcal{F}| \geqslant \mathfrak{m} / 10$.

Proof. If $\mathrm{Q} \in \mathbb{K}[\mathrm{V}]$ then we are done simply by setting $\mathrm{W}=\mathrm{V}$. So we can assume $\mathrm{Q} \notin \mathbb{K}[\mathrm{V}]$. By Lemma A. 3 we can construct $W$ which is $(600,1)$-wide, $\operatorname{dim} W \leqslant 3(\operatorname{dim} V+600), \mathbb{K}[Q, V] \subset \mathbb{K}[W]$.

For each $\ell \in \mathcal{F}_{1} \backslash \mathbb{K}[W]$, Lemma 3.21 implies $\operatorname{rad}(Q, \ell)=(Q, \ell)$. Moreover, Lemma 3.18 implies $(\mathrm{Q}, \ell) \cap \mathbb{K}[W]=(\mathrm{Q})$, which implies $(\mathrm{Q}, \ell) \cap \mathbb{K}[\mathrm{V}]=0$, as $\mathrm{Q} \notin \mathbb{K}[\mathrm{V}]$. Hence, we have that $\left|(Q, \ell) \cap \mathcal{F}_{2}\right| \geqslant 2$ and there is $R \in(Q, \ell) \cap \mathcal{F}_{2} \backslash(Q)$. In particular, we have that $R=Q+\ell a$, for some $a \in S_{1}$, which implies that $R$ can be in at most two ideals of the form $(Q, \ell)$, for $\ell \in \mathcal{F}_{1} \backslash \mathbb{K}[W]$. Hence, we have that $\left|\mathcal{F}_{1} \backslash \mathbb{K}[W]\right| \leqslant 2 \cdot \mathrm{~m}_{2}$, which implies

$$
\mathfrak{m}=|\mathcal{F}| \leqslant\left|\mathcal{F}_{1} \cap \mathbb{K}[W]\right|+3 m_{2}
$$

and therefore either $\left|\mathcal{F}_{1} \cap \mathbb{K}[W]\right| \geqslant \mathfrak{m} / 10$ or $m_{2} \geqslant 3 m / 10$.

Lemma A.8. Let V be $a(600,8)$-wide vector space and $\mathcal{F}$ be $a(2, \mathrm{~V})$-radical-SG configuration. Let $\mathrm{U} \subset \mathrm{S}_{1}$ with $\operatorname{dim} \mathrm{U} \leqslant 6$. There is a $(600,1)$-wide vector space W such that $\operatorname{dim}(\mathrm{W}) \leqslant 8(\operatorname{dim}(\mathrm{~V})+600)$, $\mathrm{U}+\mathrm{V} \subset \mathbb{K}[\mathrm{W}]$ and $\mathcal{F} \cap(\mathrm{U}) \subset \mathcal{F} \cap \mathbb{K}[\mathrm{W}]$.

Proof. Let $\mathcal{G}:=\mathcal{F} \cap(\mathrm{U})=\left\{\mathrm{G}_{1}, \ldots, \mathrm{G}_{\mathrm{t}}\right\}$. Since (U) is a prime ideal, as it is generated by linear forms, we have that $\mathcal{G}$ is also a $(2, V)$-radical-SG configuration. As $\mathcal{G} \subset(\mathrm{U})$, after a generic projection $\varphi$, we have that $\varphi\left(\mathrm{G}_{\mathrm{i}}\right)=z \ell_{i}$ if $\mathrm{G}_{\mathrm{i}} \notin \mathbb{K}[\mathrm{U}]$ or $\varphi\left(\mathrm{G}_{\mathfrak{i}}\right)=z^{\operatorname{deg}\left(\mathrm{G}_{i}\right)}$. Moreover, by Corollary 2.8 we have that $\ell_{i} \notin\left(\ell_{j}\right)$ for any $i \neq j$.

Let $\mathcal{L}:=\left\{\ell_{1}, \ldots, \ell_{r}\right\}$ be the set of the linear forms that we get from $\varphi\left(G_{i}\right)$ of all $G_{i} \notin \mathbb{K}[U]$. Since the non-linear SG dependencies from $\mathcal{F}$ imply linear dependencies for $\mathcal{L}$ over the vector space $\mathrm{V}_{1}$, we have that $\mathcal{L}$ is a $\left(1+\operatorname{dim} \mathrm{V}_{1}, 1\right.$-linear-SG configuration. By Proposition 6.4 , we have that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{L}\} \leqslant 26+\operatorname{dim} V_{1}$. Hence, Proposition 2.9 implies

$$
\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\bigcup_{i \in[t]} \operatorname{Lin}\left(G_{i}\right)\right\} \leqslant 7 \cdot\left(26+\operatorname{dim} V_{1}\right)
$$

Let $Z:=\operatorname{span}_{\mathbb{K}}\left\{\bigcup_{i \in[t]} \operatorname{Lin}\left(G_{i}\right)\right\}$. Setting $W=V+Z$, and noting that $Z \subset S_{1}$, we have that $W$ is $(600,1)$-wide and $\operatorname{dim} W \leqslant \operatorname{dim} V+\operatorname{dim} Z \leqslant 8(\operatorname{dim} V+600)$.

For the remainder of the section, we will let $v=1 / 20$ and define $\mathcal{F}_{\text {span }}$ with respect to $v$.
Lemma A.9. Let V be a $(600,8)$-wide vector space and $\mathcal{F}$ be a $(2, \mathrm{~V})$-radical-SG configuration. If $\mathrm{Q} \in \mathcal{F}_{2} \backslash \mathbb{K}[\mathrm{~V}]$ then either $\mathrm{Q} \in \mathcal{F}_{\text {span }}$ or there is a $(600,1)$-wide vector space W such that $\operatorname{dim}(W) \leqslant$ $8(\operatorname{dim}(\mathrm{~V})+600), \mathbb{K}[\mathrm{Q}, \mathrm{V}] \subset \mathbb{K}[\mathrm{W}]$ and $|\mathcal{F} \cap \mathbb{K}[\mathrm{W}]| \geqslant \mathrm{m} / 10$.

Proof. We begin by constructing a $(600,1)$-wide vector space $W$ such that $\mathcal{F} \cap(\mathbb{L}(Q)) \subset \mathbb{K}[W]$ and $V \subset W$. If $s(Q) \geqslant 4$ then $\mathbb{L}(Q)=\operatorname{span}_{\mathbb{K}}\{Q\}$ and by Lemma A. 3 there is $W(600,1)$-wide, $\operatorname{dim} W \leqslant 3(\operatorname{dim} V+600)$ and $\mathbb{K}[Q, V] \subset \mathbb{K}[W]$. If $s(Q) \leqslant 3$, then $\mathbb{L}(Q)=\operatorname{Lin}(Q)$ and $\operatorname{dim} \mathbb{L}(Q) \leqslant 8$, so by Lemma A. 8 there is $W(600,1)$-wide such that $\operatorname{dim} W \leqslant 8(\operatorname{dim} V+600)$ such that $\mathbb{L}(Q)+V \subset W$ and $\mathcal{F} \cap(\mathbb{L}(\mathrm{Q})) \subset \mathbb{K}[W]$.

By Lemma A. 7 we can assume $m_{2} \geqslant 3 \mathrm{~m} / 10$, otherwise we are done. Moreover, we can also assume that $|\mathcal{F} \cap \mathbb{K}[W]| \leqslant \mathfrak{m} / 10$.

Note that $\mathcal{F}_{2}=\{Q\} \sqcup \mathcal{F}_{\text {span }}(Q) \sqcup \mathcal{F}_{\text {not-span }}(Q)$. Partition $\mathcal{F}_{\text {not-span }}(Q) \backslash \mathbb{K}[W] \cup(\mathbb{L}(Q))$ as

$$
\mathcal{F}_{\text {bad }}(Q):=\mathcal{F}_{\text {not-span }}(Q) \backslash \mathbb{K}[W] \cup(\mathbb{L}(Q))=\left\{F_{1}, \ldots, F_{r}\right\} \sqcup\left\{G_{1}, \ldots, G_{s}\right\} \sqcup\left\{H_{1}, \ldots, H_{t}\right\},
$$

where $\left|\operatorname{rad}\left(\mathrm{Q}, \mathrm{F}_{\mathrm{i}}\right) \cap \mathcal{F}_{2}\right| \geqslant 3 ;\left|\operatorname{rad}\left(\mathrm{Q}, \mathrm{G}_{i}\right) \cap \mathcal{F}_{2}\right|=2$ but $\operatorname{rad}\left(\mathrm{Q}, \mathrm{G}_{i}\right)$ meets $\mathbb{K}[\mathrm{V}]$ non-trivially; and lastly $\left|\operatorname{rad}\left(\mathrm{Q}, \mathrm{H}_{\mathrm{i}}\right) \cap \mathcal{F}_{2}\right|=2, \operatorname{rad}\left(\mathrm{Q}, \mathrm{H}_{\mathrm{i}}\right)$ intersects $\mathbb{K}[V]$ trivially and $\left|\operatorname{rad}\left(\mathrm{Q}, \mathrm{H}_{\mathrm{i}}\right) \cap \mathcal{F}_{1}\right| \geqslant 1$.

Since $\left(Q, F_{i}\right)$ is not radical, otherwise $F_{i} \in \mathcal{F}_{\text {span }}(Q)$, and $F_{i} \notin(\mathbb{L}(Q))$, Proposition A. 2 implies $\alpha_{i} F_{i}=Q+\ell_{i}^{2}$ for some $\ell_{i} \in S_{1} \backslash W$ and non-zero scalar $\alpha_{i}$. Let $R_{i} \in \operatorname{rad}\left(F_{i}, Q\right) \cap \mathcal{F}_{2} \backslash\left\{Q, F_{i}\right\}$. Since $\operatorname{rad}\left(F_{i}, Q\right)=\left(Q, \ell_{i}\right)$, we have that $R_{i}=\beta_{i} Q+\ell_{i} a_{i}$ for some $a_{i} \in S_{1}$ and non-zero scalar $\beta_{i}$. Since $F_{i} \notin \mathcal{F}_{\text {span }}(Q)$, we must have that $a_{i} \notin\left(\ell_{i}\right)$. Moreover, note that for any $\mathfrak{i} \neq \mathfrak{j}$, we must have that $\ell_{i} \notin\left(\ell_{j}\right)$, and thus $R_{i} \in\left(R_{j}\right) \Rightarrow R_{i}=R_{j}$ and hence $\left(\beta_{i}-\beta_{j}\right) Q=\ell_{j} a_{j}-\ell_{i} a_{i}$. If $\beta_{i}-\beta_{j} \neq 0$, then $\ell_{i}, \ell_{j}, a_{i}, a_{j} \in \operatorname{Lin}(Q)=\mathbb{L}(Q) \subset W$, which is a contradiction. Hence $\beta_{i}=\beta_{j}$, and we have $a_{i} \in\left(\ell_{j}\right)$ and $\ell_{j} \in\left(a_{i}\right)$. In particular, we must have that each $R_{i}$ can be in at most two of the radicals $\operatorname{rad}\left(Q, F_{i}\right)$, which implies $r \leqslant 2\left|\mathcal{F}_{\text {span }}(Q)\right|$.

Since $\operatorname{rad}\left(\mathrm{Q}, \mathrm{G}_{i}\right)$ meets $\mathbb{K}[V]$ non-trivially, we must have $G_{i} \in \mathbb{K}[W]$, otherwise Lemma 3.18 implies $\operatorname{rad}\left(\mathrm{Q}, \mathrm{G}_{i}\right) \cap \mathbb{K}[W]=(\mathrm{Q})$, which implies that $\operatorname{rad}\left(\mathrm{Q}, \mathrm{G}_{\mathrm{i}}\right) \cap \mathbb{K}[\mathrm{V}]=0$. Thus, we have $s=0$.

Since $\left(Q, H_{i}\right)$ is not radical, as $\left|\operatorname{rad}\left(Q, H_{i}\right) \cap \mathcal{F}_{1}\right| \geqslant 1$, and since $H_{i} \notin(\mathbb{L}(Q))$, there is $\ell_{i} \in \mathcal{F}_{1}$ such that $\operatorname{rad}\left(Q, H_{i}\right)=\left(Q, \ell_{i}\right)$ and $H_{i}=\gamma_{i} Q+\ell_{i}^{2}$ for some non-zero scalar $\alpha_{i}$. Since $H_{i} \notin \mathbb{K}[W]$, we must have $\ell_{i} \notin \mathbb{K}[W]$, and therefore $s\left(H_{i}\right) \geqslant 2$. Indeed, if $s(Q) \geqslant 4$ and $\ell_{i} \in \operatorname{Lin}(Q)$, then $s\left(\mathrm{H}_{\mathrm{i}}\right)=s(\mathrm{Q})-1 \geqslant 2$. Otherwise if $s(\mathrm{Q}) \leqslant 3$ then $\operatorname{Lin}(\mathrm{Q})=\mathbb{L}(\mathrm{Q}) \subset W$ and we must have $\ell_{i} \notin \operatorname{Lin}(\mathrm{Q})$. Hence $s\left(\mathrm{H}_{\mathrm{i}}\right)=s(\mathrm{Q})+1 \geqslant 2$. Moreover, we must have that $\ell_{i} \notin\left(\ell_{\mathfrak{j}}\right)$ for any $\mathfrak{i} \neq \mathfrak{j}$ otherwise $H_{i}$ would be in $\mathcal{F}_{\text {span }}(Q)$. In particular, we have that $\left(H_{1}, H_{i}\right)=\left(H_{1}, \ell_{1}-\ell_{i}\right) \cap\left(H_{1}, \ell_{1}+\ell_{i}\right)$ and since $s\left(\mathrm{H}_{1}\right) \geqslant 2$ we have that $\left(\mathrm{H}_{1}, \mathrm{H}_{\mathrm{i}}\right)$ is radical.

We will now show that $\left(H_{1}, H_{i}\right)$ intersects $\mathbb{K}[V]$ trivially. If $\left(H_{1}, H_{i}\right)$ intersect $\mathbb{K}[V]$ non-trivially, then $\left(H_{1}, \ell_{1}-\ell_{i}\right)$ and $\left(H_{1}, \ell_{1}+\ell_{i}\right)$ also intersect $\mathbb{K}[V]$ non-trivially. Thus there exist irreducible forms $F, G$ of degree at most 3 such that $F \in\left(H_{1}, \ell_{1}-\ell_{i}\right) \cap \mathbb{K}[V]$ and $G \in\left(H_{1}, \ell_{1}+\ell_{i}\right) \cap \mathbb{K}[V]$. If $\operatorname{deg}(F)=3$, then by Lemma 4.16, we must have $\ell_{i} \in \operatorname{span}_{\mathbb{K}}\left\{\ell_{1}, W_{1}\right\}$. If $\operatorname{deg} F=1$, then $F \in\left(\ell_{1}-\ell_{i}\right)$ and hence $\ell_{i} \in \operatorname{span}_{\mathbb{K}}\left\{\ell_{1}, W_{1}\right\}$. If $\operatorname{deg}(F)=2$, then $\ell_{1}^{2} \in \mathbb{K}[W]$ modulo $\left(\ell_{1}-\ell_{i}\right)$, and hence $\ell_{i} \in \operatorname{span}_{\mathbb{K}}\left\{\ell_{1}, W_{1}\right\}$. Thus, $\ell_{i}=\alpha_{i} \ell_{1}+u_{i}$ for $\alpha_{i} \in \mathbb{K}^{*}$ and $u_{i} \in W_{1}$. In $\mathbb{K}\left[\ell_{1}, W\right]$, we have $\operatorname{Res}_{\ell_{1}}\left(\mathrm{H}_{i}, \ell_{i}-\ell_{1}\right)=\left(\alpha_{i}-1\right)^{2} \mathrm{Q}+\mathrm{u}_{\mathrm{i}}^{2}$ and $\operatorname{Res}_{\ell_{1}}\left(\mathrm{H}_{i}, \ell_{i}+\ell_{1}\right)=\left(\alpha_{i}+1\right)^{2} \mathrm{Q}+u_{i}^{2}$. By Proposition 3.28, we have $\operatorname{rad}\left(\operatorname{Res}_{\ell_{1}}\left(H_{i}, \ell_{i}-\ell_{1}\right)\right)=\operatorname{rad}\left(\left(\mathrm{H}_{1}, \ell_{i}-\ell_{1}\right) \ell_{1}\right)$ and $\operatorname{rad}\left(\operatorname{Res}_{\ell_{1}}\left(H_{i}, \ell_{i}+\ell_{1}\right)\right)=\operatorname{rad}\left(\left(H_{1}, \ell_{i}+\ell_{1}\right) \ell_{\ell_{1}}\right)$. Since Q is irreducible, we have $\left(\alpha_{i}-1\right)^{2} \mathrm{Q}+\mathfrak{u}_{i}^{2}$ is reduced if $\alpha_{i}-1 \neq 0$, and similarly for $\alpha_{i}+1$. Thus we have, $\operatorname{rad}\left(\left(H_{1}, \ell_{i}-\ell_{1}\right)_{\ell_{1}}\right)=\left(\left(\alpha_{i}-1\right)^{2} Q+u_{i}^{2}\right)$ if $\alpha_{i}-1 \neq 0$, otherwise $\operatorname{rad}\left(\left(H_{1}, \ell_{i}+\ell_{1}\right)_{\ell_{1}}\right)=\left(u_{i}\right)$, and similarly for $\alpha_{i}+1$. Now $F \in \operatorname{rad}\left(\left(\mathrm{H}_{1}, \ell_{i}-\ell_{1}\right)_{\ell_{1}}\right) \cap \mathbb{K}[V]$ and $G \in \operatorname{rad}\left(\left(\mathrm{H}_{1}, \ell_{i}+\ell_{1}\right)_{\ell_{1}}\right) \cap \mathbb{K}[\mathrm{V}]$. Since $F$, $G$ are irreducible, we have $F$ is a scalar multiple of $\left(\alpha_{i}-1\right)^{2} Q+u_{i}^{2}$ if $\alpha_{i}-1 \neq 0$, otherwise a scalar multiple of $u_{i}$, and similarly for $\alpha_{i}+1$ and $G$. Therefore $\left(\alpha_{i}-1\right)^{2} Q+u_{i}^{2},\left(\alpha_{i}+1\right)^{2} Q+u_{i}^{2} \in \mathbb{K}[V]$, which would imply that $\mathrm{Q} \in \mathbb{K}[\mathrm{V}]$, a contradiction.

Hence $\left(H_{1}, H_{i}\right)$ do not intersect $\mathbb{K}[V]$ non-trivially, and since $\left(H_{1}, H_{i}\right)$ is radical we must have $R_{i} \in\left(H_{1}, H_{i}\right) \cap \mathcal{F}_{2}$. This implies, after proper scalar multiplication, $R_{i}=\mu_{i} Q+\alpha \ell_{1}^{2}+(1-\alpha) \ell_{i}^{2}$, where $\alpha \neq 0,1$ and $\mu_{i} \neq 0$. In particular, this implies $R_{i} \notin\left\{H_{1}, \ldots, H_{t}\right\} \cup \mathbb{K}[W] \cup(\mathbb{L}(Q))$, and hence $R_{i} \in\left\{F_{1}, \ldots, F_{r}\right\} \cup \mathcal{F}_{\text {span }}(Q)$. Note that, $R_{i} \neq R_{j}$, otherwise $H_{j} \in\left(H_{1}, H_{i}\right)$ which is a contradiction as above. This implies $t-1 \leqslant\left|\mathcal{F}_{\text {span }}(Q)\right|+r$.

Thus, we have

$$
\begin{aligned}
m_{2} & \leqslant\left|\mathcal{F}_{\text {span }}(\mathrm{Q})\right|+\left|\mathcal{F}_{2} \cap \mathbb{K}[\mathrm{~W}] \cup(\mathbb{L}(\mathrm{Q}))\right|+\left|\mathcal{F}_{\text {bad }}(\mathrm{Q})\right| \\
& \leqslant\left|\mathcal{F}_{\text {span }}(\mathrm{Q})\right|+\mathrm{m} / 10+\mathrm{r}+\mathrm{t} \leqslant 2 \cdot\left|\mathcal{F}_{\text {span }}(\mathrm{Q})\right|+\mathrm{m} / 10+2 \mathrm{r} \leqslant 6 \cdot\left|\mathcal{F}_{\text {span }}(\mathrm{Q})\right|+\mathrm{m}_{2} / 3
\end{aligned}
$$

which implies that $\mathrm{Q} \in \mathcal{F}_{\text {span }}$.
We are now ready to prove the main result of this section: that $(2, \mathrm{~V})$-radical-SG configurations over an algebra are low-dimensional. As a reminder to the reader, we are assuming that V is $(600,8)$-wide, $v=1 / 20$ and define $\mathcal{F}_{\text {span }}$ with respect to $v$.

Proof of Proposition 6.7. Suppose $\mathcal{F}_{2}=\varnothing$. If $\left(\ell_{i}, \ell_{j}\right) \cap \mathcal{F}_{1}=\varnothing$ for some $\ell_{i}, \ell_{j} \in \mathcal{F}_{1} \backslash \bigvee_{1}$, then there exists $F \in \mathbb{K}[V]$ of degree at most 3 such that $F \in\left(\ell_{i}, \ell_{j}\right)$. If $\operatorname{deg}(F)>1$, then we have a minimal collapse $F=\ell_{i} f+\ell_{j} g$. Therefore, by Lemma 4.16 and Proposition 2.2 , we have $\ell_{i}, \ell_{j} \in V_{1}$ which is a contradiction. Thus, $\operatorname{deg}(F)=1$ and then we have that $\mathcal{F}$ is a $(1, \operatorname{dim}(V)$-linear-SG configuration, which by Proposition 6.4 implies that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=O(\operatorname{dim} V)$ and we are done. Hence we can assume that $\mathcal{F}_{2} \neq \varnothing$.

If $\mathcal{F}_{2}=\mathcal{F}_{\text {span }}$, then $\mathcal{F}_{2}$ is a $\left.\left(\mathrm{O}(\operatorname{dim} \mathrm{V})^{2}\right), v\right)$-linear-SG configuration, and by Proposition 6.4 we have $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{2}\right\} \leqslant O\left(\operatorname{dim}(V)^{2}\right)+25 / v$. In particular, if $\mathcal{G}=\left\{Q \in \mathcal{F}_{2} \mid s(Q)=1\right\}$, we
have that $U=\sum_{Q \in \mathcal{G}} \mathbb{L}(Q)$ is such that $\operatorname{dim} U \leqslant 4 \operatorname{dim} \operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{2}\right\} \leqslant 4 \operatorname{dim}(V)+100 / v$. Since two linear forms $x, y \in \mathcal{F}_{1}$ can only have dependencies $Q \in \mathcal{F}_{2}$ where $s(Q)=1$, we have that $\mathcal{F}_{1}$ is a ( $\operatorname{dim} V+\operatorname{dim} U, 1$-linear-SG configuration, and thus $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=O(\operatorname{dim}(V)+1)$.

Now suppose $\mathcal{F}_{2} \neq \mathcal{F}_{\text {span }}$. If $\mathcal{F}_{2} \subset \mathbb{K}[V]$, then $\operatorname{dim}\left(\operatorname{span}_{\mathbb{K}}\left\{\mathcal{F}_{2}\right\}\right)=O\left(\operatorname{dim}(V)^{2}\right)$. Hence, by the argument above, we have $\mathcal{F}_{1}$ is a $\left(\mathrm{O}\left(\operatorname{dim}(\mathrm{V})^{2}\right), 1\right)$-linear-SG configuration and hence $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}\left(\operatorname{dim}(\mathrm{V})^{2}+1\right)$. If $\mathcal{F}_{2} \notin \mathbb{K}[\mathrm{~V}]$, then by Lemma A.9, there is a $(600,1)$-wide vector space $W$ with $\operatorname{dim}(W) \leqslant 8(\operatorname{dim} V+600)$ such that $|\mathcal{F} \cap \mathbb{K}[W]| \geqslant m / 10$. In this case, Proposition A. 5 and Remark A. 6 imply that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\}=\mathrm{O}\left((\operatorname{dim} W+1)^{2}\right)=\mathrm{O}\left((\operatorname{dim} V+1)^{2}\right)$.

## B Auxiliary Claims

Proposition B.1. If $x, y, z, w, \ell \in S_{1}$ are such that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{x, y\}=2$ and $x y-z w=\ell^{2}$, then we have that $z, w, \ell \in \operatorname{span}_{\mathbb{K}}\{x, y\}$.

Proof. If $x y \in(\ell)$, then w.l.o.g. $x=\alpha \ell$ for some $\alpha \neq 0$ which implies that $z w=\ell(\alpha y-\ell)$ and unique factorization implies that $z, w \in \operatorname{span}_{\mathbb{K}}\{\ell, \alpha y\}=\operatorname{span}_{\mathbb{K}}\{x, y\}$ and we are done. If $x y \notin(\ell)$, then $z w \equiv x y \not \equiv 0 \bmod (\ell)$, which by factoriality of $S /(\ell)$ implies $z=\alpha x+\beta \ell$ and $\alpha w=y+\gamma \ell$ for some $\alpha \in \mathbb{K}^{*}$ and $\beta, \gamma \in \mathbb{K}$. Hence, we have $\alpha \ell^{2}=\alpha x y-(\alpha x+\beta \ell)(y+\gamma \ell)$, which implies $(\alpha+\beta \gamma) \ell+\alpha \gamma x+\beta y=0$. Since $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{x, y\}=2$ and $\alpha \neq 0$, the last equation implies that $\ell \in \operatorname{span}_{\mathbb{K}}\{x, y\}$ and we are done.

Proposition B.2. If $x, y, z, w \in S_{1}$ are such that $\operatorname{dim}_{\operatorname{span}_{\mathbb{K}}}\{x, y\}=2, x y \notin z$ and $w \notin \mathbb{K}[x, y, z]$, then $\alpha x y+\beta z w$ is irreducible for any $\alpha, \beta \in \mathbb{K}^{*}$.

Proof. Let $\alpha, \beta \in \mathbb{K}^{*}$. Since $x, y$ are independent, we have that $\operatorname{span}_{\mathbb{K}}\{x, z\} \cap \operatorname{span}_{\mathbb{K}}\{y, z\}=$ $\operatorname{span}_{\mathbb{K}}\{z\}$. If $\alpha x y+\beta z w=a b$ for $a, b \in S_{1}$, note that $a, b \notin \operatorname{span}_{\mathbb{K}}\{z\}$, otherwise the equation $\alpha x y+\beta z w=a b$ would imply that $x y \in(z)$. Hence we must have, w.l.o.g., that $a \in \operatorname{span}_{\mathbb{K}}\{x, z\}$ and $\mathrm{b} \in \operatorname{span}_{\mathbb{K}}\{y, z\}$. Thus, $\beta z w=\mathrm{ab}-\alpha x y \in \mathbb{K}[x, y, z]$, which implies that $w \in \mathbb{K}[x, y, z]$.

Proposition B.3. Let $\mathrm{C} \in \mathrm{S}_{3}$ be a cubic form such that $\mathrm{s}(\mathrm{C}) \geqslant 3$. Let $x, y \in \mathrm{~S}_{1}$ be linearly independent linear forms.

1. The minimal primes of the ideal $\left(C, x y^{2}\right)$ are $(C, x),(C, y)$, and we have $\operatorname{rad}\left(C, x y^{2}\right)=(C, x y)$
2. The only minimal prime of the ideal $\left(C, x^{3}\right)$ is $(C, x)$ and hence we have $\operatorname{rad}\left(C, x^{3}\right)=(C, x)$.

Proposition B.4. If $x, y, z, w \in S$ are linear forms such that $x^{3}-y^{3}=z^{3}-w^{3}$, then we must have, $z, w \in(x) \cup(y)$.

Proof. By factoriality of S , we have that $z, w \in(x, y)$. Suppose, for the sake of a contradiction, that the conclusion does not hold. We can assume, w.l.o.g., that $z \notin(x) \cup(y)$. In this case, we must have $z=\alpha x+\beta y$, where $\alpha, \beta \in \mathbb{K}^{*}$. Letting $w=\gamma x+\delta y$, we have that $x^{3}-y^{3}=z^{3}-w^{3}$ iff the following equations hold: $\alpha^{3}-\gamma^{3}=1=\beta^{3}-\delta^{3}$ and $\alpha^{2} \beta-\gamma^{2} \delta=0=\alpha \beta^{2}-\gamma \delta^{2}$. Note that the latter equations imply that $\gamma, \delta \in \mathbb{K}^{*}$.

Now, multiplying the latter equations we obtain $\alpha^{3} \beta^{3}=\gamma^{3} \delta^{3}$, which using the former equations imply $1+\gamma^{3}+\delta^{3}=0$. In particular, we have $\alpha^{3}=-\delta^{3}$ and $\beta^{3}=-\gamma^{3}$. If $\omega=e^{i \pi / 3}$, we have that $\alpha=\omega^{a} \delta$ and $\beta=\omega^{b} \gamma$, where $a, b \in\{-1,1,3\}$.

From $\alpha^{2} \beta=\gamma^{2} \delta$ we obtain that $\omega^{2 a+b} \gamma \delta^{2}=\gamma^{2} \delta \Rightarrow \omega^{2 a+b} \delta=\gamma$. However, this latter equation implies that $\gamma^{3}=-\delta^{3}$, which contradicts the earlier equation $1+\gamma^{3}+\delta^{3}=0$. This concludes the proof of our claim.

Proposition B.5. Let $C=x Q+y P \in S_{3}$ be irreducible, where $x, y \in S_{1}$ and $Q, P \in S_{2}$ such that $s(Q) \geqslant 8$ and $\mathrm{s}(\mathrm{P})=\min _{\alpha \in \mathbb{K}} s(\mathrm{P}+\alpha \mathrm{Q})$. If $\mathrm{C} \in\left(\mathrm{G}, \mathrm{a}^{2}\right)$, for some $\mathrm{G} \in \mathrm{S}_{2}$ and $\mathrm{a} \in \mathrm{S}_{1}$, then we must have $\alpha \in \mathbb{K}^{*}$ such that $\mathrm{C}=\alpha x \mathrm{G}+\mathrm{a}^{2} \mathrm{~b}$ for some $\mathrm{b} \in \mathrm{S}_{1}$, and $\alpha \mathrm{G}-\mathrm{Q} \in(\mathrm{a}, \mathrm{y})$.
Proof. From $C \in\left(G, a^{2}\right)$ we have that $x Q+y P=C=z G+a^{2} b$ for some $a, z \in S_{1}$. Hence, we have that $x Q \equiv a^{2} b \bmod (z, y)$, which by $s(Q) \geqslant 8$ implies that $x \in(z, y)$ and $a^{2} b \in(z, y)$. As $C$ is irreducible, we know that $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{x, y\}=2$ and thus we can write $z=\alpha x+\beta y$, for $(\alpha, \beta) \in \mathbb{K}^{2} \backslash\{(0,0)\}$. In particular, the above implies

$$
\begin{aligned}
x(Q-\alpha G) & \equiv a^{2} b \bmod (y) \\
y(P-\beta G) & \equiv a^{2} b \bmod (x)
\end{aligned}
$$

Since dim $\operatorname{span}_{\mathbb{K}}\{x, y\}=2$, the above congruences imply that $\operatorname{rank}(Q-\alpha G) \leqslant 2$ and $\operatorname{rank}(P-\beta G) \leqslant$ 2 , which in turn imply $\operatorname{rank}(\beta \mathrm{Q}-\alpha \mathrm{P}) \leqslant 4$. As $s(\mathrm{Q}) \geqslant 8$, we must have $\alpha \neq 0$, which by definition of $P$ implies $\operatorname{rank}(P) \leqslant \operatorname{rank}(\alpha P-\beta Q) \leqslant 4$. From $\operatorname{rank}(P) \leqslant 4$, we deduce that $\beta=0$, otherwise $Q=\frac{1}{\beta}(\beta Q-\alpha P)+\frac{\beta}{\alpha} P \Rightarrow \operatorname{rank}(Q) \leqslant \operatorname{rank}(\beta Q-\alpha P)+\operatorname{rank}(P) \leqslant 8$, contradicting $s(Q) \geqslant 8$.

Therefore, we have that $a^{2} b \in(x, y)$ and since $y P \notin(x)$ as $C$ is irreducible, we must have $0 \not \equiv y P \equiv a^{2} b \bmod (x)$. This gives us two cases:

Case 1: if $a \notin(x, y)$ the last congruence implies $P=x \ell+\gamma a^{2}$ and $b=\gamma y+\delta x$ for some $\gamma \in \mathbb{K}^{*}$ and $\delta \in \mathbb{K}$. Hence, as $x(Q-\alpha G)=a^{2} b-y P$, we get $x(Q-\alpha G)=x\left(\delta a^{2}-y \ell\right)$, which implies $\alpha G=Q+y \ell-\delta a^{2}$.

Case 2: if $a \in(x, y)$, then we have $a=\delta x+\gamma y$ and the last congruence implies $P=x \ell+\gamma^{2} y b$ for some $\gamma \in \mathbb{K}^{*}, \delta \in \mathbb{K}$. Using $x(Q-\alpha G)=a^{2} b-y P$, we get $x(Q-\alpha G)=x\left(\delta^{2} x+y(2 \delta \gamma b-\ell)\right.$ ), which implies $\alpha G=Q-\delta^{2} x-y(2 \delta \gamma b-\ell)$.

## B. 1 Proof of Proposition 6.4

We give here a proof of Proposition 6.4. For the convenience of the reader, we restate the definition of a (c, $\delta$ )-linear-SG configuration.

Definition 6.3 (Robust linear Sylvester-Gallai configurations over a vector space). Let $c \in \mathbb{N}$, $0<\delta \leqslant 1$ and $\mathcal{F}:=\left\{\ell_{1}, \ldots, \ell_{m}\right\} \subset S_{1}$ be a set of linear forms such that $\ell_{i} \notin\left(\ell_{j}\right)$ for any $\mathfrak{i} \neq \mathfrak{j}$. We say that $\mathcal{F}$ is a ( $c, \delta$ )-linear-SG configuration if there exists a vector space $W \subset S_{1}$ of dimension at most c such that for any $\ell_{i} \in \mathcal{F} \backslash W$, there exist at least $\delta(m-1)$ indices $j \in[m] \backslash\{i\}$ such that $\ell_{j} \notin W$ and one of the following holds: $\left|\operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}\right\} \cap \mathcal{F}\right| \geqslant 3$ or $\operatorname{span}_{\mathbb{K}}\left\{\ell_{i}, \ell_{j}\right\} \cap W \neq 0$.

We will need the corollary from [Shp20, Corollary 16].
Proposition B.6. $A(1, \delta)$-linear-SG configuration has dimension at most $1+24 / \delta$.
Proposition 6.4 (Robust Linear SG Configurations). Let $\mathcal{F}$ be a (c, $\delta$ )-linear-SG configuration. Then $\operatorname{dim} \operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant c+25 / \delta$.

Proof. Let $\mathcal{F}=\left\{\ell_{1}, \ldots, \ell_{m}\right\}$, and $W \subset S_{1}$ be the vector space given by Definition 6.3. Let $\varphi: S \rightarrow$ $S[z] /(W)$ be a generic projection, and let $y_{i}=\varphi\left(\ell_{i}\right)$. We know that $\ell_{i} \notin W \Rightarrow y_{i} \notin(z)$. Moreover, by Corollary 2.8, for any pair $\ell_{i}, \ell_{j} \in \mathcal{F} \backslash \mathcal{W}$, we have $y_{i} \notin\left(y_{j}\right)$. In particular, this implies that $\varphi(\mathcal{F})$ is a $(1, \delta)$-linear-SG configuration, which by Proposition B. 6 implies that $\operatorname{dim}_{\operatorname{span}_{\mathbb{K}}}\{\varphi(\mathcal{F})\} \leqslant 1+24 / \delta$. Since $\mathcal{F} \subset \operatorname{span}_{\mathbb{K}}\{\varphi(\mathcal{F}), z, W\}$, we have dim $\operatorname{span}_{\mathbb{K}}\{\mathcal{F}\} \leqslant c+1+24 / \delta \leqslant c+25 / \delta$.
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