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Abstract

Is there an NP function that, when given a satisfiable formula as input, outputs one satisfying assignment uniquely? That is, can a nondeterministic function call just one satisfying assignment from a possibly exponentially large collection of assignments? We show that if there is such a nondeterministic function, then the polynomial hierarchy collapses to $\text{ZPP}^\text{NP}$ (and thus, in particular, to $\text{NP}^\text{NP}$). As the existence of such a function is known to be equivalent to the statement “every NP function has an NP refinement with unique outputs,” our result provides the strongest evidence yet that NP functions cannot be refined.

We prove our result via a result of independent interest. We say that a set $A$ is NPSV-selective ($\text{NP}_{\text{MV}}$-selective) if there is a 2-ary partial NP function with unique values (a 2-ary partial NP function) that decides which of its inputs (if any) is “more likely” to belong to $A$; this is a nondeterministic analog of the recursion-theoretic notion of the semi-recursive sets and the extant complexity-theoretic notion of $\text{P}$-selectivity. Our hierarchy collapse result follows by combining the easy observation that every set in NP is NP-selective with the following result: If $A \in \text{NP}$ is NPSV-selective, then $A \in (\text{NP} \cap \text{coNP})/\text{poly}$. Relatedly, we prove that if $A \in \text{NP}$ is NPSV-selective, then $A$ is Low$_2$.

We prove that the polynomial hierarchy collapses even further, namely to NP, if all coNP sets are NPMV-selective. This follows from a more general result we prove. Every self-reducible NPMV-selective set is in NP.
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1 Introduction

Valiant and Vazirani’s [42] result that, in their words, “NP is as easy as detecting unique solutions,” has rightly been the focus of great attention. Their breakthrough—a proof that every NP set probabilistically reduces to “detecting unique solutions” (technically, reduces to every solution to the promise problem (1SAT,SAT)—is one of the dual pillars on which Toda’s [40] PH ⊆ P^PP paper rests, as do later papers extending Toda’s result [41], and studying the complexity of function inversion [43,1].

Selman ([38], see also [12]) raised a related question that may be equally compelling, as he showed that a resolution would provide insight into the invertibility of honest polynomial-time functions, and into the relationship between single-valued and multivalued functions. He asked whether the following hypothesis is true.

**Hypothesis 1.1** There is a single-valued NP function f such that for each formula \( F \in \text{SAT}, f(F) \) is a satisfying assignment of \( F \).

Clearly, Hypothesis 1.1 is true if NP = coNP. However, as both Fenner et al. [12] and Selman [38] suspected that Hypothesis 1.1 fails, perhaps a more interesting issue is that of the evidential weight in that direction. In fact, little is currently known to indicate that Hypothesis 1.1 fails. The totality of current evidence seems to be the fact that Hypothesis 1.1 fails relative to a random oracle [33], and the result of Selman [38] that if Hypothesis 1.1 holds, then there are two disjoint NP-Turing-complete sets such that every set that separates them is NP-hard.

Since Hypothesis 1.1 is implied by NP = coNP, one might hope that Hypothesis 1.1 also implies a collapse of the polynomial hierarchy. The main result of this paper provides strong evidence that Hypothesis 1.1 fails: Hypothesis 1.1 implies that the polynomial hierarchy collapses to ZPP^{NP} (and thus, in particular, to its second level, NP^{NP}). Equivalently, if all honest polynomial-time computable functions are NPSV-invertible, then the polynomial hierarchy collapses to ZPP^{NP}.

We obtain our result from a surprising and seemingly little-related direction: selectivity. Selectivity is a notion of generalized membership testing; selective sets have functions choosing which of any two input elements is the “more likely” to be in the set. Sets selective with respect to recursive selector functions were introduced by Jockusch [20], and are called the semirecursive sets. Sets selective with respect to deterministic polynomial-time selector functions were introduced by Selman [36], and are called the P-selective sets; sets selective with respect to single-valued total NP functions were introduced and studied by Hemanspaandra et al. [19]. Recently, there has been a surge of interest in selective sets, and advances have catalyzed further advances (see the survey [9]).

In this paper, we extend the notion of selectivity, in the natural way, to functions that may be partial and/or multivalued. Important function classes of these sorts are the single-valued partial NP functions (NPSV), the multivalued partial NP functions (NPMV), and the multivalued total NP functions (NPMV_1). Though it is easily observed that all NP sets are NPMV-selective, we will
prove the following result.

(∗∗) If all NP sets are NPSV-selective then the polynomial hierarchy collapses to \( \text{ZPP}^{\text{NP}} \).

It follows easily that Hypothesis 1.1 implies this same collapse.

Result (∗∗) is proven via the following result, which is of interest in its own right.

1. The NPSV-selective sets in NP are in \((\text{NP} \cap \text{coNP})/\text{poly}\). \( \text{NP} \cap \text{coNP})/\text{poly}\) is the class of sets (see [14]) accepted, aided by a small amount of “advice,” by machines that robustly behave as \( \text{NP} \cap \text{coNP} \) machines. We also prove the following related result.

2. The NPSV-selective sets in NP are \( \text{Low}_2 \).

That is, for each such set \( A \), \( \text{NP}^{\text{NP}^A} = \text{NP}^{\text{NP}} \). Though NPSV functions lack totality, the proofs of (1) and (2) show that one can nonetheless get the effect of totality in the cases that count—in particular, the definition of selectivity forces the functions to be defined whenever at least one input is in the fixed selective set. This will allow us to establish that the NPSV-selective sets in NP have lowness and advice class results just as strong as those shown by [19] for the NPSV\(_1\)-selective sets in NP. The reason this advance is important is that results about NPSV\(_2\)-selective sets offer no help in discrediting Hypothesis 1.1, but results about NPSV-selective sets do.

For coNP (and thus all higher levels of the polynomial hierarchy), an even stronger consequence can be obtained: All coNP sets are NPMV-selective if and only if \( \text{NP} = \text{coNP} \). This result itself is a corollary of a more general result we prove: Every self-reducible NPMV-selective set is in NP. This contrasts with Buhrman, van Helden, and Torenvliet’s result [8] that self-reducible \( \text{P} \)-selective sets are in \( \text{P} \) and with the result announced in [18] that self-reducible NPMV\(_1\)-selective sets are in \( \text{NP} \cap \text{coNP} \).

## 2 Definitions

Our alphabet will be \( \Sigma = \{0, 1\} \). Let our pairing function \( \langle \cdot, \cdot \rangle \) be any “multi-arity onto,” polynomial-time computable, polynomial-time invertible function (that is, the ranges of different arities are disjoint, and the union over all arities covers \( \Sigma^* \), see, e.g., [16]).

For each partial, multivalued function \( f \), \( \text{set-}f(x) \) denotes the set of values of \( f \) on input \( x \). If \( f(x) \) is undefined, then \( \text{set-}f(x) = \emptyset \). We will use this notation for partial single-valued functions also, to avoid ambiguity regarding equality tests between potentially undefined values. For any two partial, multivalued functions \( f \) and \( g \), we say that \( f \) is a refinement of \( g \) if, for all \( x \), it holds that

1. \( f(x) \) is defined if and only if \( g(x) \) is defined, and
2. \( \text{set-}f(x) \subseteq \text{set-}g(x) \).

We extend notions of selectivity [36,19] to multivalued and/or partial functions.
Definition 2.1 Let $\mathcal{F}$ be any class of functions (possibly multivalued and/or partial). A set $A$ is $\mathcal{F}$-selective if there is a function $f \in \mathcal{F}$ such that for every $x$ and $y$, it holds that

$$\text{set-}f(x, y) \subseteq \{x, y\}, \text{ and}$$

if $\{x, y\} \cap A \neq \emptyset$, then set-\(f(x, y) \neq \emptyset\) and set-\(f(x, y) \subseteq A\).

By $\mathcal{F}$-sel we denote the class of sets that are $\mathcal{F}$-selective.

We will be interested, in particular, in the following classes of functions.

Definition 2.2 [6]

1. NPMV is the class of partial, multivalued functions $f$ for which there is a nondeterministic polynomial-time machine $N$ such that for every $x$, it holds that

   (a) $f(x)$ is defined if and only if $N(x)$ has at least one accepting computation path, and
   (b) for every $y$, $y \in \text{set-}f(x)$ if and only if there is an accepting computation path of $N(x)$ that outputs $y$.

2. NPMV$_t$ is the class of total, multivalued functions in NPMV.

3. NPSV is the class of partial, single-valued functions in NPMV.

4. NPSV$_t$ is the class of total, single-valued functions in NPMV.

Hypothesis 1.1 says that there is a partial function $f$ in NPSV such that for every formula $F$ in SAT, $f(F)$ is a satisfying assignment for $F$. It is trivial to observe that there is an NPMV function that finds all satisfying assignments of an input formula. Thus, the true complexity issue here is not of the complexity of finding satisfying assignments, but rather is of the complexity of thinning down to one the satisfying assignment set. Hypothesis 1.1 is equivalent to the assertion that all NPMV functions have refinements in NPSV ([38], see Proposition 3.1). We observe (Proposition 3.1) that Hypothesis 1.1 holds if and only if SAT is NPSV-selective.

Karp and Lipton introduced the following notion of being computable in a class supplemented by a small amount of extra information.

Definition 2.3 [21] For any class of sets $\mathcal{C}$, $\mathcal{C}/\text{poly}$ denotes the class of sets $L$ for which there exist a set $A \in \mathcal{C}$ and a polynomially length-bounded function $h: \Sigma^* \to \Sigma^*$ such that for every $x$, it holds that

$$x \in L \text{ if and only if } \langle x, h(|x|) \rangle \in A.$$

We will be particularly interested in the advice classes NP/\text{poly}, coNP/\text{poly}, and (NP $\cap$ coNP)/\text{poly}. It is not known whether NP/\text{poly} $\cap$ coNP/\text{poly} $=$ (NP $\cap$ coNP)/\text{poly}, though Fenner et al. [11] have constructed an oracle relative to which the classes differ (see also the structural results of [14]).
Next we define lowness and extended lowness.

**Definition 2.4**

1. [34] For each $k \geq 1$, define $\text{Low}_k = \{ L \in \text{NP} \mid \Sigma^p_k(L) = \Sigma^p_k \}$, where the $\Sigma^p_k$ are the $\Sigma$ levels of the polynomial hierarchy [30,39].

2. [27,4] For each $k \geq 2$, define $\text{ExtendedLow}_k = \{ L \mid \Sigma^p_k(L) = \Sigma^n+k+$SAT$\subseteq \Sigma^n+k+$SAT$ \}$. For each $k \geq 3$, define $\text{ExtendedLow}_k = \{ L \mid p^{(\Sigma^p_k)}(O(\log n)) \subseteq p^{(\Sigma^n+k+$SAT$)}(O(\log n)) \}$. The $O(\log n)$ indicates that at most $O(\log n)$ queries are made to the oracle.

Hemaspaandra et al. [19] noted the following lowness and nonuniform class results for $\text{NPSV}_{i+1} \subseteq (\text{NP} \cap \text{coNP})/\text{poly}$, $\text{NPSV}_{i+1} \subseteq \text{Low}_2$, and $\text{NPSV}_{i-1} \subseteq \text{ExtendedLow}_3$.

Finally, we define “promise problems” [10] corresponding to selectivity. Informally, a solution to the promise problem $\text{PP-A}$ [37,28] will—if the promise is met that exactly one of $x$ and $y$ is in $A$—contain $(x, y)$ exactly if $x \in A$.

**Definition 2.5** ([37], see also [28]) Given any set $A$, we say that a set $B$ is a solution to $\text{PP-A}$ if for every $(x, y)$ such that exactly one of $x$ and $y$ is in $A$, $(x, y) \in B$ if and only if $x \in A$.

## 3 Unique Solutions Collapse The Polynomial Hierarchy

We first note a connection between refinements of NPMV functions, NPSV-selectivity, and inversion of polynomial-time functions. As is standard, we say a total polynomial-time computable function $f$ is honest if there is a polynomial $q$ such that, for all $x$, $q(|f(x)|) \geq |x|$. If $f$ is a (possibly non-1-to-1, possibly non-on-to) total polynomial-time computable function, we say that $f$ is $\mathcal{C}$-invertible if there is a single-valued function $g$ in $\mathcal{C}$ such that $(\forall x) \left[ (x \not\in \text{range}(f) \Rightarrow g(x) = \text{undef} \right] \text{ and } (x \in \text{range}(f) \Rightarrow f(g(x)) = x) \right]$ (see [2,15,43,38] for a detailed discussion of invertibility). Observe that $f$ is $\mathcal{C}$-invertible if and only if the partial multivalued function $f^{-1}$ has a single-valued refinement in $\mathcal{C}$. NPSV is the class of all NPMV functions $f$ such that $(\forall x) \left[ ||\text{set-f}(x)|| \leq 2 \right]$.

**Proposition 3.1** (see also [38]) The following are equivalent:

1. Hypothesis 1.1 holds.

2. All NPMV functions have NPSV refinements.

3. All NPSV functions have NPSV refinements.

4. SAT is NPSV-selective.

5. All NP sets are NPSV-selective.

6. All honest FP functions are NPSV-invertible.
Proof of Proposition 3.1 The reader may easily observe that every set in NP is NP2V-selective. Note also that any NPSV refinement of an NPMV-selector for a set is itself an NPSV-selector for the set. Thus, Part 3 implies Part 5. Clearly, Part 5 implies Part 4, and Part 2 implies Part 3. Part 4 implies Part 1, as an NPSV function \( f' \) that is an NPSV-selector for SAT could be used to create the function \( f \) from the statement of Hypothesis 1.1 as follows. Let \( f \) be the function that on an input formula \( F \) simulates \( f' \) applied to the top node of \( F \)'s 2-disjunctive-self-reduction tree, and then each path of (the simulation of) \( f \) that gets an output simulates \( f \) applied to 2-disjunctive-self-reduction of the output node, and so on, and that at any reached leaf of the self-reduction tree checks that the leaf is a satisfying assignment and outputs it if it is. Finally, Selman [38] has noted that Parts 1, 2, and 6 are equivalent, Part 6 being equivalent by combining [38, Exercise 5] with the comment in the last paragraph of [38, Section 1.2].

Naik, Regan, Royer, and Selman (in preparation) have noted that this behavior applies not just to the classes mentioned here, but to any class having certain nice closure properties.

Our hierarchy result will follow easily from our study of the lowness and circuit properties of the new selectivity classes we've mentioned—the NPSV-selective sets, the NPMV-selective sets, and the NPMV\(_1\)-selective sets. We now turn to this study, emphasizing the NPSV-selective sets. Clearly, NPMV\(_1\)-sel (and thus NPSV-sel) is contained in \( \text{NP/poly} \), and NPMV\(_1\)-sel is contained in \( \text{NP/poly} \cap \text{coNP/poly} \), via using a standard divide-and-conquer approach to find an appropriate advice set, similar to the approach in Ko's proof [22] that the \( \text{P-selective sets} \) are in \( \text{P/poly} \) (see also the proofs of Theorem 3.2 and Theorem 3.7). We conclude, via the extended lowness of \( \text{NP/poly} \cap \text{coNP/poly} \) (Theorem 3.4) and the lowness of \( \text{NP/poly} \cap \text{coNP/poly} \cap \text{NP} = \text{coNP/poly} \cap \text{NP} = \text{Low} \) [44], that NPMV\(_1\)-sel is ExtendedLow\(_3\) and that NPMV\(_1\)-sel \( \cap \text{NP} \) is Low\(_3\). We now turn towards our main result.

**Theorem 3.2** NPSV-sel \( \cap \text{NP} \subseteq (\text{NP} \cap \text{coNP})/\text{poly} \).

In the introduction, we mentioned that the key thing our proofs do is to achieve, even with the partial functions, the effect of totality. In the proof of Theorem 3.2, it is easy to put one's finger on the exact part of the construction that achieves this—our decision to require the advice string to encode certificates. This decision allows what would otherwise be an \( \text{NP/poly} \cap \text{coNP/poly} \) containment to become an \( (\text{NP} \cap \text{coNP})/\text{poly} \) containment, as the fact that the advice contains certificates allows an \( \text{NP} \cap \text{coNP} \) machine to verify whether or not the strings purported to be from the set in fact are from the set, and this itself allows the machine to be robustly \( \text{NP} \cap \text{coNP-like} \), that is, \( \text{NP} \cap \text{coNP-like} \) for all possible advice strings, even incorrect ones.

**Proof of Theorem 3.2** Let \( A \in \text{NP} \) be NPSV-selective, with selector function \( f \in \text{NPSV} \). Without loss of generality we assume \( f \) satisfies \( (\forall x, y)[set-f(x, y) = set-f(y, x)] \), since if it doesn't, we can replace it with \( f_{-\text{new}}(a, b) = f(\min(a, b), \max(a, b)) \). It is trivial to create an appropriate advice string at lengths \( n \) for which \( ||A^{\leq n}|| = 0 \), so we assume this is done tacitly at such lengths, and below consider just the \( ||A^{\leq n}|| \neq 0 \) case. Recall that \( set-f(x) = \{ y \mid y \text{ is a value of } f(x) \} \). Let \( p \) be a monotone nondecreasing polynomial and \( B \) be a set in \( \text{P} \) witnessing that \( A \in \text{NP} \) so that for
every $x$, $x \in A$ if and only if for some $y \in \Sigma^{|x|} \setminus \{x\}$, $(x, y) \in B$. Let $w$ be a string of the form $(0^n, S, T)$, where $S$ and $T$ encode finite sets. We call $w$ an advice string for $n$ if (i) $|T| \leq |S| \leq n + 1$, (ii) $S \subseteq \Sigma^{|x|}$, (iii) $T \subseteq \Sigma^{|x|}$, and (iv) for every $y \in S$, there is some $z \in T$ such that $(y, z) \in B$, that is, $y \in A$ is certified by $z$. Moreover, $w$ is called a good advice string for $n$ if it holds that

\[ (*) \quad (\forall x \in \Sigma^{|x|})[x \in A \Rightarrow (\exists y \in S)[\text{set-f}(x, y) = \{x\}]]. \]

For every $n$, a good advice string for $n$ exists. As in the case of Ko’s proof that the P-selective sets are in P/poly [22], we may repeatedly choose to add to $S$ some element of $A^{|x|}$ that loses to at least half the elements that both are not yet in $S$ and don’t yet beat some element in $S$, where by “$x$ loses to $y$” we mean that $\text{set-f}(x, y) = \{y\}$. Since $|\Sigma^{|x|}| < 2^n + 1$, $S$ will have at most $n + 1$ elements. After constructing $S$, for each $y \in S$, we pick up one certificate and construct $T$.

Clearly, the set of all advice strings is in P. Moreover, the set of all good advice strings is in coNP. As $w = (0^n, S, T)$ being an advice string guarantees that $S \subseteq A$, $\text{set-f}(x, y)$ is defined for any $x \in \Sigma^{|x|}$ and $y \in S$. So, $w = (0^n, S, T)$ is a good advice string for $n$ if and only if $w$ is an advice string and

\[ (\forall x \in \Sigma^{|x|})[x \not\in A \Rightarrow (\exists y \in S)[y = x \lor y \not\in \text{set-f}(x, y)]]. \]

Clearly, this is a coNP-predicate as, in particular, testing $y \not\in \text{set-f}(x, y)$ can be done via one universal quantification. However, note that if $w$ is an advice string for $n$, then for every $x \in \Sigma^{|x|}$ and $y \in S$, $\text{set-f}(x, y) = \{y\} \neq \{x\}$. So, if $w = (0^n, S, T)$ is a good advice string for $n$, then

\[ (\forall x \in \Sigma^{|x|})[x \in A \iff (\exists y \in S)[\text{set-f}(x, y) = \{x\}]]. \]

Now define

\[ A' = \{ (\langle |x|, S, T \rangle) \mid (\langle |x|, S, T \rangle) \text{ is an advice string for } |x|, \text{ and} \]

\[ (\exists y \in S)[\text{set-f}(x, y) = \{x\}] \}. \]

Note that $A' \in \text{NP} \cap \text{coNP}$. The containment in NP is immediate. The containment in coNP follows from the fact that, as long as $(\langle |x|, S, T \rangle)$ is an advice string for $|x|$, $S \subseteq A$ guarantees that $\text{set-f}(x, y)$ is either $\{x\}$ or $\{y\}$ for any $y \in S$.

Now for each $n$, define $h(0^n)$ to be the smallest good advice string for $n$ in lexicographic order. Then, by $(\ast)$, for every $x$, $x \in A$ if and only if $(x, h(0^{|x|})) \in A'$. This proves that $A \in (\text{NP} \cap \text{coNP})/\text{poly}$.

Theorem 3.3 follows from essentially the same proof as that of Theorem 3.2.

**Theorem 3.3** $\text{NPSV-sel} \subseteq \text{NP/poly} \cap \text{coNP/poly}$.

This result reflects a more general behavior. By $\text{graph}(f)$, we denote $\{ (x, y) \mid y \in \text{set-f}(x) \}$. Let $\mathcal{F} \mathcal{C}$ be any function class (possibly partial, possibly multivalued). Let $\mathcal{C}$ be any class having the property that for each $f$ in $\mathcal{F} \mathcal{C}$ it holds that $\text{graph}(f) \in \mathcal{C}$. Then

\[ \mathcal{F} \mathcal{C}-\text{sel} \subseteq (\mathcal{F} \mathcal{C}-\text{sel})/\text{poly}. \]
In particular, the polynomial advice represents advice strings found by divide and conquer, and the disjunctive queries determine, via the graph of the selector function, the action of the selector function on the input paired with each string in the advice set, and additionally the disjunctive reducer checks whether the input is one of the advice strings. The reducer accepts exactly when the input either is one of the advice strings or is an output of the selector function when that function is run on the input paired with one of the advice strings (see the proofs of Theorem 3.2 above and Theorem 3.7 below). Theorem 3.3 is a specific case of this more general claim. The polynomial time-bound on the disjunctive reduction in the general claim can be replaced by a logspace bound if the pairing function used (in the definition of advice classes) is logspace invertible.

Köbler [23] has shown that $(\text{NP} \cap \text{coNP})/\text{poly}$ is $\text{ExtendedLow}_3$. An interesting question left open by Köbler’s paper is whether $(\text{NP}/\text{poly}) \cap (\text{coNP}/\text{poly})$ is extended low. We resolve this issue by showing that it is. It is an interesting open issue whether our result can itself be strengthened via the techniques of Gavaldà and Köbler [13,23] to an $\text{ExtendedLow}_3$ result; we conjecture that it can. In any case, in terms of the standard levels of extended lowness—$\text{ExtendedLow}_1$, $\text{ExtendedLow}_2$, $\text{ExtendedLow}_3$, ...—our $\text{ExtendedLow}_3$ result is optimal, as Allender and Hemaspaandra [3] have noted that even $\text{P}/\text{poly}$ is not in $\text{ExtendedLow}_2$. We defer the proof of Theorem 3.4 to the end of this section.

**Theorem 3.4** $(\text{NP}/\text{poly}) \cap (\text{coNP}/\text{poly})$ is $\text{ExtendedLow}_3$.

From Theorems 3.3 and 3.4, we immediately obtain the following corollary.

**Corollary 3.5** The NPSV-selective sets are $\text{ExtendedLow}_2$.

What can be said about the lowness of the NPSV-selective sets in NP? Theorem 3.3 and Köbler’s “$(\text{NP} \cap \text{coNP})/\text{poly} \cap \text{NP}$ is $\text{Low}_3$” result imply a $\text{Low}_3$ result. However, as the next corollary states, the NPSV-selective sets in NP are in fact $\text{Low}_2$. Informally, the reason for this improvement is that NPSV-selective sets have selector functions that, while perhaps partial, are sharply constrained. In particular, these functions are only partially partial. They are forced to be total whenever either of the inputs is in the given set, and, as we did also in the proof of Theorem 3.2, we exploit this conditional totality in our $\text{Low}_2$ proof below.

**Lemma 3.6** [28] If $A$ is in $\Sigma_i^p$ and $B$ is a solution of $\text{PP}-A$, then $\Sigma_{i+1}^p A \subseteq \Sigma_{i+1}^p B$.

**Theorem 3.7** If $A \in \text{NPSV-selective} \cap \text{NP}$, then $\text{PP}-A$ has a solution $L$ that is $\text{Low}_2$.

Corollary 3.8 follows immediately from Theorem 3.7 via Lemma 3.6.

**Corollary 3.8** NPSV-selective $\cap$ NP $\subseteq \text{Low}_2$.

**Proof of Theorem 3.7** Let $A \in \text{NPSV-selective} \cap \text{NP}$, with selector function $f \in \text{NPSV}$. As in the proof of Theorem 3.2, define the notion of advice strings and good advice strings. Define

$$\hat{A} = \{(x, y) \mid \text{set-}f(x, y) = \{x\} \text{ and } x \in A\}.$$
Clearly, \( \hat{A} \) is a solution of PP-A and is in NP. It suffices to show that \( \Sigma_2^p \hat{A} \subseteq \Sigma_2^p \). Let \( w = \langle 0^n, S, T \rangle \) be a good advice string for \( n \). Then for every \( x \in \Sigma_2^n \),

\[
x \in A \iff (\exists y \in S)[\text{set-f}(x, y) = \{x\}].
\]

So, for every \( x, y \in \Sigma_2^n \),

\[
\langle x, y \rangle \notin \hat{A} \iff x \notin A \lor \text{set-f}(x, y) \neq \{x\}
\]

\[
\iff x \notin A \lor (x \in A \land \text{set-f}(x, y) \neq \{x\})
\]

\[
\iff (\forall z \in S)[\text{set-f}(x, z) \neq \{x\}] \lor (x \in A \land \text{set-f}(x, y) \neq \{x\})
\]

\[
\iff (\forall z \in S)[\text{set-f}(x, z) = \{z\}] \lor (x \in A \land \text{set-f}(x, y) = \{y\}).
\]

Define \( T = \{ \langle x, y, \langle 0^n, S, T \rangle \rangle \mid |x|, |y| \leq n, w = \langle 0^n, S, T \rangle \) is an advice string for \( n \), and either \( (\forall z \in S)[\text{set-f}(x, z) = \{z\}] \) or \( x \in A \land \text{set-f}(x, y) = \{y\} \). Then, \( T \in \text{NP} \), and for every good advice string \( w = \langle 0^n, S, T \rangle \) and \( x, y \) of length at most \( n \), \( \langle x, y \rangle \notin \hat{A} \) if and only if \( \langle x, y, w \rangle \in T \).

Now let \( C \in \Sigma_2^p \hat{A} \) and let \( N_1 \) and \( N_2 \) be NP-machines such that \( C = L(N_1, L(N_2, \hat{A})) \). There is a polynomial \( q \) such that for every \( x \) and every possible query \( y \) of \( N_1 \) on \( x \), if \( N_2 \) on \( y \) queries \( \langle u, v \rangle \), then \( |u|, |v| \leq q(|x|) \). Define \( D \) to be the set of all \( \langle y, \langle 0^n, S, T \rangle \rangle \) such that

\begin{itemize}
  \item \( w = \langle 0^n, S, T \rangle \) is an advice string for \( m \) and
  \item there is an accepting computation path \( \pi \) of \( N_2 \) on \( y \) such that for every query \( \langle u, v \rangle \) along \( \pi \),
  \begin{itemize}
    \item \( |u|, |v| \leq m \),
    \item if the answer to the query is affirmative, then \( \langle u, v \rangle \in \hat{A} \), and
    \item if the answer to the query is negative, then \( \langle u, v, w \rangle \in T \).
  \end{itemize}
\end{itemize}

Since both \( \hat{A} \) and \( T \) are in NP, \( D \in \text{NP} \). Furthermore, if \( y \) is a query of \( N_1 \) on \( x \), then for every good advice string \( w \) for \( q(|x|) \), \( N_2^\hat{A} \) on \( y \) accepts if and only if \( \langle y, w \rangle \in D \).

Now define \( E \) to be the set of all \( \langle x, w \rangle \) such that \( w \) is an advice string for \( q(|x|) \) and \( N_1 \) on \( x \) accepts if its query \( y \) is answered affirmatively if and only if \( y \in D \). Since \( D \) is in NP, \( E \in \Sigma_2^p \).

Furthermore, for every \( x \) and good advice string \( w \) for \( q(|x|) \), \( \langle x, w \rangle \in E \) if and only if \( x \in C \).

Therefore, for every \( x, \langle x, w \rangle \in C \) if and only if there is a good advice string \( w \) for \( q(|x|) \) such that \( \langle x, w \rangle \in E \). As described in the proof of Theorem 3.2, the set of all good advice strings is in coNP. Thus, \( C \in \Sigma_2^p \). This proves the theorem.

\[\] 

Note that every NP set is NPMV-selective. Is this also true for NPSV-selectivity? We have the following result.

**Theorem 3.9** If \( \text{NP} \subseteq \text{NPSV-sel} \), then \( \text{ZPP}^{\text{NP}} = \text{PH} \).
Proof of Theorem 3.9 This is a corollary of Theorem 3.2, since, extending Karp and Lipton [21], Köbler and Watanabe have proven that if $\text{NP} \subseteq (\text{NP} \cap \text{coNP})/\text{poly}$ $\Rightarrow \text{ZPP}^{\text{NP}} = \text{PH}$ [24].

Note that we could conclude immediately from Corollary 3.8 the slightly weaker result that if $\text{NP} \subseteq \text{NPSV}$-sel, then $\text{NP}^{\text{NP}} = \text{PH}$.

From Proposition 3.1 and Theorem 3.9, we have our main result, and a related result.

Corollary 3.10 If Hypothesis 1.1 is true then $\text{ZPP}^{\text{NP}} = \text{PH}$.

Corollary 3.11 If all honest FP functions are NPSV-invertible then $\text{ZPP}^{\text{NP}} = \text{PH}$.

Hypothesis 1.1 seems somewhat akin to the statement UP=NP, in the sense that both speak of reducing a multiplicity (respectively of values and of certificates) to a unity. However, NP might be equal to UP because of the existence of some strange machine that accepts SAT uniquely and has nothing to do with finding satisfying assignments, and, on the other hand, there might exist a machine that outputs satisfying assignments uniquely but “ambiguously”—along more than one computation path. Indeed, it remains an open question whether either of UP=NP and Hypothesis 1.1 implies the other. It also remains an open question whether Corollary 3.10 remains true if the hypothesis is changed to UP=NP; indeed, it is not even known whether UP=NP implies that the polynomial hierarchy collapses at any level. It is easily seen, as noted by Buhrman, Kadin, and Thierauf [7], that SAT has an NPSV invertible if and only if it has (in a certain model for oracle access to partial functions) an $\text{FP}^{\text{NPSV}}$ refinement and thus Corollary 3.10 speaks to that case.

We conclude this section with the deferred proof of Theorem 3.4.

Proof of Theorem 3.4 Let $H \in (\text{NP}/\text{poly}) \cap (\text{coNP}/\text{poly})$. Let $B \in \text{NP}^{\text{NP}^{\text{NP}}}$ (let’s say, for convenience, $B = L(N_1^{L(N_2^{L(N_3^{\text{NP}})})})$). We will show that $B \in \text{NP}^{\text{NP}^{\text{SAT}^H}}$.

Let $S_1$ ($S_2$) be an NP (coNP) set certifying $H \in \text{NP}/\text{poly}$ ($H \in \text{coNP}/\text{poly}$). Let $p(\cdot)$ be a polynomial bounding the size of the correct advice sequences for each. Let $q(\cdot)$ be a polynomial composing the polynomial running times of $N_1$, $N_2$, and $N_3$.

Recall that our pairing function, $\langle \cdot, \cdot \rangle$, is some nice, “multi-arity onto” pairing function. On input $x$, our base NP machine of our $\text{NP}^{\text{NP}^{\text{SAT}^H}}$ machine guesses nondeterministically strings $r_1, \ldots, r_q(|x|); \ldots, r_q(|x|);$ and $s_1, \ldots, s_q(|x|),$ satisfying, for each $i, |r_i| \leq p(i)$ and $|s_i| \leq p(i)$. Via a single call to $\text{NP}^{\text{SAT}^H}$, the base machine checks whether $r_1, \ldots, r_q(|x|)$ is a good advice set for helping $S_1$. In particular, we make one query, $\langle x, r_1, \ldots, r_q(|x|) \rangle$, to the $\text{NP}^{\text{SAT}^H}$ set:

$$E' = \{z \mid q(|x|) \}$$

and if the answer is “no,” we know the “$r$” advice collection is good. Similarly, with one question to an $\text{NP}^{\text{SAT}^H}$ set $E''$ (defined analogously), we determine whether the “$s$” advice collection is good for helping $S_2$. 
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Note that when given the correct advice strings, an NP machine can strongly (in the sense of Long [26] and Selman [35]) check whether \( x \in H \) or \( x \not\in H \), by nondeterministically guessing which is true and checking an \( x \in H \) guess via checking whether \( \langle x, r_{\perp} \rangle \in S_1 \), and checking an \( x \not\in H \) guess via checking whether \( \langle x, s_{\perp} \rangle \in S_2 \).

Our simulation of \( B = L(N_1^{L(N_2^{L(N_3^{H})})}) \) in \( \text{NP}^{\text{NP}^{\text{SAT}^H}} \) proceeds as follows (for simplicity, let’s call our base machine \( N_4 \)). \( N_4 \) guesses and checks good advice sets as already described. \( N_4 \) now simulates \( N_1 \), except each time \( N_1 \) asks a query \( y \) to \( L(N_2^{L(N_3^{H})}) \), \( N_4 \) asks the query \( \langle y, \langle r_1, \ldots, r_{|\epsilon|} \rangle, \langle s_1, \ldots, s_{|\epsilon|} \rangle \rangle \) to an \( \text{NP}^{\text{SAT}^H} \) set \( E^H \), which itself will satisfy \( E^H = L(N_5^{\text{SAT}^H}) \) for a machine \( N_5 \) to be defined. (Since we have only one \( \text{NP}^{\text{SAT}^H} \) oracle, the actual set we will use is \( E = E' \oplus E'' \oplus E^H \)). \( N_5 \) on input \( \langle y, \langle r_1, \ldots, r_{|\epsilon|} \rangle, \langle s_1, \ldots, s_{|\epsilon|} \rangle \rangle \) simulates \( N_2 \) on input \( y \), except every time \( N_2 \) asks a query \( z \) to \( L(N_3) \) on input \( y \), \( N_5 \) asks the query \( \langle z, \langle r_1, \ldots, r_{|\epsilon|} \rangle, \langle s_1, \ldots, s_{|\epsilon|} \rangle \rangle \) to the NP set \( G \) (since SAT is NP-complete, we implicitly convert the query to an appropriate query to SAT):

\[
G = \{ \langle z, \langle r_1, \ldots, r_{|\epsilon|} \rangle, \langle s_1, \ldots, s_{|\epsilon|} \rangle \rangle \mid \text{if we simulate } N_3^H(z), \text{ replacing each call to } H \text{ (say “} w \in H \text{”) by nondeterministically checking whether } \langle w, r_{|\epsilon|} \rangle \in S_1 \text{ (in which case we proceed along the path certifying } \langle w, r_{|\epsilon|} \rangle \text{ as of } w \in H \text{) and (separately, nondeterministically) whether } \langle w, s_{|\epsilon|} \rangle \notin S_2 \text{ (in which case we proceed as if } w \not\in H \text{), we have an accepting path of our simulated } N_3 \}. \text{ Note: if any of the } w \text{ are such that } |w| > t, \text{ we act as if } s_{|\epsilon|} = r_{|\epsilon|} = \epsilon, \text{ in actual runs this case will not occur.}
\]

We make no claim that \( G \in \text{NP} \cap \text{coNP} \). In fact, with “bad” advice as inputs, the simulation defining \( G \) will be quite chaotic: a query “\( w \in H \?”\) might be treated as being answered both “yes” and “no,” or neither “yes” nor “no.” However, when given good advice sets, the machine will in fact correctly simulate \( N_3^H(z) \): each query \( w \) of \( N_3(z) \) will be answered either “yes” or “no,” will not be answered both “yes” and “no,” and will be answered correctly. That is, \( G \)'s simulation of \( H \) is, when the advice is correct, an example of strong computation. Crucially, for every query actually asked of \( G \) during an actual run of our \( \text{NP}^{E' \oplus E'' \oplus L(N_3^H)} \) algorithm, the advice will be correct (and thus the strong computation going on within \( G \) will be correct). Recall that this behavior, in which every actual access to an oracle maintains a certain nice property of the oracle computation (such as computing strongly), though some queries that are never asked might taint the property, is known as “guarded” access. We’ve now given an \( \text{NP}^{\text{NP}^{\text{SAT}^H}} \) simulation of an arbitrary set \( B \in \text{NP}^{\text{NP}^{\text{NP}^H}} \), for arbitrary \( H \in (\text{NP/poly}) \cap (\text{coNP/poly}). \]

## 4 NPMV-Selectivity versus Self-reducibility

Buhrman, van Helden, and Torenvliet [8] showed that if a self-reducible set is P-selective, then it is in P, and Hemaspaandra et al. [18] proved that if a self-reducible set is NPMV-selective, then it
is in $\text{NP} \cap \text{coNP}$. We prove, as Theorem 4.3 below, a similar result for self-reducible NPMV-selective sets, and apply this result to PSPACE and the levels of the polynomial hierarchy.

The standard definition of self-reducibility that is used in most contemporary research in complexity theory was given by Meyer and Paterson [29].

**Definition 4.1** A polynomial time computable partial order $<$ on $\Sigma^*$ is OK if and only if

1. each strictly decreasing chain is finite and there is a polynomial $p$ such that every finite $<$-decreasing chain is shorter than $p$ of the length of its maximum element, and

2. for all $x, y \in \Sigma^*$, $x < y$ implies that $|x| \leq p(|y|)$.

**Definition 4.2** A set $L$ is self-reducible if there is an OK partial order $<$ and a deterministic polynomial time-bounded machine $M$ such that $M$ accepts $L$ with oracle $L$ and, on any input $x$, $M$ asks its oracle only about words strictly less than $x$ in the OK partial order $<$. If the self-reduction of the query machine $M$ in fact is also a polynomial-time disjunctive (conjunctive) truth-table reduction, then $L$ is disjunctive (conjunctive) self-reducible.

Note in particular that unless otherwise specified we use self-reducible to mean Turing self-reducible.

**Theorem 4.3** If $A$ is self-reducible and NPMV-selective, then $A \in \text{NP}$.

**Proof of Theorem 4.3** First, we need to introduce some notation. Let $B$ be a set and $S$ be a finite set. Let $\succeq$ be a total order over $S$ such that for every $x, y \in S$, $x \succeq y \iff (x \in B \Rightarrow y \in B)$. Then for each $x, y \in S$, define $x \equiv y$ if there exist some $w_1, \ldots, w_m \in S$ such that (i) both $x$ and $y$ appear in $w_1, \ldots, w_m$, (ii) $w_m = w_1$, and (iii) for every $i, 1 \leq i \leq m - 1$, $w_i \succeq w_{i+1}$, and define $x \triangleright y$ if $x \succeq y$ and $x \neq y$. Call $x \in S$ minimal if for every $y \in S$, either $x \equiv y$ or $x \triangleright y$. Note that $x \equiv y$ implies $x \in B$ if and only if $y \in B$, and therefore, for any minimal $x, x \in B$ implies $S \subseteq B$. Also note that finding all minimal elements in $S$ is equivalent to dividing a “directed clique” (i.e., a clique in which each edge is directed) into its fully connected components and finding the (necessarily unique) component from which no other component is reachable. So, after knowing whether $x \triangleright y$ or $y \triangleright x$ for each $x, y \in S$, finding all minimal elements can be done in time polynomial in $\sum_{x \in S} |x|$.

Let $A$ be self-reducible via a machine $M$ and an OK partial order $<$ as in Definition 4.2. Let $\bot$ be a fixed element in $A$ and, without loss of generality, assume for every $x \in \Sigma^*$ other than $\bot$ that $\bot \prec x$. Let $A$ be NPMV-selective with selector function $f \in \text{NPMV}$. Consider the nondeterministic Turing machine $N$ defined, on input $x$, by the following algorithm.

1. Nondeterministically guess one computation path of $M$ on $x$ together with oracle answers and put into $S_1$ ($S_0$) all the queries for which affirmative (negative) answers are guessed.

   If $M$ on $x$ along the guessed path rejects, then reject $x$.

2. For each $y \in S_0$ and $z \in S_1 \cup \{x\}$, nondeterministically verify that $z \in \text{set-f}(y, z)$.

   If the verification is not successful for some $y, z$, then reject $x$. 
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(3) For each \( y, z \in S_1 \), nondeterministically compute \( f(y, z) \) and define \( y \succeq z \) if \( f(y, z) = z \) and \( z \succeq y \) if \( f(y, z) = y \).

If for some \( y \) and \( z \), computing \( f(y, z) \) is not successful, then reject \( x \).

(4) If \( S_1 = \emptyset \), then output \( \bot \). Otherwise, output lexicographically the smallest minimal string in \( S_1 \).

It is easy to see that \( N \) is polynomial-time bounded. We claim the following:

- For every \( x \not\in A \), if \( N \) on \( x \) outputs \( y \), then \( y < x \) and \( y \not\in A \).
- For every \( x \in A \),
  - \( N \) on \( x \) has an output in \( A \) and
  - every output \( y \) of \( N \) on \( x \) satisfies \( (y = \bot) \lor (y < x) \).

This is seen as follows. Suppose that \( x \not\in A \) and \( N \) on \( x \) outputs \( w \) at step (4). As \( N \) must choose an accepting computation path of \( M \) on \( x \), either \( S_0 \not\subseteq \overline{A} \) or \( S_1 \not\subseteq \overline{A} \). But, the former is not the case, for, since the verifications in step (2) are all successful, \( S_0 \) having an element in \( A \) implies \( x \in A \), yielding a contradiction. So, the latter is the case. Since \( w \) is minimal in \( S_1 \), \( w \in A \) implies \( S_1 \subseteq A \). So, \( w \) cannot be in \( A \). Hence the first claim holds.

On the other hand, suppose that \( x \in A \). The machine \( N \) can guess the “correct” accepting computation path of \( M \) on \( x \), for which \( S_0 \subseteq \overline{A} \) and \( S_1 \subseteq \overline{A} \). After guessing the path, \( N \) can reach step (4) because for every \( y \in S_0 \) and \( z \in S_1 \), \( \text{set-} f(y, z) = \{z\} \), and for every \( y, z \in S_1 \), \( \text{set-} f(y, z) \neq \emptyset \). After entering step (4), \( N \) will choose its output from \( \{\bot\} \cup S_1 \), which is a subset of \( A \). So, \( N \) will output a string in \( A \). Hence the second claim holds.

Now consider a machine \( D \) that, on input \( x \), starting with \( w = x \), executes the following algorithm.

(I) Simulate \( N \) on \( w \).

(II) If \( N \) rejects, then reject. If \( N \) outputs \( \bot \), then accept. Otherwise, set \( w \) to the output of \( N \) and go back to (I).

By the definition of self-reducibility, step (I) is repeated at most polynomially many times, and thus, \( D \) is polynomial-time bounded. By the above two claims, if \( x \not\in A \), then \( D \) never obtains \( \bot \) as the output of \( N \), and if \( x \in A \), for some computation path, \( D \) obtains \( \bot \) as the output of \( N \). So, \( D \) accepts \( x \) if and only if \( x \in A \). This establishes that \( A \in \text{NP} \).

Note that from the well-known fact that every disjunctive self-reducible set is in \( \text{NP} \) and from the fact that every set in \( \text{NP} \) is \( \text{NPMV-selective} \), it follows that every disjunctive self-reducible set is \( \text{NPMV-selective} \). Theorem 4.3 yields, for example, the following consequences, keeping in mind
the fact that PSPACE and each $\Sigma_k^p$ have self-reducible complete sets. Note that the $k \geq 2$ below cannot be improved to $k \geq 1$ unless PH = NP.

Corollary 4.4

1. PSPACE $\subseteq$ NPSV-sel if and only if PSPACE $\subseteq$ NPMV-sel if and only if PSPACE = NP.
2. For any $k \geq 2$, $\Sigma_k^p \subseteq$ NPSV-sel if and only if $\Sigma_k^p \subseteq$ NPMV-sel if and only if PH = NP.
3. coNP $\subseteq$ NPMV-sel if and only if NP = coNP.

5 Conclusion and Open Questions

This paper has studied the complexity of computing a single satisfying assignment of an input satisfiable formula. Previously, it was (trivially) known that satisfying assignments could be found by polynomial-time functions if and only if P=NP. It was also (trivially) known that an assignment could be found via a polynomial-time machine using an NP oracle (and it was known, not trivially, that finding the lexicographically largest assignment was the hardest of all problems solvable in that class [25]).

But what about function classes between FP and FP$^\text{NP}$? In this paper, we proved that the NPSV functions are unlikely to have the power to find satisfying assignments; they can do so only if the polynomial hierarchy collapses to ZPP$^\text{NP}$. There remains an important function class intermediate in power between the NPSV functions (shown by this paper to be unlikely to have the power of finding satisfying assignments) and the functions computable via Turing access to an NP oracle (which clearly can find satisfying assignments). This class is the class of (partial) functions computable via parallel (that is, truth-table) access to an NP oracle. Clearly, NPSV is a subset of this class (cf. [38]). The key open issue is distilled in the following hypothesis (see [43,1,17,31,38] for background and discussion).

**Hypothesis 5.1** Every NPMV function has a (single-valued) refinement in FP$^\text{NP}$.

The above can be equivalently phrased as: There is a partial function $f$ computable by a polynomial-time Turing machine making parallel queries to NP such that for each formula $F \in \text{SAT}$, $f(F)$ is a satisfying assignment of $F$. Does Hypothesis 5.1 imply a collapse of the polynomial hierarchy? It seems that such a result would require techniques substantially different from those of this paper. In particular, our result that "NPMV has NPSV refinements only if ZPP$^\text{NP} = \text{PH}" itself relativizes. However, any relativizable proof of "Hypothesis 5.1 implies a collapse of the polynomial hierarchy" would immediately imply—due to the result of Watanabe and Toda [43] that Hypothesis 5.1 holds relative to a random oracle—that the polynomial hierarchy collapses relative to a random oracle. Furthermore, if the polynomial hierarchy collapses relative to a random oracle, then the polynomial hierarchy collapses ([3], see also [32]). The main result of the present paper does not similarly imply
that the polynomial hierarchy collapses relative to a random oracle, as Hypothesis 1.1 is known to fail relative to a random oracle [33].
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