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Abstract

We study the testing problem, that is, the problem of determining (maybe probabilistically)
if a function to which we have oracle access satisfies a given property.

We propose a framework in which to formulate and carry out the analyzes of several known
tests. This framework establishes a connection between testing and the theory of weight distri-
butions of dual codes. We illustrate this connection by giving a coding theoretic interpretation of
several tests that fall under the label of low-degree tests. We also show how the coding theoretic
connection we establish naturally suggests a new way of testing for linearity over finite fields.

There are two important parameters associated to every test. The first one is the test’s
probability of rejecting the claim that the function to which it has oracle access satisfies a given
property. The second one is the distance from the oracle function to any function that satisfies
the property of interest. The goal when analyzing tests is to explain the relationship between
these two parameters. There are several good reasons why good analyzes are worth striving for.
For example, improved analyzes of a family of tests referred to as low-degree tests, typically
translate into improved construction of probabilistically checkable proofs and better hardness of
approximation results.

We derive from the MacWilliams Theorems a general result, the Duality Testing LLemma, and
use it to analyze the simpler tests that fall into our framework. The analyzes we present elicit
the fact that a test’s probability of rejecting a function depends on how far away the function is
from every function that satisfies the property of interest. Other standard ways of addressing the
testing problem do not capture this intuition. We discuss the apparent benefits and limitations
of our approach to the testing problem and contrast it to the ones found in the literature.

Keywords — Dual codes, MacWilliams Theorems, program checking, self-testing, linearity testing,
low-degree testing, probabilistically checkable proofs.

1 Introduction

Over the years, researchers and software developers have proposed strategies to deal with the problem
of software reliability. The software reliability problem is that of efficiently and effectively identifying
software bugs. It arises in every computer programming task and its hard to deal with. No perfect
solution for it is likely to be found.

* Part of this work was done while the author was a graduate student in the Dept. of Mathematics at MIT. Some
parts of this paper appeared in the author’s Ph.D thesis [Kiw96].
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One way of approaching the software reliability problem, program verification, consists in a formal
proof of correctness of the program’s code. This proof is done only once, before the program is ever
used. As pointed out by Rubinfeld [Rub90], the programs that can be verified in this form are usually
quite simple. When a program is proven correct, the proof is often very involved, and thus, even
more susceptible to error. Furthermore, automatizing the verification process has not been a fruitful
endeavor.

Another traditional method for insuring software reliability has been program testing. This
method ascertains the program’s correctness on some chosen inputs by contrasting the program’s
result with that of a solution independently obtained. Program testing does not guarantee that the
program is correct on a particular input. Moreover, as observed in [Rub90], the choice of input
distribution on which to check the program is usually debatable, and the “independently obtained
solutions” usually turn out to be generated by a previous version of the same program that is being
replaced, or one that is written by different people (who are likely to make the same types of errors)
and thus is not independent at all.

The theory, pioneered by Blum et al. [BK89], on self-checking programs, and Blum, Luby, and
Rubinfeld [BLR90], on self-testing/correcting programs, proposes an alternative approach to the
problem of assuring software reliability. It is in this context that the testing problem arises. Loosely
stated, the testing problem consists in determining (maybe probabilistically) if a function satisfies a
given property. In this work, we say that a test is a sequence of the form (F,, T,, Dy )n>1 where
F, is a collection of functions (with common domain and range), 7, is a collection of functionals
mapping F, to { accept,reject }, and D,, is a probability distribution over 7,,. We let P,, denote the
collection of functions f € F,, for which T'(f) equals accept for every T which is assigned a positive
probability by the distribution D,,. We assume from now on that P,, is nonempty.

Analyzing a test consists in explaining the relation between the following two quantities when
the function f, with domain Dom(f), varies over the F,’s:

Rej(f) def Prrap, [T(f) = reject] — the probability that the test rejects f,

Dist(f) def min{ Pryc pom(s) [f(1) #9(u)] | g € Py} — minimum (relative) distance of f to
its closest function in P,,.

Of particular importance is to provide a lower bound for the test, i.e. to determine a function
¢:[0,1] — [0,1] such that Rej(f) > ¢(Dist(f)) holds (possibly assimptotically) for every n and
f € F,. The quality of the lower bound depends on the function ¢. The reason being, that one
is usually interested in determining the largest value Dist(f) can take given that Rej(f) is at most
c€[0,1]

There always is an undercurrent in the testing problem. In it, we assume we have oracle access to
a function f € F,. (That is, we can specify « in the domain of f and in one step are returned f(u).)
The function f is usually referred to as the oracle function. It is claimed that “f belongs to P,”.
We do not trust this claim. We verify it, probabilistically, by performing the test ( Fyn, 7n, Dy )n>1
as follows: we sample according to D,, a functional 7" in 7,; we accept the claim if T'(f) = accept,
and reject it otherwise. (Evaluating 7T'(f) requires performing queries to the oracle and carrying out
some computation that depends on the outcome of the queries.) Note that the functions belonging to
the P,’s always pass the test. We think of the functions belonging to P,, for some n, as those that
satisfy a property of interest. A natural question arises: with what probability does the test reject the
claim concerning f when Dist(f) is at least §7 A lower bound for the test in point provides a partial
answer to this question.



Tests have been designed to verify many properties. Some of them are of practical relevance. One
can easily envision using known tests as an aid in checking the correctness of libraries of mathematical
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functions, and of essential components of software like Matlab®Y and Mathematical.

Research in self-testing/correcting programs also had unexpected theoretical consequences. In-
deed, the theory of self-testing programs is part of the research that led to the PCP theorem of
Arora, Lund, Motwani, Sudan, and Szegedy [ALM*92]. Testing is an essential component in the
known constructions of probabilistically checkable proofs (PCPs) and the derivation of hardness of
approximation results. Informally, a PCP is a proof that can be verified (probabilistically) to a signi-
ficant degree of confidence with a small number of queries (spot-checks). A PCP has to be extremely
redundant since every part of the proof has to witness the correctness or incorrectness of the whole.
Otherwise a probabilistic verification that performs a small number of spot-checks would not detect
incorrect proofs with a significant confidence. The error-detection properties that PCPs exhibit are
inherited from the techniques used to construct them. To explain this, recall that since the work
of Arora and Safra [AS92], PCPs have been built by recursion. Each level of the recursion uses a
distinct form of error-correcting code. Correct encodings are viewed as representations of functions
that satisfy a pre-specified property. Among the typical properties satisfied by correct encodings are
linearity, multi-linearity, low-individual degree, low-total degree, etc. Thus, a central problem in the
construction of PCPs is to probabilistically check (test) these properties with as few oracle queries
as possible. Testing that a given function satisfies one of these properties is what is often referred to
as low-degree testing.

Currently we have no general framework which allows us to naturally formulate tests for checking
whether a function satisfies a pre-specified property. Known tests might not be the most appropriate
for performing the tasks which they are designed for. Furthermore, a characteristic of most tests is
that they are hard to analyze. It is not clear if many of the known analyzes are tight. Good analyzes
are, for many reasons, worth endeavoring for. Improved analyzes usually yield better hardness of
approximation results. Moreover, they typically enable better construction of PCPs.

This work’s main motivation is to contribute in the development of a unified framework in which
to cast known tests, formulate new ones, and provide the tools to analyze them well.

1.1 Previous and Related Work

SELF-TESTING: This concept was introduced in [BLR90]. Self-testing is a way of using a program
purported to compute a function to check that its computations are indeed correct, but without
recomputing the function, nor checking the program’s code. The concept of property testing was
introduced in [GGRY6]. It is related to that of self-testing. In property testing we are interested in
determining whether a program satisfies a pre-specified property (equivalently, if a program belongs
to a specific class of programs). Self-testing can be seen as a particular instance of property testing
(one where there is only one function satisfying the property of interest). In this paper we do not
make a distinction between self-testing and property testing. We simply refer to both tasks as testing.

There is a considerable body of literature dealing with self-testing issues. We refer the interested
reader to the survey of Blum and Wasserman [BW94] and the thesis of Rubinfeld [Rub90]. For
pointers to more recent work in the area see [Rub94, EKS96]. The work of Goldreich, Goldwasser, and
Ron [GGRY6] which introduces the concept of property testing also suggests exciting new directions
of research. For recent developments concerning issues in property testing see [GR97].

SELF-CORRECTION: This concept was also introduced in [BLR90]. To explain it, assume we have a
program that works correctly in a large fraction of its (finite) input space. Self-correction is a way



of using this same program to find the correct value everywhere (with high probability). Research
addressing the self-testing problem usually also addresses self-correction issues. Thus, the reader
interested in this topic is referred to [Rub90, BW94].

Low-DEGREE TESTING: In the low-degree testing problem we are given an oracle for a function
f: F" — F, where I is say a finite field. We are also given a positive integer d. Below we briefly
describe some instances of this problem that have been studied in the literature. In the low individual
degree testing problem we are asked to determine whether f is close to some polynomial of degree
d in each of its n variables. When specialized to the case of d = 1, this task is referred to as
multi-linearity testing. In the linearity testing problem we are asked to determine whether f is close
to some homogeneous polynomial of total degree d = 1. In the low total-degree testing problem we
are asked to determine whether f is close to some polynomial of total degree d in its n variables.
Linearity tests were studied by [BLR90, BGLR93, BS94, BCH*95]. Multi-linearity tests were studied
by [BFL90, FGL*91]. Low individual degree tests were studied by [BFLS91, AS92, FHS94, PS94].
Total degree tests were studied by [GLRT91, ALMT92, RS93, FFS95, AS97].

HARDNESS OF APPROXIMATION RESULTS: Since the development of the theory of NP completeness
it has been known that determining the optimum of many natural optimization problems is NP-
hard. However, it was noted that good approximations would suffice for many applications. In
fact, for several optimization problems good approximations were found. For many NP-optimization
problems, however, no progress was made either on the approximation or the intractability front.
This changed when Feige, Goldwasser, Lovdsz, Safra, and Szegedy [FGL191] showed that, under
certain complexity theoretic assumptions, reasonable approximations of the clique number of a graph
cannot be obtained efficiently. Their argument, coupled with PCP techniques, has been exploited to
show the intractability of approximating a wide range of optimization problems. In some cases tight
results have been proved.

One of the more pragmatic reasons for obtaining improved analysis of some of the low-degree
tests is that they typically translate into improved hardness of approximation results. For example,
usage of the linearity test in the the derivation of hardness of approximability results for MaxSNP
problems, begins in [ALM192] and continues in [BGLR93, BS94, BGS95]. The NP-hardness of
approximating Set Cover to within Q(logn) was deduced in [AS97] through an improved analysis of
a low-degree test. For a comprehensive discussion of hardness of approximation results and pointers
to the literature the reader is referred to [BGS95].

1.2 Main Contributions and New Techniques

The crux of this work is the framework which we propose in order to formulate and carry out the
analyzes of tests. This framework establishes a connection between testing and the theory of dual
codes. We illustrate this connection in two ways. First, we cast into the framework we develop several
of the tests that have been studied in the literature under the label of low-degree tests. Second, we
show how our framework naturally gives rise to some tests for verifying specific function properties.
In particular, we formulate a new way of testing for linearity over finite fields, namely the eztended
linearity test (EL). To be precise, we literally deduce the following very natural way of checking
whether the function f: F» — F) is linear (/7 prime field of size ¢)

Randomly pick distinct w,v,w € F}', and nonzero scalars Ay, Ay, Ay € Iy such that
At + Ayv + Ayw = 0. Then, reject if A, f(u) + Ay f(v) + Ay f(w) # 0, and accept
otherwise.



Let Rej(f) denote the probability that the above test rejects f and Dist(f) the distance between f
and its closest linear function. Our main results concerning the EL test establish that for every
[ B — Iy,

Rej(f) = - (E)QZ (2 - is, 1))3 ~o(=), (1)

7 7

and

Rei(f) > Dist(f)=0 (). ®)
where both summations are over all linear functions /: I — F.

The first of the above expressions is essentially an equality. Thus, it captures the intuition that
the probability with which a function fails the EL test depends on how far away that function is from
each linear function. This intuition is not elicited by the standard arguments that have been used to
analyze known tests.!

Besides the EL test we focus attention on the low-degree tests. To analyze these tests we derive
a few general results. Typically, the tests’ analyzes we provide proceed in two steps. In the first
step we derive an essentially tight characterization of the rejection probability of the test in terms of
the distance between the oracle function and each function in the underlying space of interest (e.g.
(1) in the case of the EL test). In the second step we lower bound the alternative characterization
of the test’s rejection probability solely in terms of the distance between the oracle function and the
underlying space of interest. This yields a lower bound for the test in point (e.g. (2) in the case of
the EL test). All of our analyzes use classical tools from coding theory. In particular, our analyzes
heavily rely on the celebrated MacWilliams Theorems for linear codes. This is the first work in the
testing and PCP literature where these theorems are explicitly used.

Connections between testing, PCPs, and coding theory have been pointed out before (see for
example [Sud94]). Our main contribution is to further clarify these connections. Our approach
consists in associating to a test and an oracle function a combinatorial object (a code). Then, we
show that codes with some specific combinatorial characteristic cannot exist. This allows us to
conclude that functions at a given distance from those that satisfy the property of interest and with
some particular probability of failing the test in point cannot exist either. Qur argument does not
need to make any assumption on the magnitude of the rejection probability of the test. This explains
why the analyzes we provide are meaningful even when the rejection probability is very high. (For
example, the lower bound in (2) for the EL test shows that when the rejection probability is 1 —e then
the distance from the oracle function to the space of linear functions is at most 1 — €.) As discussed
below (in Section 1.3), the previous situation rarely occurs in the low-degree testing literature.

The self-testing and PCP literature has, for the most part, focused attention on the testing
problem in the case where the oracle function’s domain is either a finite group, or a finite dimensional
vector space over a finite field. Another appealing aspect of our approach is that to study a test we
do not impose restrictions on the domain of the oracle function to be tested (other than it should
be a subset of a finite dimensional space over a finite field). This is illustrated by the analysis we
provide of a test, the punctured Hadamard code test, whose purpose is to verify whether a function
f: S CF} — Fy is linear when restricted to S.

' In fact, the discrete Fourier analysis based study of the BLR linearity test over GF(2), due to Bellare
et al. [BCH+95]7 elicits such intuition. The arguments put forth in this work reduce to discrete Fourier analysis
arguments when the underlying group considered is GF(2). Thus, the techniques used in [BCH+95] are particular
versions of, not different from, the techniques used in this work.



1.3 Discussion

The techniques discussed in this work seem to be especially well suited for achieving nontrivial lower
bounds on the rejection probability of a test even when this probability is high. Other techniques
that achieve similar results are due to Arora [Ar095] and Tardos [Tar95] who use algebraic arguments
to prove a lower bound for a low total-degree test, but under the assumption that the underlying field
is of size exponential in the degree. For the case of testing univariate polynomials, Sudan [Sud92]
shows that such lower bounds can be obtained for the basic univariate test. Recently, in a significant
breakthrough, Arora and Sudan [AS97] showed that, under some simple conditions, if the low-total
degree test accepts the claim “f is a polynomial of total degree d” with a very small probability 4,
then f must agree in approximately a & fraction of its values with a polynomial of degree d. Since
the low-total degree test is a crucial component in the derivation of the NP = PCP(logn, 1) result
of [ALM192], Arora and Sudan derive from their result several complexity theoretic consequences
(see also [RS97] for an alternative derivation of similar complexity theoretic results).

The techniques we develop in this work have, so far, failed to give nontrivial lower bounds for
tests concerning multivariate polynomials whose total degree is not bounded by one. This issue
needs to be addressed in order for this work’s arguments to have a wider applicability. It would be
specially interesting to derive an alternative proof of the results in [AS97] concerning the low-total
degree test based on our coding theoretic approach to the testing problem.

1.4 Organization

In Section 2 we first present some basic notions from coding theory. We then describe the coding
theoretic framework we propose for addressing the testing problem. Finally, we illustrate how to
interpret known tests and formulate new ones in the mentioned framework.

In Section 3 we state several results from coding theory. In particular, we state the MacWilliams
Theorem for Hamming weight enumerators of linear codes. We then derive our main technical
contribution, that is the Duality Testing Lemma.

In Section 4 we use the Duality Testing Lemma to analyze several of the tests discussed in
Section 2.

CONVENTIONS: For the remaining part of this work ¢ will denote a prime number, F; denotes GF(¢),

and ~y def g—1. Thus, the number of nonzero elements of £, is 7. For ease of reading the zero element
of Fy" will appear in boldface type (e.g. 0) in order to distinguish it from the zero element of Fj (i.e.
0).

2 A Coding Theoretic Framework for Testing

As stated before, the main contribution of this work is a framework in which to interpret, formulate,
and analyze tests. Given some familiarity with elementary terms from coding theory this framework
can be easily explained. For the sake of some readers convenience, in Section 2.1 we define all the
coding theoretic terms that we will use. In Section 2.2 we develop our framework and establish a
relationship between testing and coding theory, in particular the theory of weight distributions of
dual codes. In Section 2.3 we cast known tests into our framework. We also formulate new tests for
verifying particular function properties, most notably linearity over finite fields.



2.1 Coding Theory: The Basics

For the sake of brevity the following exposition will be terse. For an in-depth discussion of issues in
coding theory, the reader is referred to [MS77, PW72, v1.92].

A code of block length N over the alphabet F is a subset C of F'N. We will only consider codes
whose alphabet F' is a finite field. The elements z = (zy,...,2n5) € C are called codewords, and
their length is said to be N. The support of a codeword z, denoted supp(z), is the set of coordinates

where z is nonzero. Formally, supp(z) e [{i|z;#0}.
If 2 and y are codewords in C, then the Hamming distance, d(z,y), between z and y is equal

to the number of components where z and y are distinct. Formally, d(z,y) def I{i|z; # yi }|- The
Hamming weight of codeword 2 is the number of nonzero components of z and is denoted wt(z).

Formally, wt(z) def |supp(z)].

Definition 2.1 The minimum distance of a code C is min{d(z,y) |z € C,y € C,z # y}. The
minimum weight of a code C, denoted wt(C), is min{ wt(z) |z € C,z # 0 }. We adopt the convention
that the empty code has minimum distance and minimum weight 0.

Definition 2.2 (Weight distribution) For a code C of block length N we let A;(C) be the number
of codewords in C of weight i, and say that ( Ag(C),..., Ax(C)) is its weight distribution.

Definition 2.3 (Linear codes) A code C of block length N is linear if its a subspace of F'V. If C
has dimension £ then C is called an [ N, k] code.

For a linear code, the minimum distance is equal to the minimum weight.

Definition 2.4 (Dual code) If C is a code of block length N over the alphabet F, then its dual code

C+t is the collection of y’s in FN such that for all z € C, (z,y) o N z;-y; = 0 (arithmetic over
F).

Clearly, if C is an [ N, k] code, then Ct is an [ N, N — k] code.

Example 2.5 Let Hy = {0000,0101,0011,0110 }. Thus 3 has minimum distance 2 and is a [4, 2]
code. Also, observe that H3 = {0000, 1000,0111,1111}.

2.2 Tests and Dual Codes

In this section we show that there is a strong relationship between testing and the theory of weight
distributions of dual codes.

We begin by describing the scenario we will be considering. Suppose we have oracle access to
a function f: D C F™ — F, where F is a finite field. When we write f we sometimes mean the
function f: D C I’ — F and other times the table for f, i.e. the tuple ( f(u) : w € D) (the meaning
being clear from context). Henceforth, let N denote the size of the domain of f.

We want to determine if the function f has a specific property, say it represents a linear function
or a degree d polynomial. Equivalently, we want to verify that f belongs to a specific subset C of F'V.
For simplicity’s sake, we focus on function properties that are preserved under addition of functions.
In other words, we only consider subsets C C FV which are subspaces, i.e. linear codes of block
length N over the alphabet F'. We stress that this restriction is not essential, since the results of
coding theory that we will use have been generalized to the case of nonlinear codes.



We associate to f the smallest linear code of block length N containing both f and every codeword
in C, i.e.

¢; ¥ [pf+bglgeCandg e P},

Note that C C Cy, hence CfL C C*t. Equality holds, if and only if, f belongs to C. Thus, C* = CfL
if f exhibits the function property of interest. To test the claim “f belongs to C”, we perform the
following:

GENERIC DUALITY TEST: Assume we have oracle access to a function f: D C F" — F.
Let C be a linear code of block length |D|. Randomly choose (according to some probability
distribution) a codeword g € C*+. Then, accept if g € C}J;, and reject otherwise.

Observe that the test always accepts when f belongs to C. Particular choices of the code C and the
distribution by which dual codewords are sampled will give specific tests. Particular instances of the
generic duality test will be illustrated in Section 2.3. Indeed, we will show that several tests studied
in the literature are specific examples of the above described test. Furthermore, we will derive from
the generic duality test a new way of testing for linearity over large fields.

There is an issue regarding the duality test that we need to address, namely its efficiency. In the
PCP context we are usually interested in tests that can be implemented with very few queries to the
oracle function. In the context of self-testing programs we are not so much concerned in restricting
the number of queries. But, we require that the running time of the overall procedure be faster than
that of any correct program for computing the function represented by the oracle. Furthermore,
it is typically required that the sampling procedure be efficient, i.e. that it should be possible to
sample in time which is polynomial in the size of the input to the oracle function. Thus, the more
interesting instances of the generic duality test are those in which the sampling distribution assigns
positive probability only to codewords of small support. For these sampling distributions the duality
test’s decision of whether to accept or reject requires making a small number of queries to the oracle
function and performing a small amount of computation.

We will see that the theory of weight distributions of dual codes tells us that the weight distri-
bution of a code is fixed once we know the weight distribution of its dual. Thus, by performing the
duality test we gain information on how much the weight distribution of C; deviates from that of C.
In particular, we gain some information about the minimum weight of C;\ C. This minimum weight,
normalized by the block length of C, is the distance from f to the nearest function represented by a
codeword in C. The generic duality test will be a “good” test if the larger the fraction of values of f
that have to be modified in order to obtain a codeword in C, the smaller the probability of sampling
a codeword from C* that is in C;‘.

2.3 New and Old Tests: A Coding Theory Viewpoint

In this section we illustrate how to interpret known tests and formulate new ones in the setting put
forth in Section 2.2. We then discuss a test that has received a considerable amount of attention
in the PCP literature; the low total-degree test. It does not seem that this test can be cast into
the framework discussed so far. But, we will show that the coding theoretic setting proposed in
Section 2.2 for formulating and studying tests can be extended in order to capture the low total-
degree test.

Let us begin by illustrating how our framework captures the simplest tests known.



2.3.1 Testing Hadamard-like Codes

One of the most basic questions that arises in testing is that of testing for linearity. In fact, the seminal
paper of Blum et al. [BLR90] proposed a linearity test and provided an analysis of it. (For subsequent
work on this problem see [BGLR93, BS94, BCH195].) We now precisely describe the problem. Let
G and H be finite groups, and recall that a function f: G — H is linear if f(u)+ f(v) = f(u+v)
for all u,v € G. (That is, f is a group homomorphism.) As usual, we are given oracle access to
a function f mapping G' to H. We want to test that f is close (in relative distance) to a linear
function. We are charged for each oracle call. Blum, Luby, and Rubinfeld [BLR90] proposed the
following test:

BLR Test: Pick u,v € G at random, query the oracle to obtain f(u), f(v), f(u+ v),
and accept if and only if f(u) + f(v) = f(u + v).

In the remaining part of this section we discuss three problems related to linearity testing.

TESTING HADAMARD CoODEsS: The case of linearity testing where G = F} and H = F, is of
particular relevance in the construction of PCPs and the proof of hardness of approximation results
(see [BCHT95] for a thorough discussion). For these specific groups, the framework of Section 2.2
suggests performing the following

HapAMARD CODE TEST: Let C be the code whose elements are of the form (I(u) : u €
FY) where I: Fy — Iy is linear. Randomly choose a dual codeword X € C* of weight
three. Then, accept if A € C;‘, and reject otherwise.

We now give an equivalent interpretation of the preceding test. Let A = (A, : u € F}J') be such that
its support is { u,v,w}. Then, by definition of C*, we have that A € C* if and only if /() + {(v) +
I[(w) = 0 for every linear function /: F} — F,. Equivalently, A\ € C* if and only if « + v+ w = 0.
Similarly, it can be shown that A € C}J; if and only if A € C and f(u) + f(v) + f(w) = 0. Thus,
the preceding test amounts to choosing distinct u, v, w € FJ such that u + v+ w = 0 and verifying
whether f(u) + f(v) + f(w) = 0. This is almost equivalent to performing the BLR test when the
underlying groups are G = F} and H = I} .2

We now discuss why in the Hadamard code test the sampling distribution only picks codewords of
weight three. Note that both C* and CJJ; always have one codeword of weight zero and no codeword
of weight two. Since independent of f, both C*+ and C}J; have the same number of weight zero and
two codewords, there is no point in sampling from those codewords. Also, note that Ct has only one
codeword of weight one, namely the codeword whose coordinate indexed by 0 € GF(2)" is nonzero.
The same codeword is in C;‘ if and only if f(0) = 0. Every linear function is zero at 0. Thus we
might as well assume that the oracle function takes the value zero at 0, than bother to check whether
this holds by choosing the weight one codeword in Ct. We are left with the option of sampling
codewords in C1 of weight at least three. In order to minimize the number of queries and the time
required to perform the test, the Hadamard code test samples only those codewords of C* that have
weight three.

The name of the test, namely Hadamard code test, is due to the fact that if we drop the first
coordinate of each codeword of C we get the well known Hadamard code [MS77, Ch. 2.§3].

2 Tt is not exactly the BLR test since it never checks whether f(u) 4 f(v) = f(u + v) when u,v,u 4 v are not all
distinct. In contrast, the BLLR test performs such a check for values of u, v, u 4+ v not necessarily distinct. But, this
occurs with a negligible probability. To be precise, with a probability of O (1/2"). Hence, a given oracle function has
approximately the same rejection probability under the Hadamard code test and the BLR test.



TrsTING PUNCTURED HADAMARD CODES: Suppose again that we are given oracle access to a
function f: S C F7 — F,. Moreover, we want to test whether f is linear. The framework proposed
in Section 2.2 suggests a natural way of addressing this problem. Indeed, perform the following test:

PuNcTURED HADAMARD CODE TEST: Let C be the code whose elements are of the form
(I(u) : w € S) where l: F} — Fy is linear. Randomly choose a dual codeword \ € Ct of
weight three. Then, accept if X € C+, and reject otherwise.

Note that the Hadamard code test corresponds to the special case of the punctured Hadamard code
test where S = F}'. Again, if we let A = (A, : u € S) be such that its support is {u,v,w} C S.
Then, by definition of C*, we have that A € C* if and only if {(u) + [(v) + [(w) = 0 for every linear
function /: F} — F,. BEquivalently, X € C* if and only if u + v + w = 0. Similarly, it can be
shown that A € C* if and only if A € C and f(u) + f(v) + f(w) = 0. In other words, the punctured
Hadamard code test randomly selects distinct u,v,w € S such that u + v + w = 0 and verifies
whether f(u) + f(v) + f(w) = 0.

The reasons why the sampling procedure’s support is restricted to weight three codewords are
similar to those given to justify the choice of sampling procedure in the Hadamard code test.

The name of the test is due to the fact that the code C is obtained from a Hadamard code by a
process called puncturing, i.e. deleting one or more coordinates from each codeword of C.

LINEARITY TESTING OVER FINITE FIELDS: Assume now we have oracle access to a function
[+ F — F,. Again, we are interested in determining whether f is linear. Since F and F, are
finite groups, we could use the BLLR test. The framework presented in Section 2.2 naturally suggests
performing the following alternative test:

EXTENDED LINEARITY TEST: Let C be the collection of words of the form (I(u) : u €
P ) where 11 Fy — Fy is linear. Randomly choose a dual codeword \ € Ct of weight
three. Then, accept if A € Cj;, and reject otherwise.

Let us have a closer look at what the extended linearity (EL) test is doing. First observe that if the
support of A = (A, : w € I )is { u,v,w }, then by definition of Ct, we have that A € C* if and only if
Al (w) + Ayl (v) + Ayl (w) = 0 for every F,-valued linear function over F}'. Equivalently, A € C* if and
only if Ayu+A,v+A,w = 0. Similarly, A € C;‘ if and only if A € C*+ and Ay f(u)+ A, f(v) + A f(w) =
0. Hence, the test randomly picks distinct u,v,w € F", and nonzero scalars Ay, Ay, Ay, € F; such
that A, u—+ A,v+ A, w = 0. The test rejects if A, f(u)+ A, f(v) + Ay f(w) # 0, and accepts otherwise.
Clearly the test always accepts a linear function.

We leave to the reader to justify the choice of sampling procedure in the EL test.

Note that for the particular case where ¢ = 2 the EL test and the Hadamard code test are the
same. Hence, in the case that ¢ = 2 the EL test is almost equivalent to the BLR test when the
underlying groups are G = GF(2)” and H = GF(2) (see discussion of the Hadamard code test). For
the general case, we show in Section 4.1 that the EL test is provably more efficient than the BLR test
at the cost of using a negligible amount of additional randomness.® Intuitively, the gain in efficiency
comes from the fact that the EL test looks at the same constraints that the BLR test does, and more
(by a factor of © (¢?)).

% Nevertheless, it should be noted that the BLR test only requires that the function to be tested take values from
one finite group into another finite group. In contrast, the EL test requires that the function to be tested take values
from Fy' into Fy, where F, is a finite field. The finite group assumption is used in the context of program checking.
However, the finite field assumption is the standard assumption in the PCP context.
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2.3.2 Low-degree Testing

The Hadamard code test suffices to construct PCPs for proofs of membership in NP languages. The
PCPs thus built are far from being the best known constructions. For efficiency reasons, researchers
use low-degree tests to build better PCPs. The most important of these tests is the low total-degree
test. The low total-degree test showed up for the first time in [ALM*92]. In this section we give a
new interpretation of this test. This interpretation is achieved through an extension of the framework
discussed in Section 2. Let us begin by describing some of the low-degree tests.

THE Basic UNIVARIATE TEST: Here the scenario is such that we have oracle access to a function
f: Fy = F,. We want to test whether f is a polynomial of total degree d. We now describe a very
simple test that achieves this goal. Let P; denote the set of polynomials from F, to F}, of total degree

d.

Basic UNIVARIATE TEsST [Sun92]: Randomly pick d+ 2 distinct points g, ..., 2qe1 in
F,. Then, accept if there exists a polynomial in Py that agrees with f on xo,...,T441,
and reject otherwise.

In contrast, our coding theoretic approach suggests performing the following test (we give the test
the same name for reasons that will shortly be explained):

Basic UNIVARIATE TEST: Let C be the code whose elements are of the form (p(z) : z €
F,) where p ranges over Py. Randomly choose a dual codeword X € Ct of weight d + 2.
Then, accept if A € CJJ;, and reject otherwise.

Clearly, both tests always accept polynomials of degree d. We will show that both tests are equally
likely to accept when they have access to the same oracle function. We start by proving some
intermediate results.

Claim 2.6 Let ¢ >d+1,1<j <d+2,and 2q,...,2;_; be distinct elements of F,. The rank of
the matrix

1 1 ... 1

o T1 ... Tj-1

m2 2 2

Tog {7 ... acj_l ,
d d d

'TO .’El e .T]_l

is min{ j,d+1}.

Proof: Denote by M the matrix in the statement of the claim.

Assume j < d + 1. Observe that the first j rows of M form a Vandermonde matrix. It is well
known that Vandermonde matrices are full rank. It follows that the row rank of M is at least j.
Since the column and row rank of a matrix are equal and at most the minimum of its number of rows
and columns, the rank of M is j.

Assume now that j = d + 2. In this case, the first d + 1 columns of M form a Vandermonde
matrix. Hence, the column rank of M is at least d+ 1. It follows that the rank of M is at least d + 1.
Moreover, it is at most d 4+ 1 since M has d + 1 rows. The claim follows. n

The following three lemmas are consequences of the previous claim.

Lemma 2.7 Let ¢ > d+1. Let C be the code whose elements are of the form (p(z) : 2 € F}, ) where
p ranges over Py. The code C1 does not have codewords of weight j € {1,...,d+1}.

11



Proof: Assume A = (A, : 2 € F,) € C* is of weight j € {1,...,d+1}. Let {zq,...,2;_1 } be
the support of A\. By definition of C1, we have that A € C* if and only if for every polynomial
p € Py it holds that Zf:_é Az;p(z;) = 0. But, every such p is a linear combination of the polynomials
1,z,...,2% It follows that A € CL if and only if

T 1 ... 1

) ) p >\7«'0

o T1 ... -r]—l A

2 .2 2 T

mo .rl cae $]_1 . — O X (3)
d d d )‘13 -1

Ty Ty ... i !

Denote by M the matrix in the previous expression. By Claim 2.6 we know that the rank of M is j.
Hence, all the columns of M are linearly independent. Thus, (3) does not have a nontrivial solution.
It follows that A has zero weight, a contradiction. =

Lemma 2.8 Let ¢ > d + 1. Let C be the code whose elements are of the form (p(z): z € F})
where p ranges over Py. Let xq,...,244; be distinct elements of F,. There are exactly v = ¢ — 1
codewords in C* with support { zg, ..., 2441 }-

Proof: Let A = (A, : 2 € F;) € C! be such that it has support { zo,...,2441 }. An argument
similar to the one used to prove Lemma 2.7 shows that A € C* if and only if

1 1 ... 1

Az
g 1 ... Td41 A
2 2 2 T
To ¥1 e Tgp } = 0.
»d o d »d Td1
Ty Ty Ly

Denote by M the matrix in the previous expression. By Claim 2.6 we know that the rank of M is
d+ 1. Tt follows that the nucleus of M has dimension 1. Hence, the nucleus of M contains ¢ elements
of which 4 are nonzero. Also by Claim 2.6 we know that every d + 1 columns of M are linearly
independent. Hence, every coordinate of a nonzero element in the nucleus of M is nonzero. This
proves the claim and the lemma. =

Lemma 2.9 Let ¢ > d+ 1. Let f: F,, = I}, and let C be the code whose elements are of the form
(p(z) : © € Fy) where p ranges over Py. Let xg,..., 2441 be distinct elements of F},. Then, there
exists a polynomial in P, that agrees with f on zg,..., 2441, if and only if, every dual codeword in
C1 with support { zg,..., 2441 } belongs to C)J;.

Proof: Let A = (A, : 2 € F;) € C! be such that it has support { zo,..., 2441 }. An argument
similar to the one used to prove Lemma 2.7 shows that A € C)J; if and only if

[ flzo) f(1) .-+ flzagr) ]

1 1 1 Az

Zo ] e Td+1 )\xl

x% :v% e m3+1 : = 0.

: A,
+1
d d d

L g z] e Tyyqo
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Denote by M; the matrix in the previous expression. Let M be the matrix obtained by removing
the first row from M. In Claim 2.6, we showed that the rank of M is d + 1. It follows that My is
full rank if and only if its first row is not a linear combination of its last d + 1 rows. From the latter
statement we can derive two claims. The first one states that M/ is full rank if and only if f does
not agree on zy, ..., 2441 with a polynomial in P;. The second claim says that A € CJJ; if and only
if My is not full rank. The lemma follows. =

Assuming both versions of the basic univariate test access the same oracle function, Lemma 2.8 and
Lemma 2.9 imply that they both accept with equal probability.

We now discuss why in the second version of the basic univariate test the sampling procedure
only picks codewords of weight d+2. Note that both C*+ and CJJ; always have one codeword of weight
zero and no codewords of weight 1,...,d 4+ 1. Thus, independent of f, both C+ and CJJ; have the
same number of weight 0,...,d+ 1 codewords. We are left with the option of sampling codewords
in C* of weight at least d 4+ 2. In order to minimize the number of queries and the time required to
perform the test, only weight d + 2 codewords of C* are sampled.

It was observed in [Sud92] that from the point of view of testing, the basic univariate test is not
very useful. The reason being that performing it is essentially equivalent to computing a polynomial
of degree d. Nevertheless, understanding of the basic univariate test makes it easier to describe and
study the test for multivariate polynomials described below.

THE (d + 2)-PoINT TEsST: Here the scenario is such that we have oracle access to a function
Ji Fj — Iy We want to test whether f is a multivariate polynomial of total degree d. We now
describe a natural extension of the basic univariate test which works for multivariate polynomials.
First, we introduce some more notation. We let Py, denote the set of polynomials from £ to Fy of
total degree at most d. When n = 1 we drop the second subindex from Py ;. We say that the set L
is a line in F}' if it is a collection of points of the form {u +tv € I} |t € I} where u,v € I and
v # 0. The family of all lines in /" will be denoted by L.

(d+ 2)-PoiNT TesT [RS96]: Randomly pick a line L € L, and d + 2 distinct points
Toy...,2q41 € L. Then, accept if there exists a univariate polynomial in Py that agrees
with f on g, ..., 2441, and reject otherwise.

Remark 2.10 Observe that when n = 1 the (d + 2)-point test is simply the basic univariate test.
Moreover, if we denote by f|7, the restriction of f to the line L € £,,, then the (d+ 2)-point test can
be understood as randomly selecting a line L in F' and performing a basic univariate test on the
oracle function f|z.

In contrast, our coding theoretic approach to the testing problem suggests performing the follow-
ing test to determine whether f is a multivariate polynomial of total degree d (we give the test the
same name for reasons that will shortly be explained, but the attentive reader might easily guess):

(d+2)-Point TrstT: Let C be the code whose elements are of the form (p(z) : » € I'})
where p ranges over Py,. Randomly choose a dual codeword X € C* of weight d + 2.
Then, accept if X € C}J;, and reject otherwise.

Clearly, both tests always accept polynomials in n variables of total degree d. We now show that
both tests are equivalent, i.e. they are equally likely to accept the same oracle function.

First we need a generalization of Claim 2.6. In order to state it let po(-),..., Pm—(-), where
m = (”‘c'l'd), be all the monic monomials over /" of total degree at most d. Say that z,...,z;-1 € I}
are collinear if there exists a,b € F?, b # 0, and scalars to,...,t;_1 € I}, such that z; = a + ;b for

every i € {0,...,7 — 1}. Furthermore, for z € I} let ¢ (z) def (po(z), -y Pmor(2))T.
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Claim 2.11 Let ¢ > d+1,1 <7 <d+2,and let zq,...,z;_1 be distinct elements of Fj. The rank
of the (njl'd) X j matrix [¢(zo) ... ¥(zj-1)]isd+1if j = d+2 and 2, ...,z are collinear and j
otherwise.

Proof: The proof is rather tedious and long. It is included in the appendix but can be omitted
without loss. =

The following three lemmas follow from Claim 2.11 in the same way that Lemmas 2.7, 2.8 and 2.9
follow from Claim 2.6. Thus, their proofs are omitted.

Lemma 2.12 Let ¢ > d 4+ 1. Let C be the code whose elements are of the form (p(z): z € F,)
where p ranges over Py ,. The code C* does not have codewords of weight j € {1,...,d+1}.

Lemma 2.13 Let ¢ > d 4+ 1. Let C be the code whose elements are of the form (p(z): z € F,)
where p ranges over Py,,. Let L be a line in £,,. Let zo, ..., 2441 be distinct elements of L. There
are exactly ¥ = ¢ — 1 codewords in C* with support { zq, ..., Z441 }-

Lemma 2.14 Let ¢ > d+ 1. Let f: F' — I} and let C be the code whose elements are of the

form (p(z): z € b;) where p ranges over Py ,,. Let L be aline in £,. Let zq,..., 2441 be distinct
elements of L. There exists a univariate polynomial in P; that agrees with f on z¢,..., 2441, if and
only if, every dual codeword in C*+ with support { zg, ..., 2451 } belongs to CJJ;.

Assuming that the two stated versions of the (d 4 2)-point test access the same oracle function, from
Lemma 2.13 and Lemma 2.14 it follows that both versions accept with equal probability.

THE Low TOTAL-DEGREE TEST: The scenario we consider is similar to the one we had in the
(d + 2)-point test. Indeed, we again are given oracle access to a function f: Fj — F;. We want to
test whether f is a multivariate polynomial of total degree d. We use the same notation introduced
when we described the (d + 2)-point test. Furthermore, for every L € £, we let Py r: L C F} — I
denote the total degree d polynomial which most agrees with the restriction of f to L (ties are broken
arbitrarily). The difference with the scenario we encountered in the (d 4 2)-point test is that we also
have oracle access to a table containing an encoding of the polynomials P ;, for every L € £,,. (That
is, we can specify L € £,, and in one step are returned and encoding of Py r.)

Low TOTAL-DEGREE TEST [ALM192]: Randomly pick a line . € L, and a point
x € L. Then, accept if f(x) = Py (), and reject otherwise.

Clearly, the low total-degree test always accepts if f is a polynomial of total degree d.

There is something that distinguishes the low total-degree test from all the tests we have en-
countered so far. That is, in the low total-degree test we are given oracle access to two tables. One
for the function f and another one for the list of polynomials P, L € £,. This does not seem to
fit the framework developed in Section 2. Nevertheless, below we describe a reformulation of the low
total-degree test in purely coding theoretic terms.

First we need to introduce some additional notation. Let N = ¢". Let L be a line in [ and
CC }‘;N be a code whose codeword’s coordinates are indexed by the elements of F{?. Let Cj, denote
the collection of codewords of C whose support is contained in I, and where in addition the codeword’s

coordinates indexed by elements of F;\L have been omitted (punctured). Formally, if ¢r,: FqN — F]

is such that ¢ ((zy : u € F}')) def (24 : u € L) then

c, {¢n(z)|z€Cst.supp(z) CL}.
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Note that Cy, is a code of block length |L| = ¢. Instead of (Cy)r, or (CJJ;)L we write Cyr, and CﬁL
respectively.

Recall that the weight of a code C is the minimum weight codeword in C, and is denoted wt(C).
We define the relative minimum weight of a code C, denoted pwt(C), as the weight of the code C
divided by its block length.

The following is a simple but key observation.

Lemma 2.15 Let C be the code whose elements are of the form (p(z) : z € F}') where p ranges
over Pg,,. For every function f: ' — Fj

e The minimum (relative) distance of f to its closest n-variate total degree d polynomial is

Dist(f) = pwt(Cs \ C).

e T'he probability that the low-total degree test rejects the claim “f is an n-variate total degree
d polynomial” is Rej(f) = Erc.c, [pwt(Cy,r \ Cr) |-

Proof: If f is an n-variate total degree d polynomial the stated lemma is trivial since in this case
Cs=C and Cy 1, =Cy, (recall that the weight of the empty code is zero).

Assume f is not an n-variate total degree d polynomial. Let p € P, 4 be the closest polynomial
to f. Observe that there is a codeword g € Cy\ C that represents the function f — p. But, the weight
of g divided by C’s block length equals Dist(f). Hence, Dist(f) > pwt(Cs \ C). Let g be a function
represented by one of the codewords in Cs \ C. Hence, g = ¢f + 0p for some p € P, 4, ¢,0 € I}
where ¢ # 0. Let p' = —%p and observe that p’ € P, ;4 and wt(g) = wt(f — p’). Thus, the weight of
g divided by the block length of C is equal to the fraction of places where f and p’ differ. It follows
that Dist(f) < pwt(Cs\ C).

To prove the second equality, observe that the fraction of elements of a line L in which f|z and
Py 1, differ is exactly the relative minimum weight of the code Cy f, \C. =
Towards the end of this paper we discuss more in length the previous lemma.

3 Analyzes of Tests Through Coding Theoretic Arguments

We have seen that several known tests can be cast into the framework developed in Section 2.2. We
have also shown that the same framework suggests a natural way of designing tests to verify a given
function property.

In this section we show that casting the testing problem in a coding theory setting also provides
us with tools to study some of the tests that fit into our framework. Indeed, these tools arise
form the well developed theory of weight distributions of dual codes. This theory describes the
relation between the weight distribution of a code and its dual. This relationship is captured by the
celebrated MacWilliams Theorems [Mac62]. We state a version of the MacWilliams Theorems in
Section 3.2. The results that we will derive require some knowledge about a family of polynomials
called Krawtchouk polynomials. For the sake of the reader’s convenience Section 3.1 discusses theses
polynomials. In Section 3.3 we prove some general useful results, in particular the Duality Testing
LLemma. They will enable us to fully analyze some of the tests that fit into our framework.

3.1 Krawtchouk Polynomials

This section provides a handy reference for the basic notions concerning a family of polynomials
called Krawtchouk polynomials. These polynomials play an important role in several areas of coding
theory.
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In the sequel, we describe the properties of Krawtchouk polynomials that we use in the remaining
part of this work. For additional facts about these polynomials we refer the reader to [MS77, Ch.
5.87] and [vL92, Ch. 1.§2]. Krawtchouk polynomials are orthogonal polynomials. There is a well
developed theory concerning orthogonal polynomials, see [Sze75].

Definition 3.1 For any positive integer N, the Krawtchouk polynomial K (z; N, ¢) is?*

k
. 2\ [N =
Ke(z; N, q) 2 Ki(a) = S(=1)iyh (m)(;@_;) . k=0,1,...,N.
=0

J

Clearly, Kx(z) is a polynomial of degree k in z.
Multiplying the Taylor series expansion of (1+v2)¥ =" and (1—2)* we get the generating function
for the sequence Ko(z),Ky(z), ...

S Ke()2F = (1y2)¥o(1 - 2. (4)

If 2 is an integer with 0 < z < N the upper limit of summation can be replaced by N . An alternative
expression for this generating function is

gKk(ac)zk = (14~2)V <1— 7z >$

147~z

This expression shows that the constant coefficient of Ky (z) is (]Z)'yk From Definition 3.1 it follows
that the leading coefficient of K () is (—q)*/k!.

Differentiating (4) with respect to z, multiplying by (14 v2)(1 — z), and equating coefficients of
2% shows that Krawtchouk polynomials satisfy the following three term recurrence:

(k+ DKia(z) = [(yN = qz) = k(y = D]Ke(2) = 7(N =k + 1K1 (2)

for every positive integer k, with initial values Ko(2) =1, Ky (2) = yN — qz.
Krawtchouk polynomials are called orthogonal polynomials due to the following orthogonality
relations: for every nonnegative integers r, s,

§:(7)VKKDKAD = qu(f)&ﬁ,

=0
where 4, ¢ is the Kronecker symbol, i.e. 4, ; = 1if r = 5, and 0 otherwise.
Rearranging the binomial coefficients in Definition 3.1 shows that if ¢ and j are nonnegative

integers, then
v (7) Ki(i) = o/ (ZJ\[) Ki(j) - (5)

Thus, we can rewrite the orthogonality relations in the following useful way: for every nonnegative
integer r, s,

N

dOK()Ki(s) = ¢V, (6)

1=0

These orthogonality relations let us express a polynomial P(z) of degree k£ as a linear combination

of Ko(z),Ki(z),...,Kg(z). Formally

4 The binomial coefficient (j) denotes z(z —1)---(z — 5+ 1)/5!.
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Theorem 3.2 (see [MS77, Ch. 5.8§7]) If P(z) is a polynomial of degree k in z then its Krawtchouk
expansion is

k N
ZCj(P)Kj(m) , where ¢;(P) = q_NZP(i)KZ-(j).

The coefficient ¢;(P) is called the j-th coefficient in the Krawtchouk polynomial expansion of P(z).

3.2 MacWilliams Theorems

We saw that the Hamming weight, or just the weight, of a codeword equals the number of its nonzero
coordinates. We denoted by A;(C) the number of codewords of weight 7 in C. The Hamming weight
enumerator of the code C of block length N is

We(z,y) 3 ANy

Note that the Hamming weight enumerator of a code tells us everything about its weight dis-
tribution, i.e. it completely determines ( Ag(C),..., An(C)). The surprising fact is that if C is a
linear code, then the weight enumerator of the dual code C* is completely determined by the weight
enumerator of C itself. In fact, it is given by a linear transformation of the weight enumerator of C.

Theorem 3.3 (MacWilliams Theorem for linear codes, see [MS77, Ch. 5.86]) If C is a linear code
over I,

1
ch(w +y,x—y).

Corollary 3.4 If C is a linear code over F, of block length N, then for k£ € {0,...,N}

Weo(z,y)

1 N
Ar(Ct) = MZ‘l(C)Kk()

1=0

Proof: Setting = 1 in the MacWilliams theorem for linear codes implies that

N
o AChHyt = |C|ZA (1+yy)N "1 —y)".

Since (4) implies that (14yy)V=i(1 =)' = 20 Ki(7)y", the corollary follows by equating the RHS
and LHS coefficients of y* in the expression above. u
3.3 The Duality Testing Lemma

The theory discussed in the preceding sections can be used to analyze tests. To show this we first
develop some general useful results. We then use them, in Section 4, to derive good lower bounds
for several of the tests described in Section 2.3.

Proposition 3.5 Let P(z) be a polynomial of degree k and let ¢;(P) be the j-th coefficient in the
Krawtchouk polynomial expansion of P(z). Then, for every linear code C of block length N

k
> ci(P)A;(Ct = o2 ZA = Egepc [P(wi(g))].

=0
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Proof: The second equality is obvious. To prove the first identity recall that by Theorem 3.2 we
know that P(i) = Zf:o ¢;(P)K; (7). Multiplying both sides of the previous expression by A4;(C),
summing over i € {0,..., N}, and dividing by |C| we get

1 k 1 XN
EL AP = Yaw (EZAZ-(C)K]-(@).

Corollary 3.4 implies that the inner summation on the RHS is equal to A;(Ct). =
Recall that C; denotes the smallest linear code containing both C and the table for the function
[+ F} — F,;. The following lemma gives expressions for the number of codewords in C* that are not

in CJJ;.
Lemma 3.6 (Duality Testing Lemma) Let P(z) be a polynomial of degree k and let ¢;(P) be the

Jj-th coefficient in the Krawtchouk polynomial expansion of P(z). Then, for any linear code C of
block length N and every f € FqN

k
> ci(P) (4:€4) = 4,€H) = (Egere[Plwtl)) ~ Pwt(f = g))]) -

Proof: T'wo applications of Proposition 3.5 yield

k
D ci(P) (A1) = A5€H) = Euepe [Pwt(9)] ~ Eyepe, [ P(wt(9))].

From the definition of C¢ and since C is a linear code, { ¢f +8g| g € C and ¢,6 € I }. Equivalently,
Cr={of—-0g|geCand ¢,0 € I, »#0}UC. Moreover, if ¢ # 0 then wt(¢f — g) = wt(f — %g).
Thus, Ege e, [P(wt(9))] = TEsepc [P(wt(f —9)) ]+ %EgeRC [P(wt(g))]. The lemma follows. =

Corollary 3.7 Let P(z) be a polynomial of degree k and C be a linear code of block length N. If
C' does not have codewords of weight i € {1,...,k} then, for every f € FqN

Egenc [P(wWt(f—9))] = Egepc[Plwi(g))].
Proof: Observe that in this case A;(Ct) = Ai(CJJ;) for all ¢ € {0,...,k}, and apply the Duality

Testing Lemma. =

Example 3.8 Let f: I\' — I} be arbitrary. Let C be the code whose elements are of the form
(p(z) : @ € F}) where p ranges over the n-variate polynomials over I? of total degree d. From
Lemma 2.12 we know that C* does not have codewords of weight 1, ..., d+1. Hence, by Corollary 3.7,
for every polynomial ()(z) of degree at most d + 1

Epernc[Q Wt(f —9))] = EBgepe[Q (wi(g))] -

Note that wt(f — g) and wt(g) divided by the block length of C is Prye rn[f(u) # g(u)] and
Prucprr [g(u) # 0] respectively. Thus, for every polynomial @Q(z) of degree at most d,

S Q (Prucrp [F(w) £ p()]) = 3 Q (Prucrp [p(w) #0]),

where the summation is over all n-variate polynomials over I of total degree at most d. (Observe
that the RHS of the latter equality does not depend on f.)
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Remark 3.9 Let the random variable X be distributed according to a Binomial (N,v/q).> Observe
that by (5), we have the following identities for the coefficients in the Krawtchouk expansion of the
polynomial P:

e (P) = ;i(N) <1>i<l>N_iP(i)Kj(i) - Nl E[PX)K;(X)].

vz \i) \a/ \a

Because of this and other reasons that will later become apparent we recall some facts about the
moments about the mean of the binomial distribution. The moment generating function of X — p,
where p = yN/q, is given by

(t) def {et(X—#)} — -tn (pet 1 —p)N

If k& is a nonnegative integer, then the k-th moment about the mean of random variable X is vy def
E [(X - 7N/q)k}. Moreover, v, equals the k-th derivative of ®(t) evaluated at t = 0. Thus,

vo=1,1 =0,v = Nv/¢*, v3 = =Nv(y = 1)/¢°, va = 3N*¥*/¢* + Nv (1 —6v/¢%) /¢*, and
vs = —10N2y2(y = 1)/¢° = Ny(y = 1) (1 + 12v/¢?) /¢°.

4 Applications

In this section we analyze several of the instances of the generic duality test that where presented
in Section 2.3. First, we need a notion of distance between two functions f and g defined over the
same domain. We let the distance between f and g, denoted Dist(f, ¢), be the fraction of places in

which f and ¢ differ. Formally, Dist(f, g) <t by, [ f(u) # g(u) ], where the probability is taken over
the elements in the domain of f. A key feature of all the analyzes we present is that they capture the
intuition that the probability with which a function fails a test for a given property depends on how

far away that function is from each function that satisfies the property. This feature of our analyzes
is shared with that given in [BCH95] for the Hadamard code test.

4.1 Hadamard-like code test

Hapamarp Cope & PuncTurReED HaDAMARD CobDE TEST: As pointed out before, implementing
the Hadamard code test is almost equivalent to performing the BLR, test when the oracle function’s
domain and range are Fj and F}, respectively. This latter test was exhaustively analyzed in [BCH*95]
using discrete Fourier analysis techniques. Similarly, given access to the function f: S C F} — F,
the punctured Hadamard code test consists (almost) in randomly choosing u,v € S and verifying
whether f(u)+ f(v) = f(u+v) if u+v € S.° This latter test was analyzed in [Kiw96, Ch. 2] using
arguments similar to those of [BCH'95] also based in discrete Fourier analysis techniques. Both of
the discrete Fourier analysis based analyzes are very elegant. The coding theoretic approach taken in
this work generalizes the discrete Fourier analysis technique introduced by Bellare et al. [BCH195].
In fact, the realization that extending the arguments in [BCH*95] required results from coding theory
was the starting point for this work.

5 The distribution Binomial (m,p) corresponds to the distribution of the sum of m independent identically dis-
tributed {0, 1 }-random variables with expectation p.

5 The “almost” is due to the fact that a given oracle function is accepted with a probability similar to within a
O (1/|5]) additive term of the acceptance probability of the punctured Hadamard code.
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We refer the interested reader to [BCHT95] and [Kiw96, Ch. 2] for the discrete Fourier analysis
based studies of the the two mentioned tests which are essentially equivalent to the Hadamard code
and the punctured Hadamard code test. Both studies can be rewritten in the language used in this
work. In the case of the punctured Hadamard code this yields the following

Lemma 4.1 Let S C I} and define

e 1
©(9) of |F2|n{(u,v,'w)€S><S><S|u+v—|—w:0}.

For every f: S C F} — Fj the probability that the punctured Hadamard code test rejects f is

1 1 1 1 1 1 1
Rej(f) = - |1 - —= 1 -2Dists(f,1)) | -O <—> > —W<Dist ——>+——O (—) )
J(f) 9 ( @(b);( S(f ))) |S| QD(b) S(f) 9 9 |S|
where the summations are over the linear functions [: I} — I, Distg(f,[) = Pryc 5[ f(u) # I(u)],

and Dist(f) is the distance from f to the nearest linear function I: S C F} — F5.

A consequence of the Summation Lemma [BCHT95, Kle94] is that among all subsets S C F}' of
cardinality m, the quantity ¢(S) is maximized when S is the set of the lexicographically smallest m
elements in /7. In some sense, ¢(S) measures how close S is of being a subspace. Thus, the closer
the set .S is to a subspace, the better the lower bound of Lemma 4.1. This validates the intuition that
the more the number of constraints of the form (u,v,u+ v) € Sx Sx S, the better the punctured
Hadamard test should perform.

Since the Hadamard code test is a particular version of the punctured Hadamard code test we
have the following:

Corollary 4.2 For every f: I’} — F;, the probability that the Hadamard code test rejects f is

Rei(f) = 5 (1 ~ ST (- 2D, z))) ~0(mr) 2 o -0 ()

l

where the summations range over all the linear functions [: F' — I, and Dist(f) is the distance
from f to the nearest linear function [: FJ' — F .

Proof: Take S = I}’ in Lemma 4.1 and observe that ¢(F3') =1. =

EXTENDED LINEARITY TEST: Recall that in this test we assume we are given oracle access to a
function f: F' — F,. We let C be the collection of codewords of the form (/(u) : u € F') where
I: Fj — I, is linear. Note that there is a bijection between the linear functions from I to I, and
the elements of /7. Indeed, the collection of functions {/,: F}' = I | € F7,lo(7) = Y7y o }
is the set of all Fy-valued linear functions over I?. In particular it follows that the cardinality of C
is ¢™.

Recall that the test consists in randomly choosing a dual codeword A € Ct of weight three,
accepting if A € CJJ;, and rejecting otherwise. As usual, we denote by Rej(f) the probability that the
test rejects and by Dist(f) the distance from f to its nearest linear function.

Lemma 4.3 Vor every f: F' — Fy,

i = 3 (TG wn) 0(2)

v q

where the summation is over all linear functions /: Fc? — by
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Proof: We restrict our discussion to the case where f(0) = 0. The general case follows immediately.
Let N = ¢". Note that A¢(Cy) = Ao(C*), A1(C}) = A1(CF). Now, let Py(z) = cx (2 — vN/q)F,
where ¢, = (—¢q)*/k!. Since Py(z) and K;(z) have the same leading term, the k-th coefficient in the

Krawtchouk expansion of Py(z), i.e. ¢x(Py), is equal to 1.
Thus, by the Duality Testing Lemma and observing that Rej(f) =1 — A3(CJJ;)/A3(CJ'),

Rej(f) = nggeRC [P, (wt(g)) — Py (wt(f — g))] (7)
- cz(P3)ﬁ (42(¢h) = Aa(ch)) -

From the recurrence relation for Krawtchouk polynomials

1
Ka(z) = gla*(e = yN/9)* + gy = 1) (= = vN/g) = yN].
Hence, Remark 3.9 implies that cy(P3) = W (¢*vs + q(v — 1)va — YNuvs), where v; is the i-th

moment about the mean of a Binomial (N,7v/q). It follows that |c3(P3)] = O (g). Furthermore,
Ay(Cr) < Ay(CH) < Ny? and A3(Cr) < A3(Ch) = N?9%/3! = O (Ng®). Thus, the second term in
the RHS of (7) is O (1/N) =0 (1/4").

Note that, in C there is one codeword of weight 0 and N — 1 codewords of weight Nv/q.
Hence, Egc ¢ [ Ps(wt(g))] = —esN?y3/¢>. Moreover, since wt(f — g) = NDist(f, g), we get that

3

Egenc [P (wt(f = 9))] = esN°Ege,e [ (Dist(f,9) = 7/9)° | = —esN?Tyge (2 = Dist(f,1)) . Put-
ting everything together we conclude that

0 = Sy () -2 (G -omun)
Rej(f) = ———-1|—-) - — — Dist(f,1 -01/¢") .
") AB(CL)Q(Q > (1 -oitrn) | o
Recalling that c5 = (—¢)3/3! and A3(Ct) = N?43/3! — O (N¢*), a simple algebraic manipulation
yields the desired result. =

Lemma 4.4 For every f: I} — Iy, Rej(f) > Dist(f) — O (1/¢").

Proof: Again it suffices to prove the result for the case in which f(0) = 0. The general case follows
immediately. As usual let N = ¢". A randomly chosen linear function agrees with f in a fraction of
at least (1 — 1/N) /q points. Thus, Dist(f) < v/q. Hence from Lemma 4.3 we get that

i) > 1-(2) (30w 5 (2 -omnn) o)

v q lec

2
To conclude, it suffices to show that the following inequality holds: >7;cc (% — Dist(f, l)) < (v/q)*
As in the proof of Lemma 4.3 let Py (z) = cx (z — yN/q)¥, where ¢, = (—¢)*/k!. Recall that
the k-th coefficient in the Krawtchouk expansion of Pj(z), i.e. ¢x(FP%), is equal to 1. Observe
. 2 .
that 3cc (% — Dist(f, I)) = ﬁEgeRC[PZ(Wt(f—g))]- Since c3(P) = 1, AO(C;‘) = Ao(Ch),
Al(CJﬂ-) = Ay(C1), and A, (C)J;) < Ay(Ct), by the Duality Testing Lemma, Ege ¢ [ Pa(wt(f — ¢))] <
Ejeqnc [Pa(wt(g))]. In C there is one codeword of weight 0 and N — 1 codewords of weight Nv/q.
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Hence, Ejc ¢ [ P2 (wt(g))] = caNv*/¢*. Putting everything together proves the claimed inequality.
n

The following lower bound complements Lemma 4.4. Its proof is an extension of an argument
used in [BGLR93] in the obtaining of an improved lower bound for the BL.R test when the underlying
field is GF'(2).

1
Proposition 4.5 lor every f: I — I, Rej(f) > 3 Dist(f) <1 - 2Dist(f)> -0 <—> .
Y q”
Proof: Let [ be the closes linear function to f. Note that the zero function is the closest linear
function to f — [ and that Rej(f) = Rej(f — /). Thus, without loss of generality we may assume that
[ is the zero function.

Observe that Rej(f) = Pr[ Ay f(u) + Ay f(v) + A f(w) #0] — O (1/¢™), where the probability is
taken over the choices of the nonzero scalars Ay, A, Ay, € Fy and the points u, v € I, and where w
is the unique solution of Ayu + A,v + Ay,w = 0. Thus, partitioning according to how many of the
values f(u), f(v), f(w) are nonzero we get

Rej(f) > 3Pr[Auf(u)+ A f(v) #0, f(u) # 0, f(v) # 0, f(w) = 0]
+3Pr[f(w) £0, f(v) =0, f(w) = 0] = O (1/¢") .

It follows that,

Rej(f) = —=3Priduf(u)+ X f(v)=0,f(u)#0, f(v) #0, f(w) =0]
+3Pr[f(u) #0,f(v)=0]-0(1/q") .

The second term in the RHS of the latter inequality equals 3 Dist(f) (1 — Dist(f)), and the first term
is at least —3 Pr[ A, f(u) + A, f(v) =0, f(u) #0, f(v) # 0] = =3 Dist(f)?/v. The claim follows. u

4.2 Low-degree Tests

TuE BAsic UNIVARIATE TEST: As pointed out in Remark 2.10, this test is a particular version
of the (d 4+ 2)-point test. We omit the analysis of the basic univariate test and present below the
analysis for the more general test.

THE (d+ 2)-POINT TEsST: Let f: F' — F, denote the function to which we have oracle access. We
want to determine whether f belongs to P ,. Recall that this test randomly picks a line L € £,, and
d + 2 distinct points in L. Then, it accepts if there exists a univariate polynomial in Py that agrees
with f on the d 4+ 2 points, and rejects otherwise. As usual, we denote by Rej(f) the probability that
the test rejects f and by Dist(f) the distance from f to its closest polynomial in Py,.

In Remark 2.10 we observed that if f|7, denotes the restriction of f to the line L, then the (d+2)-
point test can be interpreted as randomly selecting a line L. € £,, and performing a basic univariate
test on the oracle function f|;. Hence, Rej(f) = Epc,.c, [Rej(f|r)], where Rej(f|z) denotes the
probability that the basic univariate test rejects the claim “f|7, is a univariate degree d polynomial”.

Lemma 4.6 Let ¢ > d + 1. Let Q(z) be the polynomial over the reals that at z takes the value
e 1y (x — qq;z) For every f: F)' — I the probability that the (d + 2)-point test rejects f is

Rej(f) = (-1)™'Cq > Epene, [Q(Dist(flr,p)],

PEPy

where Cy = ¢*+2%/ ((d + 2)!(d_‘l1_2)>.
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Proof: We know that Rej(f) = Erc,.r, [Rej(f|z)]. Hence, it suffices to prove the lemma for the
case n = 1. In other words, we need to show that for the basic univariate test

Rej(h) = (-1)%'Cy Z Q(Dist(h, p)) , for every h: Fy, — F).
P€EP

Let C be the collection of codewords of the form (p(z): = € F,;) where p varies over P4. From
Lemma 2.7 we know that Ct does not have codewords of weight i € {1,...,d + 1}. It immediately
follows that the same holds for Cj-. Hence, A;(C*) = A;(Cjt) for every i € {0,...,d+1}.

Let R(z) denote the d + 2 degree polynomial defined over the reals which at z takes the value
ca 1y (z —q+1), where ¢ = (—¢)%+2/(d+2)!. Since R(z) and K4 (2) have the same leading term,
the (d + 2)-th coefficient in the Krawtchouk expansion of R(z), i.e. c442(R), is equal to 1. Hence,
by the Duality Testing LLemma

Adr2(Ch) = Aaa(Ci) = gEgeRc [R(wt(g)) = R(wt(h —g))].

A polynomial in P; vanishes in either all of F} or in at most d elements of /. Thus, the weight of
a codeword in C belongs to {0,¢—d,...,q}. Hence, for every ¢ € C we have that R(wt(g)) = 0.
Since Re_](h) =1- Ad+2 (C}Jl')/Ad+z(CJ')
Rej(h) = Ly [ROwi(h— g))]

e = ——— wt(h — .

! ¢ Aqyz(CL) R I
Since wt(h—g) = ¢ Dist(h, g), then R(wt(h—g)) = cq?+2Q(Dist(h, g)). Thus, Esc ¢ [R(wt(h — g))] =
cq"?Eye,c [Q(Dist(h, 9)) ] = cq),ep, @(Dist(h,p)), where the last equality follows since |Py| =

d+1

gttt
know that A442(C) = (diQ)'y. "
We currently are not able to use Lemma 4.6 to give a significant lower bound for the (d + 2)-point
test. In the case of the basic univariate test we can use LLemma 4.6 to re-derive a slightly improved

The claim regarding the basic univariate test follows by recalling that from Lemma 2.7 we

version of a result due to Sudan [Sud92], albeit in a much more involved way. For completeness we
include this result below.

Lemma 4.7 Let ¢ > d 4 1. For every f: I, — F}, the probability that the basic univariate test
rejects the claim “f is a polynomial of degree d” is

. q .
Rej(f) > lest(f).

Proof: Let (;_; = #JJ' From Lemma 4.6 we know that
)5

Rej(f) = Ca ) Q'(Dist(f,p)),
PEPq

where Q'(z) is the polynomial over the reals that at = takes the value z H?zo(q%i —z). Let p € Py and

let Q”(z) be the polynomial over the reals that at z takes the value szzo(q%i — z). Note that there
exists a j € {1,...,q} such that Dist(f, p) = j/q. Hence, Q"(Dist(f, p)) is nonnegative. Moreover,

since Dist(f, p) > Dist(f), we conclude that Q'(Dist(f,p)) > Dist(f) Q" (Dist(f,p)). Hence,

Rej(f) > CuDist(f) > Q"(Dist(f,p)).

PEP4

23



Since the degree of Q" is d + 1, by Example 3.8 we know that the summation in the previous
inequality does not depend on f. Thus, assuming without loss of generality that f = 0, Rej(f) >
CyDist(f) > ep, Q" (Dist(p,0)). Since two distinct polynomials agree in at most d places, every
term in the latter summation is zero unless p is the zero polynomial. Hence,

Rej(f) > CyDist(f) Q"(0) = Cii Dist(f) .

The lemma follows. =

Remark 4.8 Lower bounds for the low total-degree test have more significant consequences (for a
discussion of these consequences see [AS97]) than lower bounds for the (d + 2)-point test. Thus,
research has concentrated in analyzing the low total-degree test. The best known lower bounds for
the (d+2)-point test follow from the fact, well known and easy to prove, that the probability that the
(d + 2)-point test rejects the claim “f belongs to Py,,” is always at least as large as the probability
that the low total-degree test rejects the same claim.

THE Low TOTAL-DEGREE TEST: We currently are not able to use the framework and tools de-
veloped in this paper to analyze this test. An alternative analysis of this test would be interesting.
In particular one that would be simple and tight.

Our approach might yield such an alternative analysis. Indeed, recall that in Lemma 2.15 we
established that if C = { (p(z) : @ € I} ) |p € Pan }, then for every function f: I} — I

e The minimum (relative) distance of f to its closest n-variate total degree d polynomial equals
the relative minimum weight of the code Cs \ C. Formally, Dist(f) = pwt(Cs \ C).

e T'he probability that the low total-degree test rejects the claim “f is a total degree d polynomial”
equals the expected (when L is randomly chosen in £,,) relative minimum weight of the code

Cs 1.\ Cr. Formally, Rej(f) = Ercpc, [pwt(Crr \Cr) ].

Moreover, observe that the weight distributions of C and Cy, for every L € L, are known. We
now show that the weight distribution of Cy and Cyr, L € L,, are related. Indeed, C; completely
determines C)J;. Similarly, for every L € L, Cs 1, completely determines C;:L. But, the codewords of
Cj; whose support is completely contained in a line in L can be placed in 1 to 1 correspondence with
those codewords in Cﬁ[n where L varies over £,. Hence, there is a relationship between the weight
distributions of C¢ and Cy 1, L € L,,. It follows that the mathematical relationship between Dist( f)
and Rej(f) cannot be arbitrary.

We have failed to exploit the above facts in order to derive an alternative analysis of the low
total-degree test. Can it be done? If not, what additional results are needed to do so?
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A Appendix: Proof of Claim 2.11

Here, we let py(+), ..., pm—1(:), where m = (”jl'd’), denote all the nonzero monic monomials over /7

of total degree at most d. For z € F" let ¢(z) = (p1(2),..., pm-1(2))". Given zq,...,z;_; distinct
elements of /7, define the following (m — 1) x j and m x j matrix:

M ({2 €[ eleo) o wleion) |,
j=1y def 1 1
]M({xi}izo) - [ ¢($0) ] .

P(zj-1)
We say that zq,...,z;-1 € F} are collinear if there exists a,b € F}, b # 0, and scalars
to,...,tj—1 € Fy such that ; = a + t;b for every i € {0,...,7—1}.
We want to prove that if ¢ > d + 1 and zo, ..., z;_1 are distinct elements of I}, then

d+1 if j=d+2and 2¢,...,2;_; are collinear,
j otherwise.

Rank M ({z:}/2)) = {

First we need a technical claim.

Technical Claim A.1 [Rank Invariance| For every &,/ € {1,...,n},such that k # [, and for a € F}
let Ry be the n X n matrix such that
1 ifi=j
(Rk,l,a)i,j = o ifi1= k, ] =1

0 otherwise.

Let {z;}; be a collection of elements of F}'. The following holds:
o Rank M*({Ry,1a2:}i) = Rank M*({z;};).
e Rank M ({z;};) = 1+ Rank M*({z; — zo}iz0).

Proof: Both identities follow by repeated application of the fact that adding to a row of a matrix
the multiple of another row does not change the rank of the matrix. n

Proof: [Of Claim 2.11]
Let ¢} = z; — z9. From Technical Claim A.1 we get that

Rank M ({z;}/2)) = 1+ Rank M*({z!}/Z]).

For z in F let Span{z} denote the subspace of F}' generated by z. We can assume, without loss of
generality, that there exists 1 = ko < k1 < ... < k, < ky1 = j such that if i € {k,, ..., kpy1 — 1}
then z; € Span{z}_}, and if s # p then @} ¢ Span{z}_}. Thus there exists a matrix R which is equal
to a product of matrices of the form Ry, and scalars t;’s such that if ¢ € {k,, ..., kpy1 — 1}

! — .
Rxz; = tie,,

where e, is the p-th element of of the canonical basis of F}. Since the z}’s are distinct and R is
invertible (since it is a product of invertible matrices), we have that the ;’s are nonzero and t; # ¢;
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for every i # j, 1,5 € {kp, ..

Rank M*({#}2))

Since r = 0 if and only if z, ..

.ykpy1 — 1}, Hence,

= zT: Rank
p=0

= Z Rank
p=0

1

t];p
tkp

d—1
tkp

t

t

2

Lhp+1

fp+1

d

kp+1

t
t

1

Fp+1
2
Fp+1

d—1
kp+1

= Z min{ksy1 — ks, d}
p=0

. d
= i
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.yxj_q are collinear, we are done.

bhpgr—1

kpy1 =1

d
Prpgr—1

a1

kpy1 =1

d—1

kpy1—1 |

ifr=0and j=d+ 2,
otherwise.




