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Abstract

Randomized branching programs are a probabilistic model of computation defined
in analogy to the well-known probabilistic Turing machines. In this paper, we
present complexity theoretic results for randomized read-once branching programs.

Our main result shows that nondeterminism can be more powerful than randomness
for read-once branching programs. We present a function which is computable by
nondeterministic read-once branching programs of polynomial size, while on the
other hand randomized read-once branching programs for this function with two-
sided error at most 21

�
256 have exponential size.

The same function exhibits an exponential gap between the randomized read-once
branching program sizes for different constant worst-case errors, which shows that
there is no “probability amplification” technique for read-once branching programs
which allows to decrease the error to an arbitrarily small constant by iterating prob-
abilistic computations.
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1 Introduction

Branching programs are a theoretically and practically interesting data structure for the repre-
sentation of Boolean functions. In complexity theory, among other problems, lower bounds for
the size of branching programs for explicitly defined functions and the relations of the various
branching program models are investigated.

A branching program (BP) on the variable set �����������������
	�� is a directed acyclic graph with one
source and two sinks, the latter labelled by the constants 0 and 1. Each non-sink node is labelled
by a variable �

 and has exactly two outgoing edges labelled by 0 or 1. This graph represents a
Boolean function ������������� 	�� ��������� in the following way. To compute ������� for some input
� �!���"����� 	 , start at the source node. For a non-sink node labelled by �#
 , check the value of
this variable and follow the edge which is labelled by this value (this is called a “test” of the
variable �

 ). Iterate this until a sink node is reached. The value of � on input � is the value of
the reached sink. The size of a branching program $ is the number of its non-sink nodes and is
denoted by %&$'% .
We can also assign a Boolean function to every node of a branching program, not only to the
source. Furthermore, note that an edge of a branching program can be regarded as an assignment
of a variable, and each path corresponds to a sequence of assignments of variables.

Branching programs are a sequential model of computation. Sequences of functions which can
be computed by polynomial size branching programs can also be computed within logarithmic
space on non-uniform Turing machines and vice versa (Pudlák and Zák, [16], see also [20]).
Hence, a non-linear lower bound on the size of branching programs would amount to a major
breakthrough in complexity theory.

Since the lower bound techniques presently known are too weak to prove such bounds, one
has turned to restricted variants of branching programs. Read- ( -times branching programs
are branching programs with the restriction that on each path from the source to a sink each
variable is allowed to be tested at most ( times. This model is sometimes termed syntactic
read- ( -times BP, in contrast to the “non-syntactic” variant with the restriction that only on each
consistent path from the source to a sink each variable is allowed to be tested at most ( times
(a path is called consistent if all assignments of variables on it are consistent). Exponential
lower bounds on the size of syntactic read- ( -times BPs have been independently proved by
Okolnishnikova [14] for (*) +-,/.�021435,/.607,/.�081 , +:9 � arbitrarily chosen, and by Borodin,
Razborov and Smolensky [6] even for nondeterministic syntactic read- ( -times BPs and (;)
+<,=.60>1 , for an appropriate constant + .
Here we focus on the case (@? � , i. e. read-once branching programs. This is the vari-
ant of branching programs for which the first exponential lower bound could be established
([21], [23]). By now, the theory of deterministic read-once branching programs is well under-
stood, and there is a large collection of interesting lower bound results (Razborov [17] gives an
overview, for a summary of proof techniques for lower bounds, see [19]).

We mention another variant of restricted branching programs which will turn up in the se-
quel. OBDDs (ordered binary decision diagrams), introduced by Bryant [7], are even further
restricted than read-once-branching programs, but have nevertheless turned out to be extremely
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useful in practice. An OBDD is a read-once branching program with an additional ordering of
variables. On each path from the source to a sink, the variables have to be tested according
to this ordering. Lower bounds for OBDDs have been proved, e. g. , by Bryant [8], Hosaka,
Takenaga and Yajima [11] and Bollig, Sauerhoff, Sieling and Wegener [5].

In this paper we are concerned with randomized branching programs, i. e. branching programs
with additional “coin-tossing nodes”. We will give a formal definition of this model in the next
section. In the context of Turing machines, randomized models have been studied since the
introductory work of Gill [10]. But to clarify the relations of the respective complexity classes
among each other and to the polynomial hierarchy belongs to the famous open problems in
complexity theory. In spite of this, these questions could be solved for some restricted compu-
tation models, most important perhaps communication protocols (see [4], [15]). By the analysis
of these restricted models we hope to be able to improve our tools for proving lower bounds
and thus also to gain deeper insights into the structure of the more general models.

It is therefore natural to ask what can be done for randomized variants of restricted branching
programs. Ablayev and Karpinski [2] have made the first step by presenting a function which
is computable by randomized OBDDs of polynomial size, but for which deterministic OBDDs
have exponential size. In [3], they used a modified version of this function and showed that for
it even the size of nondeterministic OBDDs is exponentially larger than the size of randomized
OBDDs. On the other hand, Ablayev [1] and the author [18] managed to prove exponential
lower bounds on the size of randomized OBDDs for certain functions representable by nonde-
terministic OBDDs of polynomial size. Altogether, it follows that the analogues of the classes
NP and BPP for OBDDs are incomparable.

For read-once branching programs, the relation between nondeterminism and randomness has
been open so far, as noted in the paper of Jukna, Razborov, Savický and Wegener [12].

In the technical report [18] the author has already shown that randomness can be more powerful
than nondeterminism for read-once branching programs. More precisely, we have an example
of a function with exponential nondeterministic read-once BP size on the one hand and polyno-
mial randomized read-once BP size on the other. The cited paper also introduces a lower bound
technique for randomized read- ( -times BPs. By this technique, an exponential lower bound on
the size of randomized read- ( -times BPs for ( )@+<,=.6071 , + an appropriate constant, could be
established. We note that the function considered in this case also has exponential nondeter-
ministic read- ( -times BP size (as proved by Borodin, Razborov and Smolensky [6]). It is not
hard to show that the same holds for the complement of the function.

In the present work we exhibit a function that is “simple enough” to be computable by nonde-
terministic read-once branching programs of polynomial size, but nevertheless can be proved
to have exponential size for randomized read-once branching programs by the lower bound
method from [18]. As a consequence, we obtain that nondeterminism and randomness are in-
comparable for read-once branching programs if the error allowed for the randomized programs
is not too large.

The rest of the paper is organized as follows. In Section 2, we formally define randomized
branching programs. In Section 3 we give a summary of the lower bound technique which we
use. Our main result is proved in Section 4.
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2 Definitions and Basic Facts

In this section, we give the definitions of nondeterministic and randomized variants of general
branching programs. It is easy to derive appropriate variants for the various restricted branching
program models, especially for read- ( -times branching programs.

For the introduction of non-deterministic branching programs we follow Meinel [13].

Definition 1: Let � be a set of binary Boolean operators. An � -branching program is a branch-
ing program which may contain nodes labelled by a function �:��� and which have two unla-
belled outgoing edges. We define the semantics of such an � -branching program by inductively
assigning a function to each node. The 0- and the 1-sink compute the respective constant func-
tions. Let � be a non-sink node labelled by a function �:��� with successors �
� and ��� , and let
� � and ��� , resp. , be the functions represented by the successors. Then � represents the function
� � � � � ��� � . Now let � be a non-sink node labelled by a variable �#
 , where the functions ��� and � �
are represented at the nodes reached via the 0- and 1-edge, resp. Then � represents the function
	 ��
�
6����
 �

�
�� � as in a usual branching program. The size of an � -branching program is the
number of all its non-sink nodes.

Nondeterministic branching programs are ��
 � -branching programs in the sense of this defini-
tion, ordinary branching programs are obtained by choosing �@?�� . The class of sequences
of Boolean functions which are computable by polynomial size nondeterministic read-once
branching programs is denoted by NP-BP1.

Definition 2: A randomized branching program $ syntactically is a branching program with
two disjoint sets of variables � � ������� � � 	 and � � ������� ����� . We will call the latter “stochastic”
variables. Let � be the function on 1���� variables represented by $ as a deterministic branching
programm.

We say that $ as a randomized branching program represents a function ������������� 	 � ���������
with

� one-sided error at most � , � )�� 9 � , if for all ��� ���"����� 	 it holds that

Pr ��� ��������� ?:��� ? ��� if �����#� ? � ;
Pr ��� ��������� ? ��� � �"!#�"� if �����#� ? � ;

� two-sided error at most � , � )�� 9 ��3�$ , if for all � � ���"����� 	 it holds that

Pr ��� ��������� ?:�����#� �%� �&!#� .

In these expressions, � is an assignment to the stochastic variables which is chosen according
to the uniform distribution from ���"����� � .

A randomized read-once BP is a randomized branching program with the restriction that on
each path from the source to a sink, each variable � 
 and each variable ��
 is tested at most once.
For a randomized OBDD, an ordering on the variables ��� ������� � ��	 and �6� ����������� � is given.
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In analogy to the well-known complexity classes for Turing machines, let RP � -BP1 be the class
of sequences of functions computable by polynomial size randomized read- ( -times branching
programs with one-sided error at most � , � 9 � . Let BPP � -BP1 be the class of sequences
of functions computable by polynomial size randomized read-once branching programs with
two-sided error at most � , � 9 ��3 $ . Furthermore, let

RP-BP1 � ?
�

����� ��� �	�
RP � -BP1 �

BPP-BP1 � ?
�

����� ����
� �
BPP � -BP1 �

Analogous classes can be defined for general branching programs and OBDDs (we append
suffixes “-BP” and “-OBDD”, resp. , to the names instead of “-BP1”). Finally, for each of the
considered complexity classes 
 let co- 
 be the class of sequences of functions ��� 	�� for which
� 	 ��	��7��
 .

We can adapt the well-known technique of iterating probabilistic computations (called “prob-
ability amplification”) to improve the error probability of randomized branching programs and
randomized OBDDs. We obtain, e. g. , that for all constant � and ��� with � 9�� ) ��� 9 � it holds
that

RP � -BP ? RP ��� -BP and RP � -OBDD ? RP �	� -OBDD �

This has been proved in [18]. We will see in Section 4 that an analogous assertion for read-once
BPs does not hold.

As for Turing machines, we have RP-BP1 � NP-BP1. It is an open problem if this inclusion
is proper. It has been shown in [18] that coRP-OBDD � NP-BP1 �? � , and thus BPP-BP1 ��
NP-BP1.

For the sake of completeness, we restate the respective theorem. The function considered is
called PERM and is defined on an 1�� 1 -matrix � ? ���<
�� � ����
�� ����	 of Boolean variables. Let
PERM ��� � ? � if and only if � is a permutation matrix, i. e. if each row and each column
contains exactly one entry equal to � .
Theorem 1 (Sauerhoff 1997):

(1) PERM � coRP �! 	"� -OBDD for all �"��1�� �$#&�"����� with �"��1��&% � ?(' ��)-.6,+*���1�� � , but

(2) PERM �� NP-BP1.

It is easy to improve this result to show that BPP-BP1 �� � NP-BP1 , coNP-BP1 � .
The function 2PERM �4���"����� � 	

� � ��������� , defined on two Boolean 1�� 1 -matrices � and -
by 2PERM ��� ��- � � ? PERM �.� �0/ 	 PERM ��- � obviously is contained in the class BPP-BP1
but neither in NP-BP1 nor in coNP-BP1.
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3 A Lower Bound Technique for Randomized Read-Once BPs

As mentioned in the introduction, we are going to apply the technique for proving lower bounds
on the size of randomized read- ( -times BPs with two-sided error developped in [18]. In this
section, we restate the necessary definitions and the main result for the special case ( ? � .
The proof technique is an extension of techniques of Borodin, Razborov and Smolensky [6]
and Okolnishnikova [14]. It relates the number of nodes of a read-once branching program
to the number of rectangles for which the considered function computes constant values. The
definition of rectangles is given below.

Definition 3 (Rectangle): Let � be a set of variables, 1 � ? % � % . Let �.� � ��� � � be a balanced
partition of � , i. e. � ? ��� , � � , � � � � � ? � and %/% � ��% ! % � ��%/%") � . Then a set � � $�� 
 � $�� �
of assignments is called rectangle in $�� with respect to the partition ����� � � � � .

This is the type of rectangles considered also in communication complexity theory. The defi-
nition coincides with the definition of ��( ���<� -rectangles of Borodin, Razborov and Smolensky
used in [18] if we let ( ? � and � ? $ .
Notation: We occasionally identify assignments to variables and Boolean vectors if the set (and
order) of variables is clear from the context.

To show a lower bound on the size of randomized read-once BPs we will establish the following
two properties of the considered function � :

(i) The number of 1-inputs for � is bounded from below by a positive (non-zero) constant.

(ii) For an arbitrary balanced rectangle, the number of 0-inputs for � in this rectangle is always
at least a constant fraction of the number of 1-inputs in the rectangle.

The theorem below (which is proved in [18]) makes this more precise.

Theorem 2: Let ���#���"����� 	 � ���"����� be defined on the variable set � , % � %�? 1 . Assume that
there is a probability distribution � on $	� such that for every rectangle � which belongs to a
balanced partition of � it holds that� �
� � � % � ����� � ��� 

� ��� � � % � � ��� � !���� 14���
where � is a constant and � a real-valued function.

Then it holds for every randomized read-once BP $ for � with two-sided error at most � that

% $ % � �
$61

� ��

� ��� % � � ��� � ! � ����� � 
������1�� � ��� � �
In the applications of this theorem, �"��14� will be exponentially small in 1 .
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4 The Main Result

In this section, we prove an exponential lower bound on the randomized read-once BP size of
a function which is computable by nondeterministic read-once BPs of polynomial size. We
obtain that NP-BP1 �� BPP � -BP1 for “small” error � . The proof of this fact turns out to be
much harder than the proof of the contrary result that BPP-BP1 �� NP-BP1 mentioned above
(Theorem 1).

We consider the following function.

Definition 4: Define � .�������� ����������� 	 � � ���"����� on the 1�� 1 -matrix � ? � �

�� � � ����
�� ����	 of
Boolean variables. Let� .����	��� ��� �7� ?�
 .
�����
������� � /�
2.
�����������.����� �
where 
 .
�����
���-�#���"����� 	 � � ���"����� is defined by


2.
�����
�����.� �2� ? � 	�

��<� #&��
�� ��� 
�
�
�� �

+� 	 �:�!� .��#"%$��:�!� .�� $�& �

(By the expression #('�$ , ' a predicate, we denote the Boolean function which is equal to 1 iff '
is true.)

In order to apply Theorem 2 from the last section, we show in Lemma 1 below that the function� .������)� has “many” 1-inputs. Furthermore, we have to verify that each rectangle with respect
to a balanced partition of the input variables contains at least a “certain fraction” of 0-inputs for� .������)� . Lemma 2 and Lemma 3 prepare the proof of this fact.

Lemma 1: %�� .�������� % � � ����% �+* 
�$ 	 � , * � ? ���� �-, . ���=�0/
1 .
Proof: Consider an arbitrary partial assignment � to the variables in � ?*��� 
�� � ����
�� ����	 , which
fixes all variables with the exception of a "��2" -submatrix, e. g. in the upper left corner of � .
Then it holds that

� .����	����3����43�� ? ��5�

��-� # �

+� � � ��
�� � � ��
�� 5 � � 
�� �6� .��#"%$�� � � � .�� $ & /� 5�

��-� # �5��� 
�� � � � 
 � � 5 � 
 � + 
�� �7� .��#"%$�� ��8�� .�� $ & �

where � .����	����3 denotes the subfunction of � .������)� obtained by substituting the variables
according to � , �93 ? ����
�� � �!� 
�� � � 	 is the matrix of remaining free variables, and the constants� � ����8 � ��������� and ��� ��� ����� 5 ��+ � � + � ��+ 5 �;: 5 depend on the assignment � .
For all possible values of � � ���)8 � ���"����� and ��� ����� � � 5 � +�� � + ��� + 5 �<: 5 we can by means of a
computer count the number of Boolean " �=" -matrices for which � .��������>3 , � the assignment
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belonging to the constants, outputs 1. We obtain a minimum number of 84 1-inputs if� � ? ��� � 8 ? � and � 
 ? + 
 ? ��� � ? �6� $�� " ���� � ? ��� ��8 ? � and � 
�? + 
�? $"� � ? �6� $�� " ���� � ? �6� � 8 ?:� and � 
 ? + 
 ? ��� � ? �6� $�� " ���� � ? �6� ��8 ?:� and � 
�? + 
�? $"� � ? �6� $�� ""�
Since there are $

5 � ?�����$ choices for the values of �-
�� , � )�� ��� ) " , altogether, the claim
follows. �
Lemma 2: Let ��� � � � � � be an arbitrary balanced partition of the variable set � . Then it holds
that there is a set � � �"�6��������� 1�� with %��#%��:1�301 such that

$ ) %&����
�� ��������� � ��
�� 	�� � � ��% );1 ! $ for all � �	� ;

or

$ ) %&���#��� 
 ������� � ��	�� 
 � � � ��% );1 ! $ for all � �	� .

Proof: Define 
 
�� ? %&����%�� � �"�6��������� 1�� / �

+� �2� � � �-% , � )
� ) 1 , and� � ? ���8%�
�
�9 $ �"�� � ? ���8%�
 
 . 1 ! $ �"�
Since the given partition is balanced, it holds that

� 1 � 3�$��') 	�

��<� 
�
�)�� 1 � 3 $��-�

The union
� , �

contains exactly the indices of rows of the matrix � which do not fulfill the
first assertion in the claim above. We show that if the first assertion (for the rows) is not fulfilled,
then the second (for the columns) holds.

Assume in the following that the first assertion does not hold, i. e. % � , � % � 5� 1 � � . We have

% � %")�� 1 � 3 $��1 ! � )
1 � 3�$ � ��3�$
1 ! � ):143�$ � ���

for 1 large enough. If we swap the roles of ��� and � � , we also obtain % � %�) 1�3�$ � � . Taking
the assumption into account, it follows that % � % �@143 1 and % � % � 1�301 . Hence, there is a set� � �"����������� 14� with %�� % � 143 $ such that for each � ��� the column � of � contains 143 1
variables from � � and 143 1 variables from � � . Therefore, the second assertion of the claim is
fulfilled for this set � . �
Definition 5: Let � � ? ���"����� � . Let � � � � : 5 be defined by �8�����"!�� � ? � �#! , where ���"! �
��������� (thus we have � % � ����� ? �"���"� � � � , � % � � ��� ? �"���"��������� ��� � � � and � % � � $�� ? �"� �6����� � ).
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For arbitrary + � � ���"����� and + � ��������� + 	 � : 5 define 
2.%�����
����� . �9� 8���� 8 
 ������� � 8�� � � 	 �#� 	 �
��������� by


2.
�����
����� . � � 8���� 8 
 ������� � 8�� �����"!�� � ? � 	� 
��<� #��8��� 
 ���#�7��! 
 ��� + 
 � �7� .��#"
$�� + � � .�� $ & �
where ���"! �	� 	 .
Definition 6 (Discrepancy): Let finite sets � and - and a function ��� � � - � ���"����� be
given. Then we define the discrepancy of � with respect to a rectangle � , � ?	� ��
 and� � � , 
 � - , by��
 ���6� �#� ���7� ? �

% � %/% - % 
��� % � % � � ��� � � %�! % � % � � � � � � %��� �
By

��
 ���6� �4� we denote the maximum of
��
 ������� � ��� taken over all choices of rectangles � in

� � - .

Lemma 3: For arbitrary + � � ��������� and +�� ������� � + 	 �2: 5 , it holds that��
 ���6� 
 .
�����
����� . � �48���� 8 
 ������� � 8�� � ) ���
� 1�3 1�� 	 �

Proof: The technique used for this proof is the same as in the well-known proof of the lower
bound on the probabilistic communication complexity of the inner-product function (see, e. g. ,
[9]). Define the 1 	 ��1 	 -matrix � , � ? ��� �����"!�� ���"� � � � � , by

� �����"!�� � ?"! ��� if 
2.
����������� . � �48�� � 8 
 ������� � 8 � �����"!�� ? � ;
! �6� otherwise.

Let � ?$# �&% , with #��'%(� � 	 , be an arbitrary rectangle. We show that��
 ���6� 
 .
�����
����� . � �48���� 8 
 ������� � 8 � � � � ? �
%�� ��	 %

������ � �"� ��� �)( � �����"!�� ������
? �1 ��	 
�% � � * 
�� 
�� � %") � � � 1"301"� 	

where � * and � � are the characteristic vectors of # and % , respectively. To establish this upper
bound, we show that +,�"+ � , the spectral norm of � , is small compared to 1 ��	 . The first step in
the proof is to compute the entries of -� ? � -� � �4� !
� ���"� � � � � , defined by -� � ?.� � � . It holds
that +,�"+ � ? � /103254

, where
/103254

is the largest eigenvalue of -� (see, e. g. , [22]). Note that all
eigenvalues of -� are real and non-negative. The second step will be to derive an upper bound
on

/103264
.

First step: Let � ���#� be the column of � with index � �	� 	 . It holds that-� �����"!�� ?$� � �5� �7� � !
� ? �8 � � � � ���������9� � !<� ��� �
9



We evaluate this sum by counting the number of 1’s and � ! ��� ’s, i. e. we compute
� �������"!�� � ? %&��� �	� 	 % � � �4� ���5� ��!-������? ���-% � and
�
% � �����"!�� � ? %&��� �	� 	 % � � �4� ���5� ��!-������? ! ���-% �

It is sufficient to determine
� � � �4� !
� , since

�
% � �����"!�� ? 1 	 ! � � � �4� !
� . It holds that� ���������9� ��!-����� ?!��� 	�


��<� #��7����
 ���#�8� � 
 ��� + 
��:�7� .�� "
$ �
	�

��<� #��7��!�
 ��� �8� ��
 ��� + 
��:�7� .��4"%$ � .�� $

�
	�

��<� ��#��8����
 ���#�7� ��
 ��� + 
��:�7� .��4"%$ !

#��8��!�
 ��� �8� ��
 ��� + 
�� �7� .��4"%$ � � �7� .�� $
For ���"! �	� 	 , � � �"����������� 14� and � �-�	� define# 
 � � � �7� ? ��#��8��� 
 ���#�7� � � ��� + 
 �:�7� .��4"%$ ! #��8��! 
 ��� �8� � � ��� + 
 � �6� .��#"%$ � � .�� $��
We have to compute the number of vectors �'�	� 	 with#�� � � � ��� 
�
 
�� #-	�� ��	 � �:� � .�� $��
Let � � ? ��� % �8� � 
 � �? �8� ! 
 � � and � � ? %�� % . For � ���� , it holds that # 
 � � � � ? � for arbitrary
� � � � , which leads to %�� %-? 1 possible choices for � � . Hence, for all � 
 with � ���� we have1 	 %�� choices altogether.

Now we consider the case �2�	� , i. e. we have �8���<
 � �? �8� !�
 � . It holds that # 
 � ��� ��? � if and
only if

� �8��� 
 ��� �8� � � ��� + 
 ��� .��4" � �"�6� $ � / ���8� ! 
 ���#�8� � � ��� + 
 � � .��#" � �"����$ �"�
We count the number of ��� satifying this condition:

���7����
 ��� + 
 � � .��#" ���7��!�
 ��� + 
 � � .��#" possible �8� � �/� number of ���-�	�
0 1 �"����$ � � ���"����� ?:�"��� 2
0 2 �"����$ � � ���"��$ � ?:��$ � 1
1 0 ���"����� � �"����$ � ?:�"��� 2
1 2 ���"����� � ���"��$ � ?:��� � 1
2 0 ���"��$ � � �"����$ � ?:��$ � 1
2 1 ���"��$ � � ���"����� ?:��� � 1

Let ' � ? ��� %��"���8� �

 � � + 
 � � .��#"������8� !�
 � � + 
 � � .��#" � ? ����������� �
� and � � ? % ''% . From
the table above we see that

% # % �
 ��� ��%�? ! $�� if � � ' and

�6� if � ��� ��' ,
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we also have

% # % �
 � ����%�? ! $�� if � � ' and"�� if � ��� ��' .

Now we calculate the number of choices for the ��
 , ��� � , under the assumption that exactly
( of the #-
�� ��
 � for ��� ' and exactly

�
of the # 
 � ��
 � for ��� � ��' are equal to 1. By our

considerations above, there are� �
( � 
�$���
�$�� % �&
 � � ! �� � 

"�� 
�� � % � % �

possible values for all ��
 with � � � . Summation of these expressions over all choices for
( � ���������������-� and

� � ����������� � � ! �<� obviously yields 1 � . But we only need the number of ��

for which ( � � �:�7� .�� $ . Hence, we have to compute

��
� � �

� % ��
� � �

� �
( � �

� ! �� � 
�$�� 

"�� 
 # ( � � �:� � .�� $%$ �
Substituting � �&�:� ! ��� �	�
� � 3 $ for # ( � � �!�6� .�� $%$ this sum can easily be evaluated by appli-
cation of the binomial theorem, leading to the result

�
$ 
01 � � � ! ��� � 
�$ � % � 
 # � ?:�
$��

Putting the results together, we obtain

� � �����"!�� ? 1 	 %�� � �$ 
01 � � � ! ��� � 
�$ � % � 
 # � ?:�
$ � �
�
% � �����"!�� ? 1 	 %�� � �$ 
01 � ! � ! ��� � 
�$ � % � 
 # � ?:�%$ � �

Since � � �5� � � � !
� ? � � �����"!���! � % � �����"!�� , we get-� �����"!�� ?$� � �5� � � � !
� ?�1 	 %�� 
�� ! ��� � 
�$ � 
 # � ?:�
$�� where

�'� ? % ���8%��7��� 
 � �? �8��! 
 � �-% and� � ? %&���8%��"���8� ��
 ��� + 
 � � .�� ""�����7��!�
 ��� + 
 � � .��#"�� ? ���"�������-% .
Second step: Having obtained a closed form for the entries of -� , we are now going to derive
an upper bound on the value of the largest eigenvalue

/�03254
of -� . For the estimation of this

value, we use the following simple fact from linear algebra.

Let + 
 + denote a vector norm on � 	 as well as a matrix norm which is compatible with this
vector norm, i. e. it holds that +���� + )"+�� + 
 + � + for an arbitrary complex-valued 1 � 1 -matrix� and ����� 	 . Let � be an arbitrary complex-valued 1 � 1 -matrix,

/
an eigenvalue of � and �

11



( � �? � ) an eigenvector belonging to
/

. Then it holds that +�� + + � + � +�� � + ? + / � +�?*% / % + � + ,
hence, %

/
% ) +�� + (where %�
�% is the absolute value in � ). For our purpose, it turns out to be

useful to choose the norm defined by+�� +�� � ?+� ��� �
	�
���<� % ��
���%�%�� ? �6��������� 1��"�

where � ? ��� 
 � � ����
�� ����	 is a complex-valued 1 � 1 -matrix. This norm is compatible with the
vector norm + � + � � ? � ��� ��� 
 %5� ) ��) 1�� , where � � � 	 . (Obviously, summing column-
wise instead of row-wise works as well.)

For ���"!'�	� 	 define ��� ���"!
� � ? % ���8%��7���

 � �? �8� !�
 � �-% and �#� ���"!
� � ? % ���8% �"� �8����
 � � + 
 � � .��#""�
���7��!�
 � � + 
 � � .��#" � ? �����������-% . We calculate the sum of the absolute values of the entries in
an arbitrary row � � � 	 of -� :�� � � � % -� � ���"!
��%6? �� � � � 1 	 
�$ % �  �"� ��� 
 # �#� �4� !
� ? �%$�) �� � � � 1 	 
�$ %��  �"� ���
To get rid of the function � , we count for fixed (�� ���"����������14� the number of ! �	� 	 for which
�������"!���? ( . For each � there are at most 3 values ! 
 for which �7��� 
 � �? �8� ! 
 � , and at most 2
values ! 
 for which �8� � 
 � ? �8��! 
 � . Hence, the number of !'�	� 	 with ��� �4� !
� ?:( is at most� 1

( � 

" � 
�$ 	 % � �
With this estimation, we get�� � � � 1 	 
�$ %��  �"� ��� ) 	�

� � �
� 1
( � 

" � 
�$ 	 % � 
01 	 
�$ % � ? � 1 	

It follows that %
/ 03254

%�) + -� + � ) � 1 	 and thus +,�"+ � ? � / 03254
)

�
� 1 	 .

Finally, we use these results to estimate the discrepancy of 
 .
�����
����� . � � with reference to
the rectangle �;? # �&% . It holds that��
 ���6� 
 .
�����
����� . � �48���� 8 
 ������� � 8���� � �8)+1 % ��	 
�% � � * 
�� 
�� � %)+1 % ��	 
7+�� * + � 
7+,� 
�� � + �

)+1 % ��	 
7+�� * + � 
7+,�"+ � 
1+�� � + �
)+1 % ��	 
 � % # %=%�% %�
 � � 1 	
)+1 % ��	 
 � 1 � 	 
 � � 1 	 ? � �

� 1�301 � 	 �
In the second line, we have applied Cauchy-Schwartz’s Theorem, and in the last line we have
used the trivial upper bounds % # % �6% % %�) 1 	 . �
Theorem 3:

(1) � .�� ����� � coRP ��� � -BP1;

(2) � .�� ����� �� BPP � -BP1, for � 9 � ����
	 9 �"� ��� " .
12



Proof: Part (1): We obtain a nondeterministic read-once BP for 	 � .�������� in the follow-
ing way. We use two polynomial size OBDDs whose variables are ordered “row-wise” and
“column-wise”, respectively, to compute 	 
2.
�����
�����.� � and 	 
2.
������������� � � . These two
graphs are combined by an 
 -node. To obtain a randomized read-once BP with one-sided
error at most ��3 $ , replace the 
 -node by a single stochastic variable.

Part (2): We are going to apply the technique described in Section 3. We choose � as the
uniform distribution on ���"����� 	

�
and show that � .�������� has the following two properties:

(i) There is a constant * . � such that � �-� .������)� % � � ��� ��� * for all 1 .
(ii) For an arbitrary rectangle � belonging to a balanced partition of the variables of � .������)�

it holds that

����� � �-� .�� ����� % � � � � � ��� � � � � .�������� % � � ��� � ��� ! �"��14���
where � is a real-valued function and �"��14� is exponentially small in 1 .

We have shown property (i) in Lemma 1. It remains to establish property (ii). Let ��� � ��� � �
be an arbitrary balanced partition of the input variables � ?*���#
�� � ����
�� ����	 of � .����	��� , and let� ? � � 
 , � � $�� 
 , 
 � $ � � , be an arbitrary rectangle with respect to this partition.

We first apply Lemma 2. W. l. o. g. let the first assertion of the lemma hold. Then we can fix sets
� �� � � � and � �� � � � such that there are � � ? 143 1 rows � for which exactly two variables � 
��
are in � �� and two in � �� , and we have % � �� %�? % � �� %�? $�� .

We prove that for an arbitrary assignment � to all variables which are not in � �� , � ��
$ %

� � �
 � % � � �� � 
�%�� .�������� % �3 ����� � � 3 % � $ % � � �
 � % � � �� � 
�%�� .������)� % �3 � ��� � � 3 %�!���� 14���
(For an arbitrary function � and a (partitial) assignment � , we write ��3 for the subfunction
(restriction) of � obtained by substituting variables by constants according to � . �!3 is the
restriction of � by � if we regard � as a characteristic function.) The claim ����� follows from
the above inequality by the law of total probability: for +�� ���"����� it holds that�3 � � � �
�� � �� $ %

� � �
 � % � � �� � 
�%�� .�� ����� % �3 � + � � ��3�%�
�$ % � � �
�� � �� �
? $ %

� � � 
 �3 � � � �
�� � �� %�� .����	��� % �3 � + � � � 3 %
? $ %

� � � 
�%�� .����	��� % � ��+�� � � % �
For the rest of the proof let � be a fixed assignment to the variables not in � �� , � �� . It holds that��3 ?$� � � 
 � , where � � � $ � �
 and 
 � � $�� �� . Let us call the remaining free variables � �
�� � , � �
+� �
and � �
�� � , � �
�� � , where � � �"�����������'� � and the variables with upper index � are from the set � � ,� ? ����$ . Then the function 
2.
�����
��� 3 can be written as


2.
�����
��� 3����43�� ? �	��

��<� # � �
�� � � � �
�� � � � �
+� � � � �
+� � � + 
�� �!� .��#"
$�� + � � .�� $�& �
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with appropriate constants + � � ���"����� and + � ��������� + � � : 5 depending only on � . By the
definitions it follows that� .����	����3����43�� ? ��� 
2.%�����
����� . �9�48�� � 8 
 ������� � 8��8� �4�.�43 � �"!-���43�� � ? ���
where �����43 �7� ?!� ��� ���� � � � ���� � � ������� ����� �� � � � � �� � � � � and !-���43 � � ? � � � � �!� � � � � ��� � ��������������� �� � � � � �� � � � � .
Now we can apply Lemma 3. Since

��
 � �6�-
2.
����������� . � �98�� � 8 
 ������� � 8�� � ) � � � 1�301�� � , we have

$ %
�
�

�%�
 .
�����
����� . � � % �8���� 8 
 ������� � 8 � ����� � ��36% �

$ %
�
�

�%�
2.
�����
����� . � � % �8���� 8 
 ������� � 8�� � ��� � ��3 %�! � � � 1"301"� � �

and thus also

$ %
�
�

�%�� .�������� % �3 ����� � ��3�% � $ % � � 
�%�� .�� ����� % �3 � ��� � ��3�%�! � � � 1"301"� � �

therefore, inequality � ��� holds with ����1��7� ? � � � 1�3 1�� 	 � � .
It only remains to apply Theorem 2 from Section 3. Let $ be an arbitrary randomized read-
once BP for � .�������� with two-sided error at most � . Let * ? $���3�� $�� as in Lemma 1. Then
we obtain that

% $ % � �
$61

� * !#$ �
�
�
� 1�3 1�� 	 � � � ��� � ? $ 8/	 % �  ����
	 	"� � + � ? � ��3���� 
�,=.60 � � 1�3 � � 1���� ��� ��� $��

for � 9+*�3�$ ? � ����
	 . �
Main Theorem: For � with � )�� 9 ������
	 , it holds that

(1) BPP � -BP1 �� NP-BP1;

(2) RP � -BP1



RP ��� � -BP1 � NP-BP1.

The second part of this theorem shows that there is no “probability amplification” technique for
read-once BPs that decreases the error below an arbitrary small positive constant. As we have
already mentioned, this is contrary to the situation for OBDDs or general branching programs.

Conclusion and Open Problems

We have shown that BPP � -BP1 is incomparable to NP-BP1 if the error � is not too large. This
partially solves the open problem raised in [12] to separate the classes BPP-BP1 and NP-BP1.

We even have obtained an exponential gap between the randomized read-once BP sizes for
different constant worst-case errors. In this respect, read-once branching programs turn out
to behave rather “pathological” compared to the well-known probabilistic computation models
and to randomized general branching programs or randomized OBDDs.

Some interesting problems concerning randomized read-once BPs still remain open, e. g. :

(1) Find a function � with �;� NP-BP1, but � �� BPP ��� � % � -BP1 for arbitrarily small � . � ,
showing that BPP-BP1 �� NP-BP1.

(3) Show that for arbitrary � and ��� with � ) � 9����-9 � it holds that RP � -BP1



RP � � -BP1.
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