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Abstract

We investigate a hierarchy \( G_h(\mathcal{U}, \mathcal{S}) \) of classes of conjunctive normal forms, recognizable and SAT-decidable in polynomial time, with special emphasize on the corresponding hardness parameter \( h_{\mathcal{U}, \mathcal{S}}(F) \) for clause-sets \( F \) (the first level of inclusion). At level 0 an (incomplete, poly-time) oracle \( \mathcal{U} \) for unsatisfiability detection and an oracle \( \mathcal{S} \) for satisfiability detection is used. The hierarchy from [Pretolani 96] is improved in this way with respect to strengthened satisfiability handling, simplified recognition and consistent relativization. Also a hierarchy of canonical poly-time reductions with Unit-clause propagation at the first level is obtained.

General methods for upper and lower bounds on \( h_{\mathcal{U}, \mathcal{S}}(F) \) are developed and applied to a number of well-known examples. \( h_{\mathcal{U}, \mathcal{S}}(F) \) admits several different characterizations, including the space complexity of tree-like resolution and the use of pebble games as in [Esteban, Torán 99].

Using for \( \mathcal{S} \) the class of linearly satisfiable clause-sets (based on linear programming) \( q \)-Horn clause-sets [Boros, Crama, Hammer 90] are contained at level 2, and for \( k \geq 1 \) the “\( k \)-times nested Horn clause-sets” from [Gallo, Scutellà 88] are contained at level \( k \).

The unsatisfiable clause-sets in \( G_h(\mathcal{U}, \mathcal{S}) \) are exactly those refutable by relativized \( k \)-times nested input resolution, and the SAT decision algorithm

---

* Supported by the Natural Sciences and Engineering Research Council of Canada and by the Communications and Information Technology Ontario.
searching through the levels from below quasi-automatizes relativized tree-like resolution (using oracle \( \mathcal{U} \)), while by means of \( hu(F) \) nearly precise general bounds on the (relativized) complexity of tree-like resolution (with oracle \( \mathcal{U} \)) are obtained.

In order to cope also with full resolution, a (more comprehensive) hierarchy \( W_k(\mathcal{U}) \) of unsatisfiable clause-sets is introduced, based on a new form of width-restricted resolution, and relativized general upper and lower bounds for full resolution are derived, generalizing [Ben-Sasson, Wigderson 99] and also releasing the lower bound from its dependence on the maximal input clause length. Motivated by [Bonet, Galesi 99] we give a simplified example where the lower bound is tight.
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1 Introduction

In this article we study a (cumulative) hierarchy \( (G_h(\mathcal{U}, \mathcal{S}))_{h \in \mathbb{N}} \) of classes of conjunctive normal forms ("clause-sets") and the corresponding hardness parameter \( h_{\mathcal{U}, \mathcal{S}}(F) \) for clause-sets \( F \), the minimal \( k \) with \( F \in G_k(\mathcal{U}, \mathcal{S}) \). Thereby \( \mathcal{U} \) and \( \mathcal{S} \) are sets of unsatisfiable resp. satisfiable clause-sets building the basis of the hierarchy: \( G_0(\mathcal{U}, \mathcal{S}) = \mathcal{U} \cup \mathcal{S} \).

Membership "\( F \in G_k(\mathcal{U}, \mathcal{S}) \) ?" as well as SAT decision "\( F \in \text{SAT} \) ?" for \( F \in G_k(\mathcal{U}, \mathcal{S}) \) is polynomially decidable, considering \( \mathcal{U} \) and \( \mathcal{S} \) as oracles. An accompanying hierarchy \( (r^\mathcal{U}_k)_{k \in \mathbb{N}} \) of uniquely determined reduction operators yields canonical normal forms for clause-sets.

Based on general methods, we investigate upper and lower bounds on the hardness \( h_{\mathcal{U}, \mathcal{S}}(F) \) for various formula classes (including generalized Horn clause-sets, \( \ell \)-CNF, the Pebbling and the Pigeonhole formulas). Alternative characterizations of \( h_{\mathcal{U}, \mathcal{S}}(F) \) are given, using generalized search trees for DPL-algorithms and pebble games.

Regarding unsatisfiability, we introduce \( k \)-times nested input resolution \( \mathcal{U}_k \) with oracle \( \mathcal{U} \), providing refutations exactly for the unsatisfiable clause-sets in \( G_k(\mathcal{U}, \mathcal{S}) \) (here \( \mathcal{S} \) can be ignored).

The natural SAT decision algorithm searching through the hierarchy from below quasi-automatizes tree-like resolution with oracle \( \mathcal{U} \), while we get nearly precise general bounds on these calculi by means of the hardness \( h_{\mathcal{U}}(F) \).

In order to obtain also general bounds on full (dag-like) resolution we introduce a new form of width-restricted resolution (using oracle \( \mathcal{U} \)), which is polynomially decidable for fixed width and simulates nested input resolution (generalizing Unit-resolution).

1.1 Combining several lines of research

This article is not one of the short ones, due to the fact that quite a number of several lines of research are affected, and I want to give a coherent picture of ideas scattered around in a lot of several articles (and also all details are given).

Ideas are combined belonging on the one side to the field of lower bounds for proof systems, and on the other side to the research on efficient SAT algorithms (especially polynomially decidable sub-cases). At the present stage there seems
to be a dividing line between these communities. I hope that this article will help a bit to close the gap.

The story started for me with

YD83 and GS88, K93, EKM95 ([89, 36, 14, 29]) develop and explore a hierarchy \( (H_k)_{k \in \mathbb{N}_0} \) of \textit{generalized Horn formulas} decidable in polynomial time\(^1\); realizing that the construction can be enhanced and generalized to a hierarchy

\[ G_k(\mathcal{U}, \mathcal{S}), \; k \in \mathbb{N}_0 \]

by \textit{abstracting} from the \textit{special syntactic properties} of Horn formulas and extracting the recursive structure responsible for the poly-time decidability of the single levels.\(^2\) \( \mathcal{U} \) and \( \mathcal{S} \) here are \textit{oracles}, responsible at the bottom level for unsatisfiability resp. satisfiability detection (incomplete (of course)).

This hierarchy naturally leads to a concept of \textit{k-times nested input resolution} \( \mathcal{U}_k \) (denoted by \( \dagger \) here) refuting exactly the unsatisfiable clause-sets in \( G_k(\mathcal{U}, \mathcal{S}) \).

From

KI93 ([14]) introduces the concept of \textit{k-resolution} to give resolution refutations of the levels \( H_k \); unlike \textit{bounded resolution} introduced in [35], Unit-resolution is generalized in this way, but for \( k \geq 3 \) it is not known whether derivability of the empty clause is poly-time decidable (see [16]);

I learned this concept of \textit{width-restricted resolution}, which in fact \textit{simulates nested input resolution}, generalizing the equivalence between Unit-resolution and input resolution (for refutation purposes) in one way.

My interest in these hierarchies was revitalized by

CEI96 ([21]) search for tree-like resolution refutations by means of Gröbner bases in time \textit{quasi-polynomial} in the length of the \textit{shortest tree-like resolution refutation}, and also a weaker simulation of full resolution is given;

due to the simple observations

1. their simulation by degree-restricted polynomial calculus can already be carried out by (some sort of width-restricted) \textit{resolution itself};

2. and in case of tree-like resolution they implicitly use the \textit{simulation process} of nested input resolution by \( k \)-resolution.

---

\(^1\) For information on general poly-time SAT decision see [41] (section 10) and [33];

\(^2\) A similar generalization \( \Gamma_k \) one finds in [73]; see Subsection 1.2 for a discussion.
Indeed, nested input resolution suffices to do the simulation job for tree-like resolution. It follows that the SAT algorithm naturally linked to the hierarchy \( G_k(U, S) \) (searching through the levels from below) quasi-automatizes tree-like resolution, that is, its running time is quasi-polynomial in the length of the shortest tree-like resolution refutation.

Furthermore the minimal level \( h(F) \) sufficient for nested input resolution to refute \( F \) (in other words, the minimal level \( k \) with \( F \in G_k(U_0, S_0) \), where \( U_0 \) and \( S_0 \) are the trivial oracles) yields nearly precise general bounds

\[
2^{h(F)} \leq \text{Comp}_R(F) \leq 2^{\log_2(n(F)+1) \cdot h(F)}
\]

for the complexity of tree-like resolution (\( n(F) \) is the number of variables).\(^3\)

To exemplify the strength of this lower bound one may regard the pigeonhole formulas, where it is fairly easy to compute \( h(\text{PHP}_n^k) = k \) and thus to derive the lower bound from [17].

After reading [BW99] ([5]), exploiting and deepening [21] for resolution lower bounds\(^4\), I decided to make a paper out of the whole material, to round up the picture and point out the connections. Additionally to the above topics, the following has been included:

- A variant of \( k \)-resolution is introduced (in fact a (slight) strengthening), solving the problem of polynomial decidability and enabling general bounds on resolution complexity (with oracles) as in [5], but not depending on the maximal input clause-length:

\[
\frac{1}{8} \frac{\text{width}(F)^2}{\text{width}(F)} < \ln \text{Comp}_R(F) < (\ln n(F)) \cdot (\text{width}(F) + 1) + 2,
\]

where \( \text{width}(F) \) is the minimal \( k \) such that the new form of \( k \)-resolution suffices to derive the empty clause. Motivated by [Bonet, Galesi 99] a simplified example is given where the lower bound can not by improved, using Krishnamurthy's original formulas ([51]). This form of width can also be used for lower bounds on tree-like resolution:

\[
\text{width}(F) + 1 \leq h(F) \text{ for } h(F) \geq 1.
\]

- From [30] I learned the notion of space complexity of resolution and its correspondence to pebble games — now \( h(F) \) is just the space complexity of tree-like resolution; this whole topic is discussed in some detail, using as intermediate step generalized DPL-trees (extending the correspondence between tree-like resolution and decision trees from [61]).

\(^3\)From Jan Friso Groote I heard that similar bounds have already been mentioned in the work of Stålmarck. See [81, 43, 78] and also [40] — in fact his algorithm is essentially related to our approach, searching for a refutation through levels of increasing “hardness” by the nested “dilemma rule”. Unfortunately no details are given in the sources.

\(^4\)[4] has been the first paper pointing out that direction.
• Another nice application of pebble games are the pebbling formulas (introduced in [5], generalizing [8], a forerunner is [50]): here calculating $h(F)$ gives a very lucid lower bound.

• For an efficient handling of satisfiable clause-sets the oracle of linearly satisfiable clause-sets is used, introduced in [57] and essentially relying on linear programming; as I learned from [87], in this way also $q$-Horn formulas (a common generalization of Horn formulas and 2-CNF’s, see [11, 12, 13]) are captured.

• Nearly all results (including the general lower bounds) are relativized, using the oracles $U$ and $S$.

Before itemizing our main results in Subsection 1.3, in the next subsection we discuss the algorithmic ideas underlying our approach.

1.2 A general polynomial time decision scheme

Instead of (accidental) syntactic properties of formulas, our approach for polytime SAT decision is based on an algorithmic structure enforcing polynomial behaviour. The basic idea is essentially already expressed in [73].

Consider a language $L \subseteq \Sigma^*$ such that any question “$x \in L$?” can be split into

$$x \in L \iff (x_1 \in L \text{ or } x_2 \in L)$$

where for some “length”

$$\ell : \Sigma^* \rightarrow \mathbb{N}_0$$

we have $\ell(x_1), \ell(x_2) < \ell(x)$. Let the number of possible splittings to be considered be $O(\ell(x))$.

Using a level $k \in \mathbb{N}_0$ of “difficulty” or “hardness,” by the following algorithmic scheme we get polynomial time decision ((necessarily) incomplete) of “$x \in L$?” for any fixed $k$.

1. At level 0 any oracle (for example some trivial decision criterion) is used which may return “YES” or “NO” or “not belonging to level 0”.

2. At level $k \geq 1$ we search for a possibility to split into $x_1$ and $x_2$ such that $x_1$ can be decided at level $k - 1$ and $x_2$ at level $k$, in which case we return “YES” if $x_1 \in L$ or $x_2 \in L$, and “NO” otherwise. If there is no such possibility then the outcome is “not belonging to level $k$".
The output is either the decision “$x \in L$” resp. “$x \notin L$” or “not successful.” It is easy to see that the number of leaves in the search tree is $\ell(F)^{O(k)}$, if the search for a pair $(x_1, x_2)$ in step 2 proceeds as follows:

First ignore the condition for $x_2$ but just run through all possible $x_1$. If no $x_1$ is decidable at level $k-1$, then $x$ is not belonging to level $k$. If $x_1 \in L$ then also $x \in L$. And in case $x_1 \notin L$ take the corresponding $x_2$ and reduce $x$ to $x_2$, without regarding other possibilities for $x_2$. (Repeat the whole procedure for this new $x$.)

The class of formulas decidable at level $k$ is well-defined if reduction of $x$ to $x_2$ in case $x_1 \notin L$ is confluent, which is the case for our hierarchy, due to the concept of stability under enforced assignments (see below).

“Satisfiability-driven” vs. ”unsatisfiability-driven”

Typically SAT decision algorithms are either “satisfiability-driven” such as local search algorithms ([77]) or the new type of algorithm in [71], thus output a proof of satisfiability (typically the satisfying assignment) and do not look out for unsatisfiability, or are “unsatisfiability-driven” as all refutation search procedures (like [81] or [21]), and thus output a proof of unsatisfiability (in some proof system) and do not care much about satisfiability.

In our framework we try to balance these two approaches by using two “oracles”

$$U \subseteq USAT, \; S \subseteq SAT$$

at level 0, one for (certain) unsatisfiable instances, one for (certain) satisfiable instances (if $F \notin U \cup S$ then $F$ does not belong to level 0). The above algorithmic scheme may be seen as an “amplification mechanism.”

Throughout the paper the use of $U$ and $S$ indicates that any oracles for unsatisfiability and satisfiability stable under enforced variable assignments can be used. More precisely, arbitrary sets $U \supseteq U_0$ of unsatisfiable clause-set, where $U_0$ is the set of trivially unsatisfiable clause-sets already containing the empty clause, and arbitrary sets $S \supseteq S_0$ of satisfiable clause-sets, where $S_0$ just contains the empty clause-set, can be used, provided that for any $F \in U$ resp. $F \in S$, any variable $v$ and any $\varepsilon \in \{0, 1\}$ from

$$\langle v \rightarrow \varepsilon \rangle \ast F \notin SAT$$

we can conclude $\langle v \rightarrow \varepsilon \rangle \ast F \in U$ resp. $\langle v \rightarrow \varepsilon \rangle \ast F \in S$, where “$\ast$” denotes application of a partial assignment, and “$\neg$” complementation.

For $U$ this is the same as stability under application of (all) partial assignments. However, for $S$ it is a much weaker notion which only allows us to consider $S$ on its own (otherwise we also had to consider the complexity of
unsatisfiable formulas emerging from members of $\mathcal{S}$ by “wrong” applications of partial assignments — and such formulas may be much harder than the original (satisfiable) formulas).

**Treat satisfiability and unsatisfiability separately!**

The family of hierarchies $G_k(\mathcal{U}, \mathcal{S})$ improves the hierarchies $\Pi_k$ from [73] in the following aspects:

1. our hierarchies include the cases of satisfiable clause-sets, where setting one variable already yields a satisfiable clause-set at a smaller level, ignoring what happens when setting the variable to the complementary value;
2. the concept of “being closed under fixing” from [73] is generalized to “stability under enforced variable assignments” (see above);
3. the recognition process conceptually is very simple now;
4. dividing the ground level $G_0(\mathcal{U}, \mathcal{S}) = \mathcal{U} \cup \mathcal{S}$ into $\mathcal{U}$ and $\mathcal{S}$ emphasizes the different nature of satisfiability and unsatisfiability detection (a point which often has been missed by prior research; see [27] for some heuristical discussions), and, due to 2, opens up the perspective of choosing $\mathcal{U}$ and $\mathcal{S}$ completely separately.

### 1.3 The main results

Due to the length of the present article, I hope the following listing of the main theorems, lemmas and definitions will help the reader.

**Section 3: Introducing the hierarchies**

1. In Definition 3.3 the classes $G_k(\mathcal{U}, \mathcal{S}) \subseteq \text{CLS}$ are defined.
2. Lemma 3.5 proves their universal property.
3. And Lemma 3.7 gives polynomial time upper bounds on their (SAT) decision.
4. The hardness functions $h_{\mathcal{U}, \mathcal{S}} : \text{CLS} \rightarrow \mathbb{N}_0$ are defined in Definition 3.9.
5. Lemma 3.10 gives the running time of the general SAT decision algorithm searching through the hierarchy from below (and thus computing also the hardness).
6. In Lemma 3.11 important stability properties of the hardness are formulated.
7. Definition 3.12 introduces the reductions $k,\mathcal{U}$ for clause-sets (generalizing 1-clause-elimination), extracting the aspect of reduction by enforced assignments from the definition of the classes $G_k(\mathcal{U}, \mathcal{S})$.

8. In Lemma 3.13 it is shown that the relations $k,\mathcal{U}$ are terminating and confluent.

9. Generalizing 1-clause-propagation, the (uniquely determined) reduction operator $r^\mathcal{U}_k : \mathcal{CLS} \to \mathcal{CLS}$ is defined in Definition 3.14.

10. Using these canonical reductions, the universal property from Lemma 3.5 is generalized in Lemma 3.15.

11. In Subsection 3.4.1 it is discussed how Lemma 3.15 gives a general method for upper bounds on the hardness $h_{\mathcal{U}, \mathcal{S}}(F)$.

12. While the general method for lower bounds is given in Lemma 3.17 and Subsection 3.4.2.

13. Lemma 3.18 gives some easy upper and lower bounds on the hardness.

14. And in Lemmata 3.19 and 3.20 examples are given where these bounds are attained.

15. Lemma 3.21 proves the strictness of the hierarchies w.r.t. unsatisfiability.

16. Finally in Definition 3.22 one finds strengthened reductions $k,\mathcal{U}$ capturing Stålmarck’s central concept of reduction.

Section 4: DPL-trees and pebble games

1. Definition 4.1 introduces the concept of $(\mathcal{U}, \mathcal{S})$-DPL-trees.

2. In Definition 4.2 the leveled height $h_{\mathcal{U}, \mathcal{S}}(T)$ of DPL-trees is given.

3. Theorem 4.3 shows the correspondence between the hardness of clause-sets and the leveled height of DPL-trees.

4. In Subsection 4.2 various characterizations of the leveled height $h(T)$ in case of “closed trees” are given (where no “open leaves” are allowed, and thus only the shape of $T$ is of importance).

5. Theorem 4.6 gives a characterization of $h(T)$ in terms of embeddable full binary trees, and shows that the leveled height is the same as the pebbling complexity of $T$.  
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Section 5: Upper bounds on the hardness

1. Lemma 5.1 obtains an upper bound on the hardness \( h(F) \) (using only the trivial oracles) of uniquely satisfiable clause-sets \( F \).

2. While Lemma 5.3 gives an upper bound on \( h(F) \) for satisfiable \( F \) in terms of the number of satisfying assignments.

3. And Lemma 5.5 gives an upper bound on the hardness for unsatisfiable clause-sets in terms of the maximal clause-length.

4. Lemma 5.7 determines the hardness for large random \( p \)-CNF.

5. Upper bounds on unsatisfiable \( h(F) \) for the hierarchy of generalized Horn formulas are given in Lemma 5.10.

6. Lemma 5.12 shows that unsatisfiable \( q \)-Horn clause-sets have hardness at most 2.

7. In Subsection 5.4 linearly satisfiable clause-sets are considered, used in Lemma 5.14 to handle also satisfiable generalized Horn and \( q \)-Horn clause-sets.

Section 6: Lower bounds on the hardness

1. Lemma 6.2 determines the hardness of the (weak) pigeonhole formulas.

2. And Lemma 6.7 gives a natural lower bound on the hardness for the pebbling formulas.

Section 7: Tree-like resolution with oracles

1. In Definition 7.1 \( k \)-times nested input resolution \( \U_{k} \) using oracle \( \U \) is introduced.

2. Theorem 7.5 shows the correspondence between the necessary level \( k \) of \( \U_{k} \) nested input resolution \( \U \) and the hardness \( h_{\U}(F) \) for unsatisfiable clause-sets.

3. In Subsection 7.2 also the connection to the space complexity of resolution is discussed, and the various characterizations of the hardness \( h_{\U,g}(F) \) are assembled.

4. Theorem 7.8 gives quasi-precise general upper and lower bounds on tree-like resolution (with oracles).

5. And Theorem 7.10 proves the quasi-automatizability of tree-like resolution with oracles.
Section 8: Width-restricted resolution

1. Subsection 8.1 discusses the two known variants of width restrictions for resolution.

2. Definition 8.3 introduces a new form of width restriction with oracles (our “standard form”). width\(U(F)\) is the minimal width needed for deriving the empty clause.

3. Lemma 8.5 gives the relations between the three forms of width restrictions.

4. Lemma 8.6 shows that deciding derivability by the new form of width restriction is in polynomial time (for fixed width).

5. In Lemma 8.7 the inequality width\(U(F) + 1 \leq hU(F)\) is proven (and thus nested input resolution can be simulated by this form of width restricted resolution). Corollary 8.8 states the corresponding lower bound for tree-like resolution.

6. Lemma 8.9 gives an example for constant width but where the hardness nearly is the number of variables.

7. In Theorem 8.11 general upper and lower bound for (full) resolution with oracles in terms of width\(U(F)\) are proven.

8. And in Subsection 8.4, Lemma 8.13 an example is given, where the lower bound of Theorem 8.11 is (nearly) tight.

Section 9: Final remarks on the complexity of resolution

1. In Subsection 9.1 the applicability of the general bounds on tree-like and full resolution is discussed.

2. And in Subsection 9.2 additional information on the weak pigeonhole formulas is provided. Two alternative proofs for a lower bound on tree-like resolution are given, and strengthened in Corollaries 9.6 and 9.7 by including also both types of dual clauses (expressing “onto” and “functionality”).

2 Notation

The notions about clause-sets and partial assignments in 2.1 are used throughout the paper, while the (basic) notions on resolution in 2.2 are used from Section 7 on. The Pigeonhole formulas defined in 2.3 are considered in Subsections 6.1 and 9.2, and the notions on (directed) graphs and Pebble games in 2.4 are used in Subsections 4.3, 6.2, 7.2 and Lemma 8.9.
2.1 Clause-sets and partial assignments

Let \( \mathcal{V}A \) be the (infinite) set of variables. A literal \( x \) is either a variable \( x = v \) or a complemented variable \( x = \overline{v} \) for \( v \in \mathcal{V}A \). The complement \( \overline{x} \) of a literal \( x \) fulfills \( \overline{\overline{x}} = x \). The underlying variable of a literal \( x \) is \( \text{var}(x) \in \mathcal{V}A \).

A clause \( C \) is a (finite) set of literals without clashes, that is \( C \cap \overline{C} = \emptyset \), where \( C \) is the set of literals obtained from \( C \) by element-wise complementation. The set of all clauses is \( \mathcal{CL} \). A clause-set is a (finite) set of clauses and the set of all clause-sets is denoted by \( \mathcal{CLS} \), while \( p-\mathcal{CLS} \) is the set of clause-sets containing only clauses of length at most \( p \). Horn clause-sets \( F \) are characterized by the condition that every clause \( C \in F \) contains at most one positive literal (that is, \( |C \cap \mathcal{V}A| \leq 1 \)). \( \mathcal{HO} \) is the set of all Horn clause-sets.

A special clause is the empty clause \( \bot := \emptyset \in \mathcal{CL} \), and a special clause-set is the empty clause-set \( \top := \emptyset \in \mathcal{CLS} \). Two clauses \( C_1 \), \( C_2 \) clash on \( x \) if \( x \in C_1 \) and \( \overline{x} \in C_2 \).

For \( C \subseteq \mathcal{CLS} \) let \( C^+ := \{ F \in C : \forall C \in F \ [|C| \geq 2] \} \) be the sub-class of clause-sets not containing the empty clause or a 1-clause.

For a clause \( C \) its set of variable \( \text{var}(C) \) is \( \{ \text{var}(x) : x \in C \} \), and for a clause-set \( F \) we set \( \text{var}(F) := \bigcup_{C \in F} \text{var}(C) \). We denote by \( n(F) := |\text{var}(F)| \) the number of variables in \( F \), by \( c(F) := |F| \) the number of clauses in \( F \) and by \( \ell(F) := \sum_{C \in F} |C| \) the number of literal occurrences in \( F \). \( p(F) \) is the minimal \( p \in \mathbb{N}_0 \) such that \( F \in p-\mathcal{CLS} \).

A partial assignment \( \varphi \) is a map from \( V \subseteq \mathcal{V}A \) into \( \{0, 1\} \). We use \( \text{var}(\varphi) := V \) and \( n(\varphi) := |\text{var}(\varphi)| \). The set of all partial assignments is called \( \mathcal{PASS} \). We write \( \langle x_1 \rightarrow \varepsilon_1, \ldots, x_m \rightarrow \varepsilon_m \rangle \) for literals \( x_i \) and truth values \( \varepsilon_i \) to specify partial assignments.

We regard partial assignments as subsets of \( \mathcal{V}A \times \{0, 1\} \) not containing both \( (v, 0) \) and \( (v, 1) \) at the same time for any \( v \in \mathcal{V}A \), and hence for two partial assignments \( \varphi_1, \varphi_2 \in \mathcal{PASS} \) we have \( \varphi_1 \cap \varphi_2 \in \mathcal{PASS} \), while \( \varphi_1 \cup \varphi_2 \in \mathcal{PASS} \) iff \( \varphi_1 \) and \( \varphi_2 \) are compatible. Note that also \( \emptyset \in \mathcal{PASS} \) (the empty assignment).

The following correspondence between partial assignments and clauses is used: For a clause \( C \) let \( \varphi_C := (x \rightarrow \emptyset : x \in C) \) denote that partial assignment which maps all literals of \( C \) to 0, while for a partial assignment \( \varphi \) with finite \( \text{var}(\varphi) \) the clause \( C_\varphi := \{ x : \varphi(x) = 0 \} \) contains all literals \( x \) set to 0 by \( \varphi \).

\( \mathcal{PASS} \) acts on \( \mathcal{CLS} \) via \( \varphi \ast F \) for a partial assignment \( \varphi \) and a clause-set \( F \), where \( \varphi \ast F \in \mathcal{CLS} \) is obtained from \( F \) by eliminating all clauses containing a literal \( x \) assigned truth-value 1 by \( \varphi \) and cancelling all literals assigned truth-value 0 by \( \varphi \) from the remaining clauses.

We say that a class \( C \subseteq \mathcal{CLS} \) is stable under partial assignments if \( C \) is stable under the action of \( \mathcal{PASS} \), that is, for all \( F \in C \) and \( \varphi \in \mathcal{PASS} \) we have \( \varphi \ast F \in C \).
\[ \text{mod}_p(F) := \{ \varphi \in \text{PASS} : \varphi \subseteq \varphi(F) \wedge \varphi \ast F = T \} \] is the set of all partial assignments satisfying \( F \) (the set of all “partial models”), and \( \text{mod}_t(F) := \{ \varphi \in \text{PASS} : \varphi = \varphi(F) \wedge \varphi \ast F = T \} \) is the set of all “total models.”

By \( \text{SAT} := \{ F \in \text{CLS} : \text{mod}_p(F) \neq \emptyset \} \) the set of satisfiable clause-sets is denoted, and by \( \text{USAT} := \text{CLS} \setminus \text{SAT} \) the set of unsatisfiable clause-sets. If a clause-set \( F \) has exactly one satisfying assignment, that is \( |\text{mod}_t(F)| = 1 \) \( (\Leftrightarrow |\text{mod}_p(F)| = 1) \), then \( F \) is called uniquely satisfiable. The set of all uniquely satisfiable clause-sets is denoted by \( \text{SAT} \cdot 1 \).

By \( F \equiv F' \) we denote satisfiability-equivalence of \( F \) and \( F' \) (that is, either both clause-sets are satisfiable or both are unsatisfiable). A reduction is a relation between satisfiability-equivalent clause-sets.

A partial assignment \( \varphi \) is called an autarky for \( F \) ([67]), if for all clauses \( C \in F \) we either have \( \varphi \cap \varphi(C) = \emptyset \) or \( \varphi \ast \{C\} = T \). More generally a partial assignment \( \varphi \) is called an autarky modulo contraction for \( F \) if \( \varphi \ast F \subseteq F \) holds \( (\Rightarrow \varphi \ast F \equiv F) \).

A renaming is a bijection \( \sigma \) from the set of literals onto itself such that for all literals \( x \) we have \( \sigma(x) = \sigma(x) \). Application of renamings to clauses and clauses-sets is defined in the natural way: \( \sigma(C) = \{ \sigma(x) : x \in C \} \) and \( \sigma(F) = \{ \sigma(C) : C \in F \} \) (yielding again clauses resp. clause-sets).

The closure of \( \mathcal{HO} \) under renaming is called
\[ \mathcal{RHO} := \{ \sigma(F) : F \in \mathcal{HO} \text{ and } \sigma \text{ renaming} \} \].

### 2.2 Resolution

A clause \( R \) is the resolvent of clauses \( C_1, C_2 \) (called the “parent clauses”) iff \( C_1, C_2 \) clash on a literal \( x \) and \( R = (C_1 \setminus \{x\}) \cup (C_2 \setminus \{x\}) \). The variable \( \varphi(x) \) is called the resolution variable here. (Note that any two clauses have at most one resolvent, since otherwise the resolvent would be tautological, which is forbidden by our notion of clauses.)

A resolution tree \( T \), deriving a clause \( C \) from a clause-set \( F \), for short
\[ T : F \vdash C, \]
is a binary tree (directed from the root to the leaves) labeled with clauses, such that the leaves are labeled with clauses from \( F \), the root is labeled by \( C \), and the clause labeling an inner node is the resolvent of the clauses labeling its two direct successors. We use \( T : F \vdash C' \subseteq C \) to express that \( T : F \vdash C' \) for some sub-clause \( C' \subseteq C \) of \( C \).

As usual, \( F \vdash C \) denotes \( \forall \varphi : \varphi \ast F = T \Rightarrow \varphi \ast \{C\} = T \). Since [7] it is known that \( F \vdash C \) holds if and only if \( F \vdash C' \subseteq C \).
A resolution tree $T$ is called regular ([84]), if there is no subtree $T' : F \vdash C'$ of $T$ containing a resolution variable $v$ with $v \in \var{C'}$. And $T$ is called an input resolution tree if for each node the distance to a leaf is at most one.

By $\#\text{lvs}(T)$ we denote the number of leaves of $T$, by $\text{cl}(T)$ the set of clauses labeling the nodes of $T$, and by $\#\text{cl}(T) := |\text{cl}(T)|$ the number of (different) clauses in $T$. $n(T) := n(\text{cl}(T))$ is the number of variables occurring in $T$.

The complexity $\text{Comp}_R(F)$ of tree-like resolution for refuting a clause-set $F$ is defined as the infimum of $\#\text{lvs}(T)$ for resolution trees $T : F \vdash \bot$, while the complexity $\text{Comp}_R(F)$ of (full) resolution for refuting $F$ is the infimum of $\#\text{cl}(T)$ for $T : F \vdash \bot$.

### 2.3 The Pigeonhole formulas

The variables of $\text{PHP}^m_k \in \text{USAT}$ for $m > k \geq 0$ are $v_{i,j}$ for $1 \leq i \leq m$ and $1 \leq j \leq k$, expressing “pigeon $i$ is in hole $j$”, and the clauses are

$$
\begin{align*}
\text{PHP}^m_k & := P^m_k \cup N^m_k \\
P^m_k & := \{ \{v_{i,j}\} \mid 1 \leq i \leq m, 1 \leq j \leq k \} \\
N^m_k & := \{ \{v_{i,j}, \overline{v_{i',j'}}\} \mid 1 \leq i, i' \leq m, 1 \leq j, j' \leq k \}.
\end{align*}
$$

We have $n(\text{PHP}^m_k) = m \cdot k$, and $c(\text{PHP}^m_k) = m + \frac{1}{2}m(m + 1) \cdot k$ for $k \geq 1$ ($\text{PHP}^m_0 = \{\bot\}$). The $m$ positive clauses of length $k$ in $P^m_k$ express “each pigeon $i$ is in at least one hole $j$”, and the negative 2-clauses in $N^m_k$ express “no two pigeons $i_1, i_2$ are in the same hole $j$.”

### 2.4 Directed graphs and pebble games

#### Notions for directed graphs

Consider a directed graph $G$. The set of nodes (or “vertices”) we denote by $V(G)$. For a node $v \in V(G)$ let $\text{ds}(v)$ resp. $\text{dp}(v)$ be the set of direct successors resp. direct predecessors of $v$ in $G$. $v$ is called an input or output if $\text{dp}(v) = \emptyset$ resp. $\text{ds}(v) = \emptyset$ holds. $G$ is called a dag (“directed acyclic graph”) if $G$ does not contain a non-trivial (directed) cycle.

A directed graph $G'$ can be embedded into $G$ if there is an injective map $f : V(G') \to V(G)$, such that for all nodes $v, w \in V(G')$ the existence of a path from $v$ to $w$ in $G'$ implies the existence of a path from $f(v)$ to $f(w)$ in $G$.

And $G'$ is called a minor of $G$, denoted by $G' \leq G$, if an isomorphic copy of $G'$ can be obtained from $G$ by a series of deletions or contractions of edges or deletions of isolated vertices. The relation $G' \leq G$ always ignores possible labelings of the graphs. To denote that $G$ and $G'$ are isomorphic (which is equivalent to $G' \leq G \land G \leq G'$) we use $G \cong G'$. 
We consider two types of trees $T$ (directed graphs such that for any two nodes there is exactly one undirected path between them):

- trees as a combination process in the context of pebbling — here $T$ has exactly one output;
- and trees as a splitting process in the context of $DPL$-like algorithms and resolution — now $T$ has exactly one input (the root).

For any directed graphs $G_1, G_2$ and their counterparts $G'_1, G'_2$ with opposite edge direction we have $G_1 \trianglelefteq G_2$ iff $G'_1 \trianglelefteq G'_2$. For binary “combination trees” $T_1, T_2$ (every non-input has indegree (exactly) 2) as well as for binary “splitting trees” $T_1, T_2$ (every non-output has outdegree (exactly) 2) the relation $T_1 \trianglelefteq T_2$ holds if and only if $T_1$ is embeddable into $T_2$.

**Notions for the pebble game (see [72])**

For a dag $G$ we denote by $\text{peb}(G)$ the minimal number of pebbles needed to pebble $G$, where shifting of pebbles is also allowed. More precisely:

A “pebbling” of $G$ is a sequence $(g_1, \ldots, g_m)$ of mappings $g_i : V(G) \to \mathbb{N}_0$ ($g_i(v) = 0$ means that $v$ is unpebbled) such that for each $1 \leq i \leq m$ and all nodes $v, w$ of $G$ we have:

- $g_i(v) \neq 0$, $g_i(w) \neq 0$, $v \neq w \implies g_i(v) \neq g_i(w)$ (at the same time two different nodes can not be pebbled by the same pebble);
- $g_i(v) \neq 0 \implies \text{dp}(v) = \emptyset$ or $i > 1$ and either $g_{i-1}(v) \neq 0$ or $\forall w \in \text{dp}(v) : g_{i-1}(w) \neq 0$ (or both) (that is, a new node can be pebbled only if all direct predecessors are already pebbled).

New nodes other than inputs must not be pebbled in parallel, that is, for each $i$ there is at most one node $w$ with $g_i(w) \neq 0$, $\text{dp}(v) \neq \emptyset$ and $g_{i-1}(w) = 0$. Furthermore all outputs $v$ of $G$ (and thus actually all nodes) must have been pebbled, that is there is $1 \leq i \leq m$ with $g_i(v) \neq 0$. The number of pebbles used by $(g_1, \ldots, g_m)$ is the maximum of $\bigcup_{1 \leq i \leq m} g_i(V(G))$. Now $\text{peb}(G)$ is the minimum of the number of used pebbles over all pebblings of $G$.

### 3 A scheme for hierarchies of polynomially decidable (and recognizable) classes of CNF’s

In this section two main concepts of this paper are introduced:
• the hierarchies \((G_k(\mathcal{U}, \mathcal{S}))_{k \in \mathbb{N}_0}\) of poly-time recognizable and SAT decidable classes of clause-sets, “amplifying” the (incomplete) oracles \(\mathcal{U}, \mathcal{S}\) for unsatisfiability resp. satisfiability detection;

• the corresponding hardness functions \(h_{\mathcal{U}, \mathcal{S}} : \mathcal{CLS} \to \mathbb{N}_0\).

The basis for these hierarchies is the following “leveled” algorithm for poly-time (incomplete) SAT decision (solving the recognition problem at the same time).

The algorithmic idea

One very basic method to decide the question “\(F \in \mathcal{SAT}\) ?,” the core of DPLL-like algorithms, is to look whether the question can be decided trivially, that is, whether \(\bot \in F\) or \(F = \top\) holds, and otherwise to choose a variable \(v \in \text{var}(F)\) and split the problem into two subproblems as shown in Figure 1.

![Diagram of splitting into two subproblems](image)

Figure 1: Splitting into two subproblems

Now, as discussed in general in Subsection 1.2, a scheme to enforce polynomial running time is to introduce a level \(k \in \mathbb{N}_0\) of “difficulty” or “hardness” and to require that for a suitable chosen variable at least for one branch the level must go down, while for the other branch the level must not go up. More specifically, we proceed as follows for \(F \in \mathcal{CLS}\):

1. We search for a variable \(v \in \text{var}(F)\) and \(\varepsilon \in \{0, 1\}\) such that \(\langle v \rightarrow \varepsilon \rangle \ast F\) can be decided at level \(k - 1\). If no such pair \((v, \varepsilon)\) exists, the output of our procedure is “level > k.” Otherwise we fix the first such pair \((v, \varepsilon)\) we encountered.

2. If \(\langle v \rightarrow \varepsilon \rangle \ast F\) has been found satisfiable, then we are already done with the output “satisfiable with level ≤ k.”

3. Otherwise reduce \(F\) to \(F' := \langle v \rightarrow \overline{\varepsilon} \rangle \ast F\), and see whether \(F'\) can be decided at level \(k\) (recursively).

4. If \(F'\) has been found satisfiable resp. unsatisfiable at level \(k\), then the same holds for \(F\).

5. In case \(F'\) could not be decided at level \(k\), output “level > k.”
Using $f(k, n)$ for the number of leaves of the corresponding search tree for level $k$ and $n$ variables we get

$$f(k, 0) = f(0, n) = 1$$
$$f(k, n) \leq 2n \cdot f(k - 1, n - 1) + f(k, n - 1) \text{ for } k, n \geq 1$$

and thus $f(k, n) \leq (n + 1)^{2k}$.

Two points of the above algorithms need special attention:

(i) In step 2 we equip our approach with some guessing ability (namely to guess the right truth value for up to $k$ variables) — without that (as in [73]) basically we get a hierarchy for $\#\text{SAT}$, as discussed at the end of Subsection 3.1.

(ii) The abort of the search in step 5 is essential for the polynomial upper bound. We show that in our setting this abort is justified, since no other choice of $(v, \varepsilon)$ could have done better.

It remains the problem what to do at level 0: We use two (incomplete) oracles for satisfiability and unsatisfiability detection at level 0, assuming that they contain the most basic satisfiable and unsatisfiable instances and that they are stable under enforced assignments, an important (new) condition which justifies step 5 from above.

The hardness

Since the above family of hierarchies covers $\text{CLS}$, by starting with level 0 and successively increasing the level until the input can be decided, we obtain a complete SAT algorithm. The first successful level we call the hardness of the input.

The thorough study of this “hardness” may be seen as the main contribution of the present article. Later we will see that this concept stands in intimate relation to the complexity of tree-like resolution, and allows much simplified lower bound proofs. Furthermore, for the first time we also give tools for lower bounds on satisfiable clause-sets, while prior work in this direction considered only unsatisfiable ones.

The organization of this section is as follows.

1. In 3.1 the classes $G_k(\mathcal{U}, \mathcal{S})$ are introduced, which are the $k$-levels as discussed before, while $\mathcal{U}$, $\mathcal{S}$ are the oracles for unsatisfiability resp. satisfiability. The universal property and closure properties of these classes as well as a decision algorithm are given.
2. The general SAT decision algorithm obtained by searching through the levels from below is the subject of Subsection 3.2. For a given clause-set $F$, the first successful level is called the hardness of $F$, and basic properties are discussed.

3. Parameterizing reduction by enforced assignments, in 3.3 the concept of $k$-reductions, naturally related to the classes $G_k(U, S)$ and generalizing Unit-clause propagation in a canonical way, is investigated.

4. The general method to prove upper and lower bounds on the hardness is discussed in 3.4. Some applications are given, including the strictness of the hierarchies w.r.t. unsatisfiability.

5. The first instance of a general SAT algorithm searching through levels of increasing hardness has been “Stålmarck’s algorithm.” In 3.5 we discuss his special form of reduction rule (additionally exploiting the relation between the branches $(v, 0)$ and $(v, 1)$ when running through the loop in step 1 of the above algorithm).

3.1 The classes $G_k(U, S)$

If a clause-set $F$ contains a 1-clause $\{x_1\} \in F$, then we can reduce $F$ to $F_1 := \langle x_1 \rightarrow 1 \rangle * F$. If again $F_1$ contains a 1-clause $\{x_2\} \in F_1$, we can reduce $F_1$ to $F_2 := \langle x_2 \rightarrow 1 \rangle * F_1$. Now the partial assignment $\langle x_1 \rightarrow 1, x_2 \rightarrow 1 \rangle$ is a basic example for an enforced assignment:

**Definition 3.1** A partial assignment $\varphi \in \mathcal{PAS}$ is called enforced for a clause-set $F$, if for all $v \in \text{var}(\varphi)$ flipping the value of $\varphi$ on $v$ yields an unsatisfiable clause-set:

$$\langle v \rightarrow \overline{\varphi(v)} \rangle * F \in \text{USAT}.$$ 

A class $C \subseteq \text{CLS}$ is stable under enforced assignments if for any $F \in C$ and any enforced assignment $\varphi$ for $F$ we have $\varphi * F \in C$.

Some easy remarks (for $\varphi, \varphi' \in \mathcal{PAS}$ and $F \in \text{CLS}$):

1. The following assertions are equivalent:
   (a) $\varphi$ enforced for $F$,
   (b) $\forall \varphi' \in \text{mod}_0(F) : \varphi \subseteq \varphi'$,
   (c) $\forall \varphi' \in \text{mod}_1(F) : \varphi \subseteq \varphi'$.

2. $\varphi$ enforced for $F \implies \varphi * F \equiv F$. 
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3. \( \varphi \) enforced for \( F \), \( \varphi' \subseteq \varphi \implies \varphi' \) enforced for \( F \).

4. For \( F \in \mathcal{USAT} \) every partial assignment \( \varphi \) is enforced, and thus \( C \subseteq \mathcal{USAT} \) is stable under enforced assignments iff \( C \) is stable under partial assignments (at all).

5. For \( F \in \mathcal{SAT} \) we have:
   
   (a) \( \varphi \) enforced for \( F \implies \text{var}(\varphi) \subseteq \text{var}(F) \);
   
   (b) \( \varphi, \varphi' \) enforced for \( F \implies \varphi, \varphi' \) are compatible;
   
   (c) \( \varphi \) enforced for \( F \) and \( \varphi' \) enforced for \( \varphi \cup \varphi' \) enforced for \( F \);
   
   (d) \( \varphi, \varphi' \) enforced for \( F \) and \( \varphi \cap \varphi' = \emptyset \implies \varphi \) enforced for \( \varphi' \cup F \).

6. For any family \( (C_i)_{i \in I} \) of classes \( C_i \subseteq \mathcal{CLS} \) such that all \( C_i \) are stable under enforced assignments, \( \bigcup_{i \in I} C_i \) as well as \( \bigcap_{i \in I} C_i \) is also stable under enforced assignments.

**Definition 3.2** A class \( C \subseteq \mathcal{CLS} \) allows substitution if for every \( F \in C \) with \( \text{var}(F) \neq \emptyset \) there is \((v, \varepsilon) \in \text{var}(F) \times \{0, 1\}\) with \((v \rightarrow \varepsilon) \circ F \in C \).

If \( C \subseteq \mathcal{USAT} \) is stable under partial assignments then \( C \) trivially allows substitution. But a satisfiable clause-set need not to have any enforced assignments, and thus \( C \subseteq \mathcal{SAT} \) which is stable under enforced assignments may not allow substitution.

For any family \( (C_i)_{i \in I} \) of classes \( C_i \subseteq \mathcal{CLS} \) such that all \( C_i \) allow substitution also \( \bigcup_{i \in I} C_i \) allows substitution.

**Definition 3.3** Consider \( U \subseteq \mathcal{USAT} \) and \( S \subseteq \mathcal{SAT} \) fulfilling

(i) \( U \supseteq U_0 := \{ F \in \mathcal{CLS} : \bot \in F \} \), \( S \supseteq S_0 := \{ \top \} \)

(ii) \( U, S \) are stable under enforced assignments and allow substitution.

Let

\[
G^0_0(U, S) := U, \quad G^1_0(U, S) := S.
\]

For \( k \geq 0 \) we define the classes \( G^0_{k+1}(U, S), G^1_{k+1}(U, S) \) as follows:

\( F \in G^0_{k+1}(U, S) \) iff either \( F = \{ \bot \} \) or there is \((v, \varepsilon) \in \text{var}(F) \times \{0, 1\}\) with \( (v \rightarrow \varepsilon) \circ F \in G^0_k(U, S) \) and \( (v \rightarrow \varepsilon) \circ F \in G^0_k(U, S) \).

\( F \in G^1_{k+1}(U, S) \) iff either \( F = \top \) or there is \((v, \varepsilon) \in \text{var}(F) \times \{0, 1\}\) with \( (v \rightarrow \varepsilon) \circ F \in G^1_k(U, S) \) or \( (v \rightarrow \varepsilon) \circ F \in G^2_k(U, S) \) and \( (v \rightarrow \varepsilon) \circ F \in G^1_{k+1}(U, S) \).

Finally \( G_k(U, S) := G^0_k(U, S) \cup G^1_k(U, S) \).
If not specified otherwise, in the sequel $\mathcal{U}, \mathcal{S}$ denote arbitrary sets according to Definition 3.3.

Since trivially $F \in G_{a(F)}(\mathcal{U}, \mathcal{S})$ for all $F \in \mathcal{CLS}$, we have

$$\bigcup_{k \in \mathbb{N}_0} G_k(\mathcal{U}, \mathcal{S}) = \mathcal{SAT}, \quad \bigcup_{k \in \mathbb{N}_0} G_k(\mathcal{U}, \mathcal{S}) = \mathcal{SAT}.$$ 

Obviously the classes $G_k(\mathcal{U}, \mathcal{S})$ are monotonic increasing in $\mathcal{U}$ as well as in $\mathcal{S}$, that is, for $\varepsilon \in \{0, 1\}$ we have

$$\mathcal{U}' \supseteq \mathcal{U}, \mathcal{S}' \supseteq \mathcal{S} \implies G_k(\mathcal{U}', \mathcal{S}') \supseteq G_k(\mathcal{U}, \mathcal{S}).$$

Since $G_k(\mathcal{U}, \mathcal{S})$ does not depend on $\mathcal{S}$, we often use $G_k(\mathcal{U})$ instead. If $\mathcal{U}$ and $\mathcal{S}$ are clear from the context, we simply write $G_k(\varepsilon)$.

Compared with the hierarchies $\Pi_k$ from [73], the main improvement is the now well-defined realm of possible oracles:

- the condition “stability under enforced assignments” ensures in the natural way that SAT decision as well as recognition is poly-time, since no backtracking at step 5 of the algorithm in the introduction to this section is necessary (see Lemma 3.7, part 1);
- “stability under enforced assignments” also allows to handle the oracles $\mathcal{U}$ and $\mathcal{S}$ separately (not so the condition “stability under partial assignments” used in [73]);
- considering $\mathcal{U}_0$ and $\mathcal{S}_0$ reveals the basic capacities of all hierarchies;
- with respect to the new “guessing capacity” for satisfiability see the discussion at the end of this subsection.

**Lemma 3.4** The $G_k(\mathcal{U}, \mathcal{S})$ form a cumulative hierarchy, that is, for all $k \geq 0$ we have $G_k(\mathcal{U}, \mathcal{S}) \subseteq G_{k+1}(\mathcal{U}, \mathcal{S})$.

**Proof:** By induction on $n(F)$ we prove

$$\forall F \in \mathcal{CLS} \forall 0 \leq k < k' : F \in G_k \Rightarrow F \in G_{k'}.$$  

For $n(F) = 0$ we have $F \in G_k$, by definition. So assume $n(F) > 0$.

$k = 0$: In case of $F \in \mathcal{S}$ there is $(v, \varepsilon) \in \var{F} \times \{0, 1\}$ with $\langle v \to \varepsilon \rangle \ast F \in \mathcal{S}$ since $\mathcal{S}$ allows substitution. By induction hypotheses we get $\langle v \to \varepsilon \rangle \ast F \in G_{k'-1}$ and thus, since $\langle v \to \varepsilon \rangle \ast F \in \mathcal{SAT}$, by Definition 3.3 it follows $F \in G_{k'}$. If $F \in \mathcal{U}$ then choose any $v \in \var{F}$. Since $\mathcal{U}$ is stable under partial assignments we have $\langle v \to 0 \rangle \ast F, \langle v \to 1 \rangle \ast F \in \mathcal{U}$, and thus by induction hypothesis and Definition 3.3 we get $F \in G_{k'}$, as well.
\( k > 0 \): Here the assertion follows immediately by induction hypothesis and Definition 3.3 applied to \( G_k \) and \( G_k' \). □

Next we show the universal property of these classes, basic for all proofs of containment of another hierarchy.

**Lemma 3.5** Consider any family \((S_k)_{k \in \mathbb{N}_0}\) of classes \( S_k \subseteq \mathsf{CLS} \) of clause-sets. Assume

1. \( S_m \subseteq G_m(\mathcal{U}, \mathcal{S}) \) for some \( m \geq 0 \);
2. for \( k > m \) and \( F \in S_k \setminus S_{k-1} \) with \( \text{var}(F) \neq \emptyset \) we have \( F \in G_k(\mathcal{U}, \mathcal{S}) \) or there is \((v, \varepsilon) \in \text{var}(F) \times \{0, 1\}\) with

\[
\langle v \rightarrow \varepsilon \rangle \ast F \in S_{k-1}
\]

and

\[
\langle v \rightarrow \varepsilon \rangle \ast F \notin \mathcal{SAT} \implies \langle v \rightarrow \overline{\varepsilon} \rangle \ast F \in S_k.
\]

Then \( \forall k \in \mathbb{N}_0 : k \geq m \Rightarrow S_k \subseteq G_k(\mathcal{U}, \mathcal{S}) \).

**Proof:** By induction on \( n(F) \) we prove

\[
\forall F \in \mathsf{CLS} \forall k \geq m : F \in S_k \Rightarrow F \in G_k(\mathcal{U}, \mathcal{S}).
\]

If \( n(F) = 0 \) then \( F \in G_k \). Thus consider \( n(F) > 0 \). Let \( k \geq m \) be minimal with \( F \in S_k \). If \( k = m \), then \( F \in G_k \). So assume \( k > m \). If \( F \in G_k \), then we are done. Thus there is \((v, \varepsilon) \in \text{var}(F) \times \{0, 1\}\) according to the above condition, and by immediate applications of the induction hypothesis \( F \in G_k \) follows. □

Note that the “or” in condition 2 of Lemma 3.5 is not exclusive — it simply says, that when under certain circumstances we already know \( F \in G_k \) for a certain \( F \), then we do not have to provide \((v, \varepsilon)\) for that \( F \).

The following corollary gives the basic closure properties of our hierarchies. For a class \( \mathcal{C} \subseteq \mathcal{USAT} \) the condition of “being stable under formation of super-clause-sets” is used, which means that for \( F \in \mathcal{C} \) and \( F' \in \mathsf{CLS} \) with \( F' \supseteq F \) also \( F' \in \mathcal{C} \) holds, which for example is fulfilled for \( \mathcal{U}_0 \).

**Corollary 3.6** Closure properties of the classes \( G_k(\mathcal{U}, \mathcal{S}) \)

1. All \( G_k(\mathcal{U}, \mathcal{S}) \) are stable under enforced assignments and allow substitution.
2. If \( \mathcal{U} \) and \( \mathcal{S} \) are stable under renaming, then so are all \( G_k(\mathcal{U}, \mathcal{S}) \).
3. If \( \mathcal{U} \) is stable under formation of super-clause-sets, then so are all \( G'_k(\mathcal{U}) \).
**Proof:** For part 1 let $S_k$ be the closure of $G_k$ under enforced assignments and use commutativity of the application of compatible assignments (that substitution is allowed follows by definition). For part 2 let $S_k$ be the closure of $G_k$ under renaming, and for part 3 let $S_k$ be the closure of $G_k^0$ under super-clause-set formation.

Using part 1, we easily see that for arbitrary $k_1, k_2 \in \mathbb{N}_0$ the equality

$$G_{k_1}(G_{k_2}(U), G_{k_2}(U, S)) = G_{k_1+k_2}(U, S)$$

holds, and thus the hierarchies can be obtained inductively for $k \geq 0$ by

$$G_{k+1}(U, S) = G_1(G_k^0(U), G_k^1(U, S)).$$

In Figure 2 algorithm

$$D : \mathcal{CLS} \times \mathbb{N}_0 \rightarrow \{0, 1, \emptyset\}$$

is given computing

$$D(F, k) = \varepsilon \in \{0, 1\} \quad \text{iff} \quad F \in G_k^\varepsilon(U, S)$$

$$D(F, k) = \emptyset \quad \text{iff} \quad F \notin G_k(U, S).$$

Compared to [73] the recognition process need not to be handled separately and is conceptually much simpler.

**Lemma 3.7** 1. Algorithm $D$ terminates and gives the correct answer.

2. Consider the search tree reflecting the (recursive) calls of $D$. This tree has at most $(n(F)+1)^{2k}$ leaves. The work at each inner node can be performed in time $O(\ell(F))$ (using the random access model).

3. If the decisions “$F \in U$ ?” and “$F \in S$ ?” each requires time $O(\ell(F)^q)$ for some $q \geq 1$, then $D$ has total running time $O(\ell(F)^2 \cdot n(F)^{2k})$.

**Proof:** Part 1: Termination is obvious since any step eliminates at least one variable. To see that for $F$ with $D(F, k) = \varepsilon \in \{0, 1\}$ we have $F \in G_k^\varepsilon(U, S)$, note that $\varepsilon$ gives obviously the right SAT status and use Lemma 3.5. And for $D(F, k) = \emptyset \Rightarrow F \notin G_k(U, S)$ assume there is $F$ with $D(F, k) = \emptyset$ but $F \in G_k(U, S)$ and consider such $F$ with minimal $n(F)$. Now a contradiction is obtained using Corollary 3.6, part 1.

Part 2: Consider the function $f : \mathbb{N}_0^2 \rightarrow \mathbb{N}_0$ given in the introduction to this section

$$f(k, 0) = f(0, n) = 1$$

$$f(k, n) = 2n \cdot f(k-1, n-1) + f(k, n-1).$$
PROCEDURE $\mathcal{D}(F \in \mathcal{CLS}, k \in \mathbb{N}_0) : \{0, 1, \emptyset\}$
BEGIN
IF $k = 0$ THEN
    IF $F \in \mathcal{U}$ THEN RETURN 0 ELSE
    IF $F \in \mathcal{S}$ THEN RETURN 1 ELSE
    RETURN $\emptyset$;
ELSE IF $F = \{\bot\}$ THEN RETURN 0
ELSE IF $F = \top$ THEN RETURN 1
ELSE
    FOR $(v, \varepsilon) \in \text{var}(F) \times \{0, 1\}$ DO
        IF $\mathcal{D}((v \rightarrow \varepsilon) \ast F, k - 1) = 1$ THEN
            RETURN 1
        ELSE IF $\mathcal{D}((v \rightarrow \varepsilon) \ast F, k - 1) = 0$ THEN
            RETURN $\mathcal{D}((v \rightarrow \neg \varepsilon) \ast F, k)$;
    END FOR;
RETURN $\emptyset$;
END $\mathcal{D}$.

Figure 2: Algorithm $\mathcal{D}$ for $G_k^*(\mathcal{U}, \mathcal{S})$ decision

$f(k, n)$ is an upper bound on the number of leaves and fulfills $f(k, n) \leq (n + 1)^{2k}$ proved by induction on $n$ as follows. For $n = 0$ or $k = 0$ we have $(n + 1)^{2k} = 1$, while for $n, k \geq 1$:

$$f(k, n + 1) = 2(n + 1) \cdot f(k - 1, n) + f(k, n) \leq 2(n + 1) \cdot (n + 1)^{2(k - 1)} + (n + 1)^{2k} = (n + 1)^{2k - 1} \cdot (n + 3) \leq (n + 2)^{2k - 1} \cdot (n + 2) = ((n + 1) + 1)^{2k}.$$ 

For the amount of work needed at each inner node observe that, given sufficient “pointer support,” the loop over the $(v, \varepsilon)$ just visits each literal occurrence only twice.

Part 3 now follows immediately. ■

The upper bound on the running time of $\mathcal{D}$ in Lemma 3.7 is quite rough, since our concern here is neither to discuss tuned versions of $\mathcal{D}$ nor implementation details. So for example in case of $k = 1$ the above bound gives for the worst case just a cubic upper bound, while linear time is sufficient ([25, 23, 91]).

**Corollary 3.8** If the decisions “$F \in \mathcal{U}$ ?” and “$F \in \mathcal{S}$ ?” can be done in polynomial time then membership as well as SAT decision for each class $G_k(\mathcal{U}, \mathcal{S})$
is also polynomial time. □

3.1.1 Cancelling “guessing” yields a poly-time hierarchy for $\#\text{SAT}$

If for $F \in \mathcal{CLS}$ we find $\langle v \rightarrow \varepsilon \rangle \ast F \in G_{k-1}^1(\mathcal{U}, \mathcal{S})$ then we are “satisfied” and output the result — since why should we bother investigating also the other branch?

In fact, if we cancel step ($*$) in $\mathcal{D}$ (corresponding to step 2 in the algorithm from the introduction to this section), that is, if we define for $F \in \mathcal{CLS}$ with $\text{var}(F) \neq \emptyset$ the alternative counting hierarchy

$$F \in \#G_{k+1}(\mathcal{U}, \mathcal{S}) \iff \exists (v, \varepsilon) : \langle v \rightarrow \varepsilon \rangle \ast F \in \#G_k(\mathcal{U}, \mathcal{S}) \land \langle v \rightarrow \varepsilon \rangle \ast F \in \#G_{k+1}(\mathcal{U}, \mathcal{S})$$

without differentiating between satisfiability and unsatisfiability as in Definition 3.3, then it is easy to see that $\mathcal{D}$ can be easily tuned (without compromising the time bounds) to output $|\text{mod}_i(F)|$, the number of satisfying assignments, provided $\mathcal{S}$ is $\mathcal{S}_0$ or any class of satisfiable clause-sets for which $|\text{mod}_i(F)|$ can be “reasonably computed” (depending on our goals for running time).

Thus, without the guessing possibility instead of investigating SAT decision we would investigate $\#\text{SAT}$ solving (a much harder problem (see e.g. [70])), which is interesting in its own right, but of subordinate interest for this article.

Due to its symmetrical definition, actually the counting hierarchy behaves often nicer (on satisfiable instances — on unsatisfiable instances there is no difference), so for example from the fact that $\#G_0(\mathcal{U}, \mathcal{S}) = \mathcal{U} \cup \mathcal{S}$ is stable under partial assignments it follows that all $\#G_k(\mathcal{U}, \mathcal{S})$ are stable under partial assignments. Since this assumption is fulfilled for $\mathcal{U}_0 \cup \mathcal{S}_0$, we get for the basic choice of oracles that w.r.t. counting application of partial assignments makes the problem only easier, which is a distinct difference to the problem of SAT decision — here fixing a variable to the false value can render an easy satisfiable instance into a hard unsatisfiable one.

3.2 The hardness $h_{\mathcal{U},\mathcal{S}}(F)$ of clause-sets

**Definition 3.9** For $F \in \mathcal{CLS}$:

$$h_{\mathcal{U},\mathcal{S}}(F) := \min\{ k \in \mathbb{N}_0 : F \in G_k(\mathcal{U}, \mathcal{S}) \}$$

$$h(F) := h_{\mathcal{U}_0,\mathcal{S}_0}(F). \; \Box$$

The hardness functions $h_{\mathcal{U},\mathcal{S}}(F)$ are monotonic decreasing in $\mathcal{U}$ and $\mathcal{S}$, that is

$$\mathcal{U} \supseteq \mathcal{U}, \mathcal{S} \supseteq \mathcal{S} \implies \forall F \in \mathcal{CLS} : h_{\mathcal{U}',\mathcal{S}'}(F) \leq h_{\mathcal{U},\mathcal{S}}(F).$$
For $F \in \text{USAT}$ the hardness $h_{\mathcal{U}, \mathcal{S}}(F)$ does not depend on $\mathcal{S}$, thus we write often $h_{\mathcal{U}}(F)$ instead.

In Figure 3 the SAT decision algorithm

$$\mathcal{D}^* : \mathcal{CLS} \rightarrow \{0, 1\} \times \mathbb{N}_0$$

is given, computing $\mathcal{D}^*(F) = (\varepsilon, k)$ such that $F \in G_k(\mathcal{U}, \mathcal{S})$ and $h_{\mathcal{U}, \mathcal{S}}(F) = k$.

**PROCEDURE** $\mathcal{D}^*(F \in \mathcal{CLS}) : \{0, 1\} \times \mathbb{N}_0$;

**BEGIN**

FOR $k = 0$ to $n(F)$ DO

IF $\mathcal{D}(F, k) \neq \notin$ THEN

RETURN $(\mathcal{D}(F, k), k)$

**END FOR**

**END** $\mathcal{D}^*$.

Figure 3: The SAT decision algorithm $\mathcal{D}^*$

Lemma 3.7 immediately yields

**Lemma 3.10** Algorithm $\mathcal{D}^*$ terminates and computes the correct answer. The decisions “$F \in \mathcal{U}$ ?” and “$F \in \mathcal{S}$ ?” are called each at most $O(n(F)^{2h_{\mathcal{U}, \mathcal{S}}(F)})$ times, and if their running time is bounded by $O(\ell(F)^q)$ for some $q \geq 1$, then $\mathcal{D}^*$ has total running time $O(\ell(F)^q \cdot n(F)^{2h_{\mathcal{U}, \mathcal{S}}(F)})$.

As a consequence we get in Subsection 7.4 that on unsatisfiable inputs the running time of algorithm $\mathcal{D}^*$ is quasi-polynomial in the length of the shortest tree-like resolution refutation. For upper and lower bound on the hardness see Subsection 3.4 and Sections 5, 6.

Due to their importance, the next lemma reformulates the stability properties from Lemma 3.6.

**Lemma 3.11** For $F \in \mathcal{CLS}$ and an enforced assignment $\varphi$ for $F$ we have $h_{\mathcal{U}, \mathcal{S}}(\varphi \ast F) \leq h_{\mathcal{U}, \mathcal{S}}(F)$.

If $\mathcal{U}$ is stable under formation of super-clause-sets, then for $F \in \text{USAT}$ and $F' \supseteq F$ we have $h_{\mathcal{U}, \mathcal{S}}(F') \leq h_{\mathcal{U}, \mathcal{S}}(F)$.

Thus for $F \in \text{USAT}$ and an autarky (modulo contraction) $\varphi$ for $F$ under the same assumption $h_{\mathcal{U}, \mathcal{S}}(\varphi \ast F) = h_{\mathcal{U}, \mathcal{S}}(F)$ holds.

If $\mathcal{U}, \mathcal{S}$ are stable under renaming then $h_{\mathcal{U}, \mathcal{S}}$ is invariant under renaming.

Application of autarkies may decrease as well as increase the hardness on *satisfiable instances*, since for example on the one hand every satisfying assignment is an autarky, while on the other hand for example guessing the value
for a pure literal \( x \) in \( F \) as 0 (opposed to the autark assignment \( x \rightarrow 1 \)) may substantially enlarge the possibilities for enforced assignments.

Without guessing, in the counting hierarchies, application of autarkies can not increase the hardness, provided \( S \) is stable under application of autarkies (or under formation of sub-clause-sets). Furthermore, if \( G_0(U, S) = U \cup S \) is stable under partial assignments, then w.r.t. the counting hierarchy also for \( F \in S\text{AT} \) we have \( h_{U,S}(\varphi \ast F) \leq h(F) \) for every \( \varphi \in \mathcal{P}\mathcal{A}\mathcal{S}\).

### 3.3 Canonical reductions

If a clause-set \( F \) contains a 1-clause \( \{ x \} \in F \), then \( F \) and \( \langle x \rightarrow 1 \rangle \ast F \) are satisfiability-equivalent. Iterated elimination of 1-clauses, called **Unit-clause propagation**, is the most elementary and also the most important reduction for SAT decision.

In case of \( \{ x \} \in F \) the partial assignment \( \langle x \rightarrow 1 \rangle \) is enforced for \( F \). **Approximating reduction by general enforced assignments** we introduce in this subsection the concept of **\( k \)**-reduction w.r.t. \( U \). The practical importance of this concept has been demonstrated in [54], where 2-reduction w.r.t. \( U_0 \) has been applied successfully (yielding the fastest SAT solver (at this time) for random \( k \)-CNF’s at the threshold).

The unique result of reducing a clause-set \( F \) by \( k \)-reductions w.r.t. \( U \) is called \( r_k^U(F) \) (the special case of \( k = 1 \) and \( U = U_0 \) corresponds to Unit-clause propagation). Using this **normal form** we obtain alternative characterizations of the levels \( G_k(U, S) \).

**Definition 3.12** The relation \( F \xrightarrow{k,U} F' \) between clause-sets \( F, F' \in C\mathcal{L}\mathcal{S} \) is defined for \( k \in \mathbb{N}_0 \) as follows:

1. \( F \xrightarrow{0,U} \{ \bot \} \) iff \( F \in U \) and \( F \neq \{ \bot \} \).
2. \( F \xrightarrow{k,U} \langle v \rightarrow \bar{v} \rangle \ast F \) for \( k \geq 1 \) iff there is \( (v, \varepsilon) \in \text{var}(F) \times \{ 0, 1 \} \) with \( \langle v \rightarrow \varepsilon \rangle \ast F \in G^0_{k-1}(U) \).

By \( \xrightarrow{k,U}^* \) the reflexive-transitive closure of \( \xrightarrow{k,U} \) is denoted.

For \( F \xrightarrow{k,U} F' \) there is an enforced assignment \( \varphi \) for \( F \) with \( F' = \varphi \ast F \) and thus \( F \equiv F' \). The opposite direction holds if using \( U = U \mathcal{S}\mathcal{A}\mathcal{T} \), that is

\[
F \xrightarrow{1,U \mathcal{S}\mathcal{A}\mathcal{T}} F' \iff \exists \varphi \text{ enforced for } F \text{ with } \varphi \ast F = F'.
\]

Note that the reduction concept is cumulative:

\[
0 \leq k \leq k' \text{ and } F \xrightarrow{k,U} F' \implies F \xrightarrow{k',U} F'.
\]
**Lemma 3.13** The relations $\xrightarrow{k,\mathcal{U}}$ are terminating (well-founded) and confluent.

**Proof:** Since any reduction step eliminates at least one variable, termination is obvious.

To show confluence, by the diamond lemma ([69, 46]) we only have to show “local confluence,” that is, for

$$F \xrightarrow{k,\mathcal{U}} F_1 \text{ and } F \xrightarrow{k,\mathcal{U}} F_2$$

there is $F^*$ with

$$F_1 \xrightarrow{k,\mathcal{U}}^* F^* \text{ and } F_2 \xrightarrow{k,\mathcal{U}}^* F^*.$$

So assume $F_i = \langle v_i \rightarrow \varepsilon_i \rangle \ast F$ and $\langle v_i \rightarrow \varepsilon_i \rangle \ast F \in G_{k-i}(\mathcal{U})$ for $i = 1, 2$.

In case $v_1 = v_2$ and $\varepsilon_1 = \varepsilon_2$ we have $F_1, F_2 \in G_{k-1}(\mathcal{U})$, and thus

$$F_1, F_2 \xrightarrow{k-1,\mathcal{U}} \{ \perp \}.$$ Otherwise, if $v_1 \notin \text{var}(F_2)$ or $v_2 \notin \text{var}(F_1)$ then $F_1 = F_2$.

So assume $v_1 \in \text{var}(F_2)$ and $v_2 \in \text{var}(F_1)$. Due to Lemma 3.6, part 1

$$\langle v_2 \rightarrow \varepsilon_2 \rangle \ast F_1 = \langle v_1 \rightarrow \varepsilon_1 \rangle \ast (\langle v_2 \rightarrow \varepsilon_2 \rangle \ast F) \in G_{k-1}(\mathcal{U})$$

$$\langle v_1 \rightarrow \varepsilon_1 \rangle \ast F_2 = \langle v_2 \rightarrow \varepsilon_2 \rangle \ast (\langle v_1 \rightarrow \varepsilon_1 \rangle \ast F) \in G_{k-1}(\mathcal{U})$$

holds, and thus

$$F_1 \xrightarrow{k,\mathcal{U}} \langle v_2 \rightarrow \varepsilon_2 \rangle \ast F_1 = \langle v_1 \rightarrow \varepsilon_1 \rangle \ast F_2 \xrightarrow{k,\mathcal{U}} F_2. \quad \blacksquare$$

**Definition 3.14** For $F \in \mathcal{CLS}$ and $k \in \mathbb{N}_0$ let $r^\mathcal{U}_k(F)$ be the (unique) $F' \in \mathcal{CLS}$ with $F \xrightarrow{k,\mathcal{U}}^* F'$ such that there is no $F''$ with $F' \xrightarrow{k,\mathcal{U}}^* F''$. We use $r_k$ instead of $r^\mathcal{U}_k$.

For $F \in \mathcal{CLS}$ and $\mathcal{C} \subseteq \mathcal{CLS}$ we use $F \in \mathcal{C} \mod r^\mathcal{U}_k$ for the assertion that there is $F' \in \mathcal{C}$ with $r^\mathcal{U}_k(F) = r^\mathcal{U}_k(F')$. $\blacksquare$

$r_1$ is just unit-clause propagation (additionally with $r_1(F) = \{ \perp \}$ in case $\perp$ is created). First (full) use of $r_2$ in a “DPLL-like” algorithm I’m aware of one finds in “OKsolver” ([54]).

Note that $r^\mathcal{U}_k(F_1) = r^\mathcal{U}_k(F_2)$ is equivalent to the existence of $F'$ with

$$F_1 \xrightarrow{k,\mathcal{U}}^* F' \text{ and } F_2 \xrightarrow{k,\mathcal{U}}^* F'.$$

Some easy properties of $r^\mathcal{U}_k$ for $F \in \mathcal{CLS}$ are

28
1. \( r^H_k(F) \equiv F \)

2. \( r^H_k(\rho^H_q(F)) = r^H_{\text{max}(p,q)}(F) \)

3. (a) \( h_{U,S}(r^H_k(F)) \leq h_{U,S}(F) \)
   
   (b) \( h_{U,S}(F) > k \Rightarrow h_{U,S}(F) = h_{U,S}(r^H_k(F)) \)

4. \( F \in G_k(U,S) \) mod \( r^H_k \Rightarrow F \in G_k(U,S) \).

Using the concept of \( k \)-reduction, the universal property from Lemma 3.5 can be rendered more easily applicable:

**Lemma 3.15** Consider a family \( (S_k)_{k \in \mathbb{N}_0} \) of classes \( S_k \subseteq \text{CLS} \) and assume

1. \( S_m \subseteq G_m(U,S) \) for some \( m \geq 0 \);

2. for \( k > m \) and any clause-set \( F \in S_k \setminus S_{k-1} \) with \( \text{var}(F) \neq \emptyset \) we have \( F \in G_k(U,S) \) or there exists \( (v, \varepsilon) \in \text{var}(F) \times \{0, 1\} \) fulfilling:

   (a) there is a clause-set \( F_\varepsilon \in \text{CLS} \) with \( h_{U,S}(F_\varepsilon) \geq h_{U,S}((v \rightarrow \varepsilon) \ast F) \)
   and \( F_\varepsilon \in S_{k-1} \) \( \text{mod } r^H_{k-1} \), and

   (b) if \( (v \rightarrow \varepsilon) \ast F \notin \text{SAT} \) then there is a clause-set \( F_\varepsilon \in \text{CLS} \) with \( h_{U,S}(F_\varepsilon) \geq h_{U,S}((v \rightarrow \varepsilon) \ast F) \) and \( F_\varepsilon \in S_k \) \( \text{mod } r^H_k \).

Then \( S_k \subseteq G_k(U,S) \) for all \( k \geq m \).

**Proof:** We prove \( S_k \subseteq G_k \) by induction on \( k \).

The case \( k = m \) is covered by assumption. So assume \( k > m \). Consider \( F \in S_k \) and assume \( F \notin G_k \). Thus \( n(F) > 0 \) and \( F \notin S_{k-1} \) (since otherwise by induction hypothesis \( F \in G_{k-1} \subseteq G_k \)).

Now there are \( (v, \varepsilon) \in \text{var}(F) \times \{0, 1\} \) and clause-sets \( F_\varepsilon, F_{\neg \varepsilon} \) with

\[
\begin{align*}
&h_{U,S}(F_\varepsilon) \geq h_{U,S}((v \rightarrow \varepsilon) \ast F), \quad F_\varepsilon \in S_{k-1} \text{ mod } r^H_{k-1} \\
&h_{U,S}(F_{\neg \varepsilon}) \geq h_{U,S}((v \rightarrow \neg \varepsilon) \ast F), \quad (v \rightarrow \varepsilon) \ast F \notin \text{SAT} \Rightarrow F_{\neg \varepsilon} \in S_k \text{ mod } r^H_k.
\end{align*}
\]

By definition there is \( F'_\varepsilon \in S_{k-1}, r^H_{k-1}(F'_\varepsilon) = r^H_{k-1}(F_\varepsilon) \). By induction hypothesis we get \( F'_\varepsilon \in G_{k-1} \), thus \( F'_\varepsilon \in G_{k-1} \), and we conclude \( (v \rightarrow \varepsilon) \ast F \in G_{k-1} \).

If \( (v \rightarrow \varepsilon) \ast F \in G_{k-1} \subseteq \text{SAT} \), then by definition \( F \in G_k \). Otherwise we have \( F_{\neg \varepsilon} \in S_k \text{ mod } r^H_k \), and hence there is \( F_{\neg \varepsilon} \in S_k, r^H_k(F_{\neg \varepsilon}) = r^H_k(F_{\neg \varepsilon}) \). Again by induction hypothesis \( F_{\neg \varepsilon} \in G_k, \Rightarrow F_{\neg \varepsilon} \in G_k, \Rightarrow (v \rightarrow \neg \varepsilon) \ast F \in G_k. \)

Altogether \( F \in G_k. \)

We conclude this subsection with alternative characterizations of the hierarchies \( G_k(U,S) \) in terms of \( k \)-reductions.
For $F \in USAT$ we have $h_{\mathcal{U}}(F) \leq k$ if and only if $r_{k}^{H}(F) = \{\bot\}$.

For $F \in SAT$ $k$-reduction alone is not sufficient to determine satisfiability (the strongest possible reduction yields $r_{1}^{H(SAT)}(F) = \top$, $F \in SAT-1$), but we have to alternate it with guessing. More precisely, $h_{\mathcal{U},\mathcal{S}}(F) \leq k$ holds if and only if the following non-deterministic algorithm is successful:

**Algorithm:**

**Input:** $F \in SAT$

**Output:** True if $F$ is satisfiable, False otherwise.

**Algorithm:**

1. **Initialize:** $k := 1$
2. **Iterate:**
   - **WHILE** $k > 0$
     - **REDUCE** $F := r_{k}^{H}(F)$
     - **IF** $F = \top$ **THEN** “success”
     - **ELSE** **GUESS** a variable $v \in \text{var}(F)$ and $\varepsilon \in \{0, 1\}$
       - **SET** $F := \langle v \to \varepsilon \rangle \ast F$ and $k := k - 1$
   - **IF** (finally) $k = 0$, then we have “success” if $F \in \mathcal{S}$

**Lemma 3.16** For $F \in CLS$ and $k \geq 0$ we have

$$F \in G_{k}^{1}(\mathcal{U}, \mathcal{S})$$

iff there is $\varphi \in PASS$ with $n(\varphi) \leq k$ and an ordering

$$\text{var}(\varphi) = \{v_{1}, \ldots, v_{n(\varphi)}\}$$

such that

$$F_{n(\varphi)} \in \mathcal{S}$$

holds, where

$$F_{0} := r_{k}^{H}(F)$$

$$F_{1} := r_{k-1}^{H}(\langle v_{1} \to \varphi(v_{1}) \rangle \ast F_{0})$$

$$F_{2} := r_{k-2}^{H}(\langle v_{2} \to \varphi(v_{1}) \rangle \ast F_{1})$$

$$\vdots$$

$$F_{n(\varphi)} := r_{k-n(\varphi)}^{H}(\langle v_{n(\varphi)} \to \varphi(v_{n(\varphi)}) \rangle \ast F_{n(\varphi)-1})$$

**3.4 How to prove upper and lower bounds on the hardness**

Throughout this article, the following considerations are basic for proving any upper or lower bounds on the hardness $h_{\mathcal{U},\mathcal{S}}(F)$.

**3.4.1 Upper bounds**

Suppose we want to show the upper bound

$$\forall F \in \mathcal{C} : h_{\mathcal{U},\mathcal{S}}(F) \leq u(F)$$

for $\emptyset \neq \mathcal{C} \subseteq CLS$ and $u : \mathcal{C} \to \mathbb{N}_{0}$. For that purpose consider

$$S_{k} := \{ F \in \mathcal{C} : u(F) \leq k \}$$
for \( k \in \mathbb{N}_0 \) and let \( m \) be the minimal \( k \) with \( S_k \neq \emptyset \). Now due to Lemma 3.15 it suffices to show that \( S_m \subseteq G_m(U, S) \) holds, and that for \( k > m \) and \( F \in S_k \setminus S_{k-1} \) with \( \text{var}(F) \neq \emptyset \) for which \( h_{U,S}(F) \leq k \) is not already known there is a variable \( v \in \text{var}(F) \) and \( \varepsilon \in \{0, 1\} \) fulfilling the following two conditions:

- without decreasing the hardness, \( \langle v \rightarrow \varepsilon \rangle * F \) can be transformed into \( F_\varepsilon \) such that \( F_\varepsilon \in S_{k-1} \) mod \( r_k^U \); 

- if \( \langle v \rightarrow \varepsilon \rangle * F \notin \mathcal{SAT} \), then \( \langle v \rightarrow \overline{\varepsilon} \rangle * F \) can be transformed into \( F_\varepsilon \) without decreasing the hardness such that \( F_\varepsilon \in S_k \) mod \( r_k^U \).

To transform a clause-set \( F \) into \( F' \) with \( h_{U,S}(F') \geq h_{U,S}(F) \), besides choosing \( F' = F \) we know the following general means (see Lemma 3.11):

- application of renamings (supposed \( U \) (and \( S \)) are stable under renaming);

- elimination of clauses in case of \( F \in \mathcal{USAT} \) (supposed \( U \) is stable under formation of super-clause-sets).

### 3.4.2 Lower bounds

**Lemma 3.17** Consider a family \( (S_k)_{k \in \mathbb{N}_0} \) of classes \( S_k \subseteq \mathcal{CLS} \) and assume

1. \( S_m \cap G_{m-1}(U, S) = \emptyset \) for some \( m \geq 1 \);

2. for \( k > m \) and any \( F \in S_k \) we have \( F \notin G_0(U, S) \), and furthermore \( F \notin G_{k-1}(U, S) \) holds true, or for all \( v \in \text{var}(F) \) and \( \varepsilon \in \{0, 1\} \) there exist clause-sets \( F_\varepsilon, F_\varepsilon \) fulfilling the following conditions:

\[
 h_{U,S}(F_\varepsilon) \leq h_{U,S}(\langle v \rightarrow \varepsilon \rangle * F), \quad h_{U,S}(F_\varepsilon) \leq h_{U,S}(\langle v \rightarrow \overline{\varepsilon} \rangle * F);
\]

- if \( \langle v \rightarrow \varepsilon \rangle * F \in \mathcal{SAT} \) then \( F_\varepsilon \in S_{k-1} \);

- if \( \langle v \rightarrow \varepsilon \rangle * F \in \mathcal{USAT} \) then \( F_\varepsilon \in S_{k-1} \) or \( F_\varepsilon \in S_k \).

Then for all \( k \geq m \) we have \( S_k \cap G_{k-1}(U, S) = \emptyset \).

**Proof:** Assume that there is \( k > m \) with \( S_k \cap G_{k-1} \neq \emptyset \) and consider the minimal such \( k \). A contradiction to the minimality of \( k \) is immediately obtained from Definition 3.3.

Now suppose we want to show the lower bound

\[
\forall F \in \mathcal{C} : h_{U,S}(F) \geq s(F)
\]

\[\text{[1]}\] it is not required that the transformed clause-set is satisfiability-equivalent to the original clause-set; furthermore, we use "transformed" here only for better intuitive understanding, while in fact apart from the hardness condition there need not to be any relation between \( F \) and \( F' \).
for $\emptyset \neq \mathcal{C} \subseteq \mathcal{CLS}$ and $s : \mathcal{C} \to \mathbb{N}_0$. For that purpose consider

$$S_k := \{ F \in \mathcal{C} : s(F) \geq k \}$$

for $k \in \mathbb{N}_0$ and let $m$ be the minimal $k \geq 1$ with $S_k \neq S_{k-1}$ ($m = 1 + \min s(\mathcal{C})$).

If now conditions 1 (using this $m$) and 2 of Lemma 3.17 are fulfilled, then that lower bound in fact holds true.

To transform a clause-set $F$ into $F'$ with $h_{U,S}(F') \leq h_{U,S}(F)$, besides choosing $F' = F$ the following general means are provided by Lemma 3.11:

- application of renamings (supposed $U$ (and $S$) are stable under renaming);
- addition of clauses in case of $F \in \mathcal{USAT}$ (supposed $U$ is stable under formation of super-clause-sets);
- application of enforced assignments.

### 3.4.3 Some easy applications

The next three lemmas are very easy applications of the methods from Subsections 3.4.1 and 3.4.2, so for the proofs we just state the needed facts on splitting, that is, how the formulas under considerations behave under splitting as in Figure 1.

**Lemma 3.18**  1. For $F \in \mathcal{CLS}$ we have

   (a) $h(F) \leq n(F)$

   (b) $h(F) \leq c(F)$.

2. For $F \in \mathcal{USAT}$ we have

   (a) $h(F) < c(F)$

   (b) $h(F) \geq \min_{C \in F} |C|$.

**Proof:** For Parts 1a, 1b split on any variable: In both branches at least one variable disappears, and in at least one branch at least one clause disappears.

For Part 2a additionally note, that $c(F) \geq 1$ and $c(F) = 1 \iff F = \{ \bot \}$ holds. And for Part 2b observe that by splitting on a variable the minimal clause length can decrease at most by one. □

The upper bound $h(F) \leq n(F)$ is tight on unsatisfiable instances (see the next Lemma 3.19), while $h(F) \leq c(F)$ is tight on satisfiable instances (see Lemma 3.20). Using the parameter $p(F)$ (the maximal input clause length) the first upper bound will be refined on unsatisfiable instances in Lemma 5.5.
Both upper bounds actually hold for hardness w.r.t. the counting hierarchies
\(#G_k(U, S)\) (recall Subsection 3.1.1).

By applying Lemma 3.11 the lower bound can be strengthened somewhat
\((F \in USAT)\):
\[
h(F) \geq \max_{\varphi \in \text{BSAT}} \min_{C \in \varphi \wedge F} |C|.
\]

**Lemma 3.19** For finite \(V \subseteq VA\) let
\[
F_V := \{ C \in \mathcal{CL} : \text{var}(C) = V \} \text{ (in USAT)}.
\]
Then \(h(F_V) = n(F_V) = |V|\).

More generally we consider \(U\) stable under renaming. Then either for all
finite \(V \subseteq VA\) we have \(F_V \in U\) (and thus \(h_U(F_V) = 0\)), or there is \(m \in \mathbb{N}_0\) such
that for all finite \(V \subseteq VA\)
\[
F_V \in U \iff |V| \leq m
\]
holds. Now we have \(h_U(F_V) = \max(0, n(F_V) - m)\).

**Proof:** \(F_\emptyset = \{\bot\}\), and for any \(v \in \text{var}(F_V)\) and \(\varepsilon \in \{0, 1\}\) we have
\[
\langle v \to \varepsilon \rangle * F_V = F_{V \setminus \{v\}}.
\]

**Lemma 3.20** Let \(N_2\) be the class of clause-sets \(F \in \mathcal{CL}\) containing only dis-
joint negative 2-clauses, that is \(|C| = 2, C \subseteq VA\) and \(C \neq C' \Rightarrow C \cap C' = \emptyset\)
holds for all \(C, C' \in F\). (Thus \(N_2 \subseteq SAT \cap 2-CL\cap HO\).)

Then for \(F \in N_2\) we have \(h_{USAT,S_0}(F) = c(F)\).

**Proof:** For \(F \in N_2\) and \(v \in \text{var}(F)\) the following holds:
\[
\begin{align*}
- \langle v \to 0 \rangle * F \in N_2, & \quad c(\langle v \to 0 \rangle * F) = c(F) - 1; \\
- \langle v \to 1 \rangle * F \in SAT, & \quad \text{and for } \{\overline{\pi}, \overline{\pi}'\} \in F \text{ we have } \{\overline{\pi}\} \in \langle v \to 1 \rangle * F \text{ and } \\
& \quad \langle \overline{\pi'} \to 1 \rangle * (\langle v \to 1 \rangle * F) = \langle w \to 0 \rangle * F \in N_2.
\end{align*}
\]

We conclude this subsection by discussing the strictness of the hierarchies
\((G_k(U, S))_{k \in \mathbb{N}_0}\).

**Lemma 3.21** If \(U \neq USAT\) and \(U\) is stable under renaming, then for all \(k \geq 1\)
there is \(F_k \in USAT\) with \(h_U(F_k) = k\).
Proof: Consider $F_1 \in \text{USAT} \setminus \mathcal{U}$ with minimal $n(F)$. For $k \geq 2$ let $\sigma_k$ be a renaming with

$$\text{var}(\sigma_k(F_{k-1})) \cap \text{var}(F_{k-1}) = \emptyset,$$

choose a variable $v_k \notin \text{var}(\sigma_k(F_{k-1})) \cup \text{var}(F_{k-1})$ and define

$$F_k := \{ C \cup \{ v_k \} : C \in F_{k-1} \} \cup \{ C \cup \{ \overline{v_k} \} : C \in \sigma_k(F_{k-1}) \}.$$

Since for any $v \in \text{var}(F_1)$ we have $\langle v \to 0 \rangle * F_1, \langle v \to 1 \rangle * F_1 \in \mathcal{U}$, it follows $h_{\mathcal{U}}(F_1) = 1$. For $k \geq 2$ on the one side we have

$$\langle v_k \to 0 \rangle * F_k = F_{k-1}, \langle v_k \to 1 \rangle * F_k = F_{k-1} \text{ mod renaming},$$

On the other side for any $v \in \text{var}(F_k) \setminus \{ v_k \}$ and $\varepsilon \in \{0, 1\}$, let $\varepsilon' := 1$ in case of $v \in \text{var}(F_{k-1})$ and $\varepsilon' := 0$ otherwise and note

$$\langle v_k \to \varepsilon' \rangle * ((v \to \varepsilon) * F_k) = F_{k-1} \text{ mod renaming}.$$

By Subsections 3.4.1 and 3.4.2 we obtain the assertion. \qed

Without $\mathcal{U}$ being stable under renaming, the hierarchies may collapse, as the following example shows.

Choose $v_0 \in \text{var}(F)$ and let $F_0 := \{ \{ v_0 \}, \{ \overline{v_0} \} \}$. Define

$$\mathcal{U} := \{ F \in \text{USAT} : \not\exists \varphi \in \text{PASS} \left[ \varphi * F = F_0 \right] \}.$$

Obviously $\mathcal{U}$ is stable under partial assignments and contains $\mathcal{U}_0$. Now

$$G_0^0(\mathcal{U}) = \mathcal{U}, \quad G_0^0(\mathcal{U}) = \text{USAT},$$

since for $F \in \text{USAT}$ in case of $v_0 \notin \text{var}(F)$ we have $F \in \mathcal{U}$, and otherwise we have $\langle v_0 \to 0 \rangle * F, \langle v_0 \to 1 \rangle * F \in \mathcal{U}$.

### 3.5 Extracting more information (Stålmarck’s algorithm)

In this final subsection of Section 3 we show how the core concept of Stålmarck’s algorithm (see [81, 43, 78]) can be motivated within our approach as an attempt for more efficient use of the information gained in the search for reductions.

Recall (Subsection 3.3) that for $k \geq 1$ we can apply the reduction

$$F \overset{k, \mathcal{U}}{\longrightarrow} \langle v \to \varepsilon \rangle * F$$

for $F \in \mathcal{CLS}$ and $(v, \varepsilon) \in \text{var}(F) \times \{0, 1\}$ if and only if

$$v_{k-1}^\mathcal{U}(\langle v \to \varepsilon \rangle * F) = \{ \bot \}$$

(1)
holds. The obvious way to search for such a reduction is to run through all possible pairs \((v, \varepsilon)\) (independent of each other) and to try whether condition (1) holds true. Is there is a more efficient way, using for the current pair \((v, \varepsilon)\) some information on previously regarded pairs \((v', \varepsilon')\) ?!

We treat here another path: Given the (unsuccessful) computations on all pairs \((v, \varepsilon)\), is there a chance to get nevertheless something out of it? A first step is to link the branches \((v, 0)\) and \((v, 1)\), as it is (in effect) the case for the Stålmarck algorithm.

Assume

\[ r^M_{k-1}(\langle v \rightarrow \varepsilon \rangle \ast F) = F_{\varepsilon} \neq \bot \]

for \(\varepsilon = 0, 1\). Naturally in the course of computing \(F_{\varepsilon}\) the corresponding enforced assignment \(\varphi_{\varepsilon}\) for \(\langle v \rightarrow \varepsilon \rangle \ast F\) with \(\varphi_{\varepsilon} \ast (\langle v \rightarrow \varepsilon \rangle \ast F) = F_{\varepsilon}\) can be computed without additional effort. Now by the simple fact

If the partial assignments \(\varphi_0, \varphi_1\) are both enforced
for \(\langle v \rightarrow \varepsilon \rangle \ast F\), then \(\varphi_0 \cap \varphi_1\) is enforced for \(F\).

in case of \(\varphi_0 \cap \varphi_1 \neq \emptyset\) in fact we found an additional reduction for \(F\):

\[ F \rightarrow (\varphi_0 \cap \varphi_1) \ast F. \]

To put this into a simpler form, note that for \(\langle w \rightarrow \overline{\delta} \rangle \subseteq \varphi_0 \cap \varphi_1\) we have

\[ \forall \varepsilon \in \{0, 1\} : \langle v \rightarrow \varepsilon \rangle \ast (\langle w \rightarrow \overline{\delta} \rangle \ast F)^{k-1, M} \rightarrow \bot, \]

and thus the following definition adequately expresses the above reduction process (applied recursively).

For \(k = 1\) there is no additional reduction, that is

\[ r^M_0(\langle v \rightarrow \varepsilon \rangle \ast F) \neq \bot \implies r^M_0(\langle v \rightarrow \varepsilon \rangle \ast F) = \langle v \rightarrow \varepsilon \rangle \ast F \]

and thus \(\varphi_{\varepsilon} = \emptyset\). Therefore at level 0 of the new reduction hierarchy we use already \(r^M_1\) instead of \(r^M_0\).

**Definition 3.22** The reduction \(\frac{\varepsilon_{0, M}}{+}\) is the same as \(\frac{1, M}{+}\). Consider \(k \geq 1\).

For \(F \in \mathcal{CLS}\) and \((w, \delta) \in \text{var}(F) \times \{0, 1\}\) we have

\[ F \xrightarrow{\frac{1, M}{+}} \langle w \rightarrow \overline{\delta} \rangle \ast F \]

if there is \(v \in \text{var}(F)\) with

\[ \forall \varepsilon \in \{0, 1\} : \langle v \rightarrow \varepsilon \rangle \ast (\langle w \rightarrow \delta \rangle \ast F)^{k-1, M} \rightarrow \bot, \]

where \("\xrightarrow{\text{refl-trans}}\) denotes the reflexive-transitive closure of \("\xrightarrow{\text{red}}\)".

For \(F \in \mathcal{SAT}\) let \(h^+_{k, M}(F)\) be the minimal \(k \geq 0\) with \(F \xrightarrow{\frac{k, M}{+}} \bot\).
The relations \( \frac{k \cdot \mathcal{U}}{+} \) (again) are all terminating and confluent, and we have
\[
\frac{1}{2}(h_{\mathcal{U}}(F) - 1) \leq h_{\mathcal{U}^+}(F) \leq h_{\mathcal{U}}(F) - 1
\]
for \( F \in \text{USAT} \). The reductions \( \frac{k \cdot \mathcal{U}}{+} \) build the core of Stålmarck’s algorithm (besides other obvious rules to handle general formulas; to handle satisfiability no special means are given).

In [40] an extended version of Stålmarck’s algorithm is presented, using additionally certain resolution-based reductions (see [58] for an in-depth discussion of such reductions).

**Consistent use of all branches**

Consider any \( I \subseteq \text{var}(F) \times \{0, 1\} \) such that for all \( (v, \epsilon) \in I \) enforced assignments \( \varphi_{v, \epsilon} \) for \( (v \rightarrow \epsilon) \ast F \) have been computed (w.l.o.g. \( v \notin \text{var}(\varphi_{v, \epsilon}) \)).

Using the general facts (for \( \varphi, \varphi' \in \mathcal{PASS} \) and \( F \in \mathcal{CLS} \))

- \( \varphi \) is enforced for \( F \) iff for all literals \( x \) with \( \langle x \rightarrow 1 \rangle \subseteq \varphi \) the 1-clause \( \{ x \} \) is implied by \( F \);
- more general, \( \varphi \) is enforced for \( \varphi' \ast F \) if for all \( x \) with \( \langle x \rightarrow 1 \rangle \subseteq \varphi \) one has \( F \models C_{\varphi'} \cup \{ x \} \);

we get
\[
F \models G_I := \{ C_{(v \rightarrow \epsilon)} \cup \{ x \} : (v, \epsilon) \in I \land \langle x \rightarrow 1 \rangle \subseteq \varphi_{v, \epsilon} \}.
\]

Since \( G_I \in 2\cdot\mathcal{CLS} \), we can decide in linear time whether \( G_I \in \text{USAT} \) holds, in which case we infer \( F \in \text{USAT} \). And if
\[
G_I \models \{ x \}
\]
for some literal \( x \), then \( \langle x \rightarrow 1 \rangle \) is enforced for \( F \), and thus we have found a new reduction for \( F \).

**4 Generalized DPL-trees and pebble games**

In this section the concept of *generalized DPL-trees* and its relation to the hierarchies \( (G_k(U, S))_{k \in \mathbb{N}_0} \) is investigated.

DPL-trees are binary trees where every branching is a splitting on a variable as in Figure 1 (page 17). Thus DPL-trees are the search trees for the most basic
SAT algorithms (with leaves labeled by elements of $\mathcal{U}_0$ or $\mathcal{S}_0$). DPL-trees for unsatisfiable clause-sets $F$ immediately correspond to decision trees solving the “search problem” for $F$ as defined in [61][6], and are also known as semantic trees (see [85]).

We consider a generalization, called “$(\mathcal{U}, \mathcal{S})$-DPL-trees,” where leaves can be labeled by elements of $\mathcal{U}$ or $\mathcal{S}$, or can be left open in case there is some leave labeled with an element of $\mathcal{S}$. The immediate correspondence to (generalized) tree-like resolution refutations with “oracles” (in case of “$\mathcal{U}$-DPL-trees”) is studied in Section 7.

Introducing the leveled height $h_{\mathcal{U}, \mathcal{S}}(T)$ of $(\mathcal{U}, \mathcal{S})$-DPL-trees we are able to characterize clause-sets $F$ with hardness $h_{\mathcal{U}, \mathcal{S}}(F) \leq k$ as those clause-sets having a $(\mathcal{U}, \mathcal{S})$-DPL-tree $T$ with $h_{\mathcal{U}, \mathcal{S}}(T) \leq k$.

For closed DPL-trees (no open leaves are allowed — always fulfilled for unsatisfiable clause-sets or for the counting hierarchies) the leveled height $h_{\mathcal{U}, \mathcal{S}}(T)$ is a well studied quantity, equal to the pebbling complexity of $T$ minus 1.

### 4.1 DPL-trees and their leveled height

**Definition 4.1** A **DPL-tree** for $F \in \mathcal{CLS}$ is a binary tree $T$, the nodes labeled with clause-sets by

$$F_T : V(T) \rightarrow \mathcal{CLS},$$

such that $F_T(\text{root}(T)) = F$ holds, and for each inner node $w$ of $T$ with direct successors $w_0, w_1$ there is a literal $x$ with $\text{var}(x) \in \text{var}(F_T(w))$ and

$$F_T(w_\varepsilon) = (x \rightarrow \varepsilon) \ast F_T(w)$$

for both $\varepsilon \in \{0, 1\}$, $\text{var}(x)$ is called the branching variable for $w$.

Now consider $\mathcal{U}, \mathcal{S}$ according to Definition 3.3.

A node $w$ of a DPL-tree $T$ is called a **$\mathcal{U}$-node** if all leaves below $w$ are labeled with elements of $\mathcal{U}$, while $w$ is called a **$\mathcal{S}$-node** if there is a leaf below $w$ labeled by an element of $\mathcal{S}$. If $w$ either is a $\mathcal{U}$- or a $\mathcal{S}$-node, then $w$ is called a $(\mathcal{U}, \mathcal{S})$-node. The same terminology as for nodes is used for the corresponding sub-trees of $T$. (Thus we call a DPL-tree a $(\mathcal{U}, \mathcal{S})$-tree for example, if the root of $T$ is a $(\mathcal{U}, \mathcal{S})$-node.)

Clearly every $F \in \mathcal{CLS}$ has a $(\mathcal{U}, \mathcal{S})$-DPL-tree $T$, and any such tree $T$ for $F$ is a $\mathcal{U}$-tree if $F \in \mathcal{USAT}$ and a $\mathcal{S}$-tree if $F \in \mathcal{SAT}$.

---

6) given any assignment $\varphi$ with $\text{var}(\varphi) = \text{var}(F)$, find a clause $\mathcal{C} \in F$ falsified by $\varphi$
Definition 4.2 The leveled height $h_{\mathcal{U}, \mathcal{S}}(T)$ for a DPL-tree $T$ is defined by induction on the composition of $T$ as follows.

If $T$ is trivial, then $h_{\mathcal{U}, \mathcal{S}}(T) := 0$.

Otherwise let $T$ consist of subtrees $T_1$ and $T_2$:

- if one of $T_1, T_2$ is not a $(\mathcal{U}, \mathcal{S})$-tree, or $h_{\mathcal{U}, \mathcal{S}}(T_1) = h_{\mathcal{U}, \mathcal{S}}(T_2)$, then
  \[ h_{\mathcal{U}, \mathcal{S}}(T) := \max (h_{\mathcal{U}, \mathcal{S}}(T_1), h_{\mathcal{U}, \mathcal{S}}(T_2)) + 1; \]

- otherwise (that is, both $T_1, T_2$ are $(\mathcal{U}, \mathcal{S})$-trees, and $h_{\mathcal{U}, \mathcal{S}}(T_1) \neq h_{\mathcal{U}, \mathcal{S}}(T_2)$)
  \[ h_{\mathcal{U}, \mathcal{S}}(T) := \max (h_{\mathcal{U}, \mathcal{S}}(T_1), h_{\mathcal{U}, \mathcal{S}}(T_2)). \]

Theorem 4.3 The hardness $h_{\mathcal{U}, \mathcal{S}}(F)$ for $F \in \mathcal{CLS}$ is equal to the minimal leveled height $h_{\mathcal{U}, \mathcal{S}}(T)$ of $(\mathcal{U}, \mathcal{S})$-DPL-trees for $F$.

Proof: The proof is an easy application of the considerations in Subsections 3.4.1 and 3.4.2.

Let $\mu_{\mathcal{U}, \mathcal{S}}(F)$ be the minimal leveled height $h_{\mathcal{U}, \mathcal{S}}(T)$ for $(\mathcal{U}, \mathcal{S})$-DPL-trees $T$ for $F$. Obviously we have

\[ h_{\mathcal{U}, \mathcal{S}}(F) = 0 \iff \mu_{\mathcal{U}, \mathcal{S}}(F) = 0. \]

To show $h_{\mathcal{U}, \mathcal{S}}(F) \leq \mu_{\mathcal{U}, \mathcal{S}}(F)$ let

\[ S_k := \{ F \in \mathcal{CLS} : \mu_{\mathcal{U}, \mathcal{S}}(F) \leq k \} \]

for $k \geq 0$. Consider $k \geq 1$ and $F \in S_k$ with $\text{var}(F) \neq \emptyset$. Let $T$ be a $(\mathcal{U}, \mathcal{S})$-DPL-tree for $F$ with $h_{\mathcal{U}, \mathcal{S}}(T) = \mu_{\mathcal{U}, \mathcal{S}}(F)$, and let $v$ be the branching variable at the root of $T$ with associated subtrees $T_0, T_1$.

By definition of $h_{\mathcal{U}, \mathcal{S}}(T)$ there is $\varepsilon \in \{0, 1\}$ such that $T_\varepsilon$ is a $(\mathcal{U}, \mathcal{S})$-tree with

\[ h_{\mathcal{U}, \mathcal{S}}(T_\varepsilon) < h_{\mathcal{U}, \mathcal{S}}(T). \]

Thus $\langle v \rightarrow \varepsilon \rangle * F \in S_{k-1}$.

If $T_\varepsilon$ is a $\mathcal{U}$-tree, then $T_\varepsilon \uparrow$ must be a $(\mathcal{U}, \mathcal{S})$-tree, and we get

\[ \langle v \rightarrow \uparrow \rangle * F \in S_k. \]

For the opposite direction $h_{\mathcal{U}, \mathcal{S}}(F) \geq \mu_{\mathcal{U}, \mathcal{S}}(F)$ define

\[ S_k := \{ F \in \mathcal{CLS} : \mu_{\mathcal{U}, \mathcal{S}}(F) \geq k \} \]

for $k \geq 0$. Consider $F \in S_k$ for $k \geq 1$ and $v \in \text{var}(F), \varepsilon \in \{0, 1\}$.  
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First suppose \( \langle v \to \varepsilon \rangle \ast F \in \mathcal{SAT} \). If now

\[
\langle v \to \varepsilon \rangle \ast F \notin S_{k-1},
\]

then there is a \( \mathcal{S} \)-DPL-tree \( T_\varepsilon \) for \( \langle v \to \varepsilon \rangle \ast F \) with \( h_{\mathcal{U}, \mathcal{S}}(T_\varepsilon) \leq k - 2 \), and thus \( \mu_{\mathcal{U}, \mathcal{S}}(F) \leq k - 1 \) by combining \( T_\varepsilon \) with the trivial labeled \( \langle v \to \varepsilon \rangle \ast F \).

Now assume \( \langle v \to \varepsilon \rangle \ast F \notin \mathcal{SAT} \). If

\[
\langle v \to \varepsilon \rangle \ast F \notin S_{k-1} \text{ and } \langle v \to \varepsilon \rangle \ast F \notin S_k,
\]

then by combining the corresponding \( (\mathcal{U}, \mathcal{S}) \)-DPL-trees we get \( \mu_{\mathcal{U}, \mathcal{S}}(F) \leq k - 1 \) as well. ■

### 4.2 Characterizations of the leveled height for closed trees

**Definition 4.4** A closed \( (\mathcal{U}, \mathcal{S}) \)-DPL-tree for \( F \in \mathcal{CLS} \) is a \( (\mathcal{U}, \mathcal{S}) \)-DPL-tree for \( F \) where all nodes are \( (\mathcal{U}, \mathcal{S}) \)-nodes, that is, where all leaves are labeled with elements from \( \mathcal{U} \cup \mathcal{S} \). Since for closed \( (\mathcal{U}, \mathcal{S}) \)-DPL-trees \( T \) the leveled height \( h_{\mathcal{U}, \mathcal{S}}(T) \) does not depend on the labeling, we use \( h(T) \) instead. We say that \( T \) has level \( k \) if \( h(T) \leq k \). ■

Every \( \mathcal{U} \)-DPL-tree is closed by definition. Thus for unsatisfiable clause-sets considering only closed DPL-trees is no restriction.

Since the counting hierarchy (recall Subsection 3.1.1) does not use “guessing,” also here only closed DPL-trees are relevant. Thus the hardness of \( F \in \mathcal{CLS} \) for the counting hierarchy w.r.t. \( \mathcal{U}, \mathcal{S} \) by virtue of Theorem 4.3 is equal to the minimal level of a closed \( (\mathcal{U}, \mathcal{S}) \)-DPL-tree for \( F \).

In the remainder of this section we give alternative characterizations of the leveled height \( h(T) \) for (arbitrary) binary trees (regarding them as closed). The definition of \( h(T) \) is simplified as follows:

\[
h(T) = 0 \text{ if } T \text{ is trivial, while in case } T \text{ consists of two subtrees } T_1, T_2
\]

\[
h(T) = \begin{cases} 
\max(h(T_1), h(T_2)) & \text{if } h(T_1) \neq h(T_2) \\
\max(h(T_1), h(T_2)) + 1 & \text{if } h(T_1) = h(T_2) 
\end{cases}
\]

(2)

holds. Thus \( T \) is of level \( k \) iff either \( T \) is trivial or one of its two subtrees is of level \( k - 1 \) and the other is of level \( k \).

Trees of level 1 are exactly those trees only allowed for input resolution. In Section 7 we will obtain a very natural form of (generalized) nested input resolution by translating DPL-trees into resolution trees.

Any tree of level \( k \) contains at most \( k \) nested level-1-trees (see Figure 4):

A tree \( T \) is of level \( k \geq 1 \) iff there is a level-1-tree \( T_0 \) such that \( T \) can be obtained from \( T_0 \) by replacing the leaves of \( T_0 \) by suitable trees of level \( k - 1 \).
Figure 4: $k$-level trees: \( \nabla \)'s are \((k-1)\)-level trees

Finally one can characterize trees $T$ of level $k$ as those trees where for all trees $T'$, obtained from $T$ by permuting the order of the subtrees \( \nabla \) at the “backbone” of $T$ (see Figure 4) or at any other level of the recursive composition, and for any node in $T'$ there is a path to some leaf of length at most $k$ in $T'$.

**Historical remarks**

Equation (2) was considered the first time in [68]: There binary trees $T$ coding arithmetic expressions have been considered, and $h(T)$ was used for the “number of accumulators necessary to calculate the expression.”

In [32], and independently in [48], the average leveled height $A_m$ for trees with $m$ internal nodes (that is, with $m + 1$ leaves), where all trees of the same size are considered to be equally likely, has been computed as $A_m \approx \log_2 m$.

[75] gives an alternative definition for the quantity $h(T)$, applicable to trees of arbitrary degree (and also to dag's):

Consider a (rooted) tree $T$, directed from the leaves to the root. Let

$$(v_1, \ldots, v_m)$$

be a topological sorting of the nodes of $T$, that is, for nodes $v_i, v_j$ with $v_i \neq v_j$ such that there is a (directed) path from $v_i$ to $v_j$ we have $i < j$. For $i \leq i \leq m$ let $w_i$ be the number of edges $(v_j, v_k)$ in $T$ with $j < i < k$ (corresponding to auxiliary results which are kept in memory). Now the “width” of $(v_1, \ldots, v_m)$ is the maximal $w_i$ for $1 \leq i \leq m$, and the width of $T$ is the minimal width of a topological sorting of $T$. For binary trees $T$ we have

$$h(T) = \text{width of } T,$$

which can be easily proved by induction on the composition of $T$.
In general the above notion of “width,” applied to dag’s $G$, gives an upper bound on the the pebbling complexity $\text{peb}(G)$ of $G$: $\text{peb}(G) \leq 1 + (\text{width of } G)$. Equality holds if simple pebbling strategies are considered only, where once a pebble has been removed from a node, this node may not be pebbed again.

### 4.3 The pebbling complexity of trees

All the following characterizations of the leveled height are “virtually well-known” (see [72] for an overview on pebbling), but we hope that our compilation is of use nevertheless, due to the somewhat scattered character of this knowledge. The relation to the “space complexity of resolution” (see [30, 83]) will be discussed in 7.2. See Subsection 2.4 for the basic notions.

Let $B_k$ the complete binary tree of height $k \in \mathbb{N}_0$ (thus $\#\text{ivs}(T) = 2^k$). The following lemma states some auxiliary results on binary trees.

**Lemma 4.5**  
1. Consider two binary trees $T, T'$ with $T' \leq T$.

   (a) $h(T') \leq h(T)$.

   (b) $\text{peb}(T') \leq \text{peb}(T)$.

2. $\text{peb}(B_k) = h(B_k) + 1 = k + 1$.

**Proof:** Part 1a is obvious, using for example the characterization of the leveled height according to Figure 4.

For part 1b note that since $T'$ is binary, and contractions and eliminations of edges are permutable, for the process of transforming $T$ into $T'$ (as a minor) we only have to consider contractions of “singular” edges $(u,v)$ where (at the given stage) $u$ is the only predecessor of $v$. Now by an easy induction on the number of elimination steps one proves $\text{peb}(G') \leq \text{peb}(G)$ for any dag’s $G$ and $G'$, where $G'$ is obtained from $G$ by eliminating edges or isolated nodes, or contracting singular edges.

Part 2 follows by an easy induction on the leveled height $k$. ■

**Theorem 4.6** Consider a binary tree $T$.

1. For any $k \in \mathbb{N}_0$ we have:

   (a) $h(T) \leq k \Leftrightarrow B_{k+1} \not\leq T$;

   (b) $h(T) \geq k \Leftrightarrow B_k \leq T$.

2. $h(T) = \text{peb}(T) - 1$. 
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**Proof:** Part 1a, direction “⇒” follows by Lemma 4.5. Part 1b, direction “⇒” follows by induction on the composition of $T$.

If $T$ is trivial, then we have $h(T) = 0$. So let $T$ consist of two subtrees $T_1, T_2$ with $h(T_1) \leq h(T) - 1$ and $h(T_2) \leq h(T)$. In case of $h(T_2) \leq h(T) - 1$ actually we have $h(T_1) = h(T_2) = h(T) - 1$, and thus we can apply the induction hypothesis to both $T_1$ and $T_2$ and get the assertion. Otherwise we have $h(T_2) = h(T)$, and now we can apply the induction hypothesis to $T_2$.

Part 2: Assume $h(T) > \text{peb}(T) - 1$. Thus $B_{\text{peb}(T)}$ is minor of $T$ by part 1b, and furthermore by Lemma 4.5 we have $\text{peb}(T) \geq \text{peb}(B_{\text{peb}(T)}) = \text{peb}(T) + 1$. Thus in fact $h(T) \leq \text{peb}(T) - 1$ must hold.

Finally we prove $h(T) \geq \text{peb}(T) - 1$ by induction on the composition of $T$. If $T$ is trivial, then we have $h(T) = 0$ and $\text{peb}(T) = 1$. So let $T$ consist of two subtrees $T_1, T_2$ with $h(T_1) \leq h(T) - 1$ and $h(T_2) \leq h(T)$. By induction hypothesis we get

$$\text{peb}(T_1) \leq h(T),$$
$$\text{peb}(T_2) \leq h(T) + 1.$$

Now by pebbling first $T_2$ within $T$ using $h(T) + 1$ pebbles at most, keeping one pebble at the root of $T_2$, then pebbling $T_1$ within $T$ using $h(T)$ pebbles at most (altogether at most $h(T) + 1$ pebbles are needed), and finally pebbling the root of $T$ we obtain $\text{peb}(T) \leq h(T) + 1$. ■

Immediately from part 1b of Theorem 4.6 we get the following lower bound on the number of leaves $\#\text{lvs}(T)$ for a binary tree $T$. The first appearance of this bound in the literature I’m aware of one finds in [32]. To point out the simplicity of the proof (which is underlying the lower bound for tree-like resolution in [21]) we give here additionally a direct proof.

**Corollary 4.7** For any binary tree $T$ we have $h(T) \leq \log_2 \#\text{lvs}(T)$, that is $\#\text{lvs}(T) \geq 2^{h(T)}$.

**Proof:** Induction on $\#\text{lvs}(T)$

In case of $\#\text{lvs}(T) = 1$ we have $h(T) = 0$. So let’s assume that $T$ consists of two subtrees $T_1, T_2$, W.l.o.g.: $\#\text{lvs}(T_1) \leq \#\text{lvs}(T_2)$. Now induction hypothesis applied to $T_1$ and $T_2$ yields

$$h(T_1) \leq \log_2 \#\text{lvs}(T_1) \leq \log_2 \#\text{lvs}(T) - 1,$$
$$h(T_2) \leq \log_2 \#\text{lvs}(T_2) \leq \log_2 \#\text{lvs}(T)$$

and hence, by the definition of leveled height, we have $h(T) \leq \log_2 \#\text{lvs}(T)$. ■
5 Upper bounds

For the following classes of clause-sets we give upper bounds on the hardness in this section:

1. General upper bounds for uniquely satisfiable clause-sets as well as for clause-sets with very many satisfying assignments, and also for unsatisfiable \( p\)-\( CLS \) are given in Subsection 5.1.

2. \( 2\text{-}\mathcal{CLS} \cap \mathcal{USAT} \) and large random \( p\)-\( CLS \) one finds in Subsection 5.2.

3. In Subsection 5.3 two different forms of generalizations of Horn formulas, the hierarchy of generalized Horn formulas and \( q\)-Horn formulas are considered (first only w.r.t. unsatisfiability).

4. Finally, for the handling of satisfiable instances, in Subsection 5.4 the oracle \( \mathcal{S}_1 = \mathcal{LSAT} \) of linearly satisfiable clause-sets in proposed. In this way also satisfiable \( q\)-Horn formulas (and hence 2-clause-sets and (generalized) Horn formulas) can be captured.

5.1 General upper bounds

In this subsection we derive some general upper bounds on the hardness \( h(F) \) from known upper bounds on SAT decision. The focus is to point out the principal relations, while the numerical values likely are not of practical interest.

For satisfiable clause-sets, according to Lemma 3.16 the following cases are the extreme cases for \( F \in G^1_k(\mathcal{U}, \mathcal{S}) \):

(i) \( r^1_k(F) \in \mathcal{S} \) ("no guessing")

(ii) \( \exists \varphi \in \mathcal{PASS} : n(\varphi) \leq k \land \varphi \ast F \in \mathcal{S} \) ("pure guessing").

For the basic choices \( \mathcal{U} = \mathcal{U}_0, \mathcal{S} = \mathcal{S}_0 \) this means

(i) all \( F \in \mathcal{SAT}\text{-}1 \) fulfilling \( r_k(F) = \top \) are contained in \( G^1_k(\mathcal{U}_0, \mathcal{S}_0) \);

(ii) all \( F \in \mathcal{SAT} \) are in \( G^1_k(\mathcal{U}_0, \mathcal{S}_0) \) which have \( \varphi \in \text{mod}_p(F) \) with \( n(\varphi) \leq k \).

From the “satisfiability coding lemma” ([71]) we get (first) information about the level where \( F \in \mathcal{SAT}\text{-}1 \) will be detected (eventually):

**Lemma 5.1** For \( F \in \mathcal{SAT}\text{-}1, \ F \neq \top \) there is \( \varphi \in \mathcal{PASS} \) with

\[
    n(\varphi) \leq \left( 1 - \frac{1}{p(F)} \right) \cdot n(F) \quad \text{and} \quad r_1(\varphi \ast F) = \top,
\]
and thus
\[ h(F) \leq (1 - \frac{1}{p(F)}) \cdot n(F) + 1. \]

Any \( F \) belonging to case (ii) has very many satisfying assignments, namely
\[ |\text{mod}_i(F)| \geq 2^{n(F)} - k. \]

Now, as shown by Edward Hirsch ([45]), also the converse is true if we restrict ourselves to \( pCLS \), that is, there is an upper bound on the hardness \( h(F) \) depending only on the maximal clause-length \( p(F) \) and the proportion \( \delta \) of satisfying assignments. We make use of the following constants.

**Definition 5.2** Consider \( p \in \mathbb{N}_0 \). For \( p < 1 \) let \( \tau_p := 1 \), and for \( p \geq 2 \) let \( \tau_p \) be the unique positive solution of \( \sum_{i=1}^{p} x^{-i} = 1 \). Furthermore \( \alpha_p := \log_2 \tau_p \).

For example \( \alpha_2 = 0, \alpha_3 = 0.694.., \alpha_4 = 0.879.., \) and \( \alpha_p \to 1 \) for \( p \to \infty \).

**Lemma 5.3** Define \( k(p, \delta) := \frac{1 - \log_2 \delta}{\alpha_p} + p - 1 \) for \( 0 < \delta \leq 1 \) and \( p \geq 2 \).

Consider \( F \in SAT \) with \( p(F) \geq 2 \). Let \( \delta(F) := \frac{|\text{mod}_i(F)|}{2^{n(F)}} \). Now there is \( \varphi \in \text{mod}_p(F) \) with \( n(\varphi) \leq k(p(F), \delta(F)) \), and thus
\[ h(F) \leq k(p(F), \delta(F)). \]

From the well known upper bound on \( pCLS \) decision, obtained independently in [67] and [62], we now immediately obtain a general upper bound on \( h(F) \) for unsatisfiable \( F \in USAT \).

To capture the use of 1-clause-elimination in the algorithms from [67, 62], we call a binary tree \( T \) a \( k-U \)-tree for \( F \) if \( T \) can be obtained from an \( U \)-DPL-tree \( T_0 \) for \( F \) by applications of the following transitions:

- replacing node labels \( G \) by \( G' \) with \( G \xrightarrow{k,U} G' \);
- cutting off subtrees when their root labels become an element of \( U \).

The subsequent lemma follows obviously from Theorem 4.3 and Corollary 4.7.

**Lemma 5.4** For any \( F \in USAT \) and any \( k-U \)-DPL tree \( T \) for \( F \) we have
\[ h_U(F) \leq h(T) + k \leq \log_2 \#\text{lvs}(T) + k. \]

Using the clarified upper bound methods presented in [55, 58, 53], from [67, 62] on gets in fact the existence of a \( 1-U_0 \)-DPL-tree \( T \) for \( F \in CLS \) with
\[ \#\text{lvs}(T) \leq \frac{2}{\tau_p(F)-1} \cdot \tau_p(F). \]
Lemma 5.5 For $F \in \mathbf{USAT}$ we have $h(F) \leq 2 + \alpha_p(r) \cdot (n(F) - 1)$.  

For $F \in 2\text{-CLS \cap USAT}$ we get $h(F) \leq 2$. A direct proof for this one finds in Lemma 5.6.

Whether the improved 3-SAT algorithms in [76, 92, 53, 55] can be simulated by tree-like resolution (and thus also yield upper bounds on the hardness) is not known yet.

5.2 2-CNF and large random $k$-CNF

Lemma 5.6 For $F \in 2\text{-CLS \cap USAT}$ we have $h(F) \leq 2$. More precisely, in case of $F \neq \perp$ there is $v \in \text{var}(F)$ with $r_1((v \rightarrow \varepsilon) \ast F) = \{\perp\}$ for $\varepsilon \in \{0, 1\}$.

Proof: If for $\varphi \in \mathcal{PASS}$ and $F \in 2\text{-CLS}$ we have $\varphi \ast F \in \text{CLS}^+$, then $\varphi$ is an autarky for $F$. Thus for any variable $v \in \text{var}(F)$ either there is $\varepsilon \in \{0, 1\}$ with $r_1((v \rightarrow \varepsilon) \ast F) \subseteq F$ and hence we found a reduction $F_{\text{BS}} \equiv r_1((v \rightarrow \varepsilon) \ast F)$, or $v$ is as required (which eventually must be the case).  

Now let’s have a look at random $p$-CLS. For $n, c \geq 0$ let

$$p\text{-CLS}(n, c) := \{ F \in \text{CLS} : n(F) = n \land c(F) = c \land \forall C \in F [\lvert C \rvert = p] \}$$

and consider the uniform distribution (all members of $p$-CLS$(n, c)$ are equally likely). From Theorem 2 in [3] it follows that for $n \rightarrow \infty$ and arbitrary $c \geq 8n^2$ for any $F \in 3\text{-CLS}(n, c)$ and any variable $v \in \text{var}(F)$ the (random) clause-sets

$$F_\varepsilon := ((v \rightarrow \varepsilon) \ast F) \cap 2\text{-CLS}$$

fulfill $c(F_\varepsilon) \geq 2n(F_\varepsilon)$ and (thus) are unsatisfiable for both $\varepsilon \in \{0, 1\}$ with probability tending to 1. We conclude $h(F) \leq 3$, and by Lemma 3.18 in fact $h(F) = 3$. More generally (without going into details), it is not hard to generalize this result to the following lemma.

Lemma 5.7 For all $p \geq 3$ there are constants $K_p > 0$ such that for all $\varepsilon > 0$ there is $n_0$ such that for all $n \geq n_0$ and all $K_p \cdot n^{p-1} \leq c \leq 2^p \cdot \binom{n}{p}$ with probability greater than $1 - \varepsilon$ any $F \in p\text{-CLS}(n, c)$ is unsatisfiable and fulfills $h(F) = p$.  

5.3 Generalizations of Horn formulas

We recall the result of [44], that Unit-clause propagation finds a contradiction for $F$ iff $F$ contains an unsatisfiable renamable Horn formula:

Lemma 5.8 For $F \in \mathbf{USAT}$ we have $h(F) \leq 1$ iff there is $F' \subseteq F$ with $F' \in \mathcal{RH} \cap \mathbf{USAT}$.  
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[36] introduced a hierarchy of generalized Horn clause-sets, which, following the notation in [14], is given as follows:

**Definition 5.9** \( H_1 := \mathcal{HO} \) is the set of all Horn clause-sets. For \( k > 1 \) we have \( F \in H_k \) if and only if there is an ordering \( F = \{ C_1, \ldots, C_m \} \)
of the clauses, and there are sets

\[
\emptyset \subseteq V_1 \subseteq \cdots \subseteq V_m \subseteq \mathcal{V} \mathcal{A}
\]
of variables, such that

\[
\{ C_i \setminus V_i : 1 \leq i \leq m \} \in H_{k-1}
\]
holds. □

**Lemma 5.10** Consider \( F \in H_k \setminus H_{k-1} \) for \( k > 1 \) and \( n(F) \neq 0 \) together with variable sets \( V_i \) according to Definition 5.9. Choosing \( v \in V_i \) for the minimal index \( i \) with \( V_i \neq \emptyset \) we have

\[
\langle v \rightarrow 1 \rangle \ast F \in H_{k-1} \quad \text{and} \quad \langle v \rightarrow 0 \rangle \ast F \in H_k.
\]

By Lemmas 3.5 and 5.8 it follows that for all \( k \geq 1 \) and \( F \in H_k \cap \mathcal{USAT} \) we have \( h(F) \leq k \).

If \( \mathcal{HO}^+ \subseteq \mathcal{S} \), then \( \mathcal{HO} \subseteq G_1(\mathcal{U}_0, \mathcal{S}) \) and thus Lemma 3.5 yields that now for all \( F \in H_k \) we have \( h_{\mathcal{U}_0, \mathcal{S}}(F) \leq k \).

(Actually then \( H_k \subseteq \#G_k(\mathcal{U}_0, \mathcal{S}) \) holds.) □

Some remarks:

1. Trivially we get \( \mathcal{HO}^+ \subseteq \mathcal{S} \) by choosing for \( \mathcal{S} \) the set of clause-sets \( F \) satisfiable by \( \langle v \rightarrow 0 : v \in \mathcal{V} \mathcal{A} \rangle \). However in this way we do not get stability under renaming of the classes \( G_k(\mathcal{U}_0, \mathcal{S}) \).

2. Choosing \( \mathcal{S} = \mathcal{ROH} \cap \mathcal{SAT} \) as (essentially) in [73] ensures stability under renaming. However, to us the larger class \( \mathcal{LSAT} \) introduced in the next subsection seems to be a more natural choice, since \( \mathcal{LSAT} \) does not depend on accidental syntactical properties.

---

\( \dagger \) [14] also extended the levels of the hierarchy in the natural way to cover \( \mathcal{LS} \) completely while [30] considered only satisfiable clause-sets.
3. In order to cover fast 2-SAT decision, [24] uses reduction by autarkies if one is encountered to build up a generalization of the hierarchy $(H_k)$.\footnote{However going back to [31], where fast 2-SAT decision by the autarky argument is presented, not referring to [67] (their algorithm in fact has exponential running time on $2$-\textsc{cls} as shown in [59]).}

We did not use this sort of “intermediate autarky testing” here because of the lack of canonicity (at this time).

In [11] the class of “q-Horn formulas” has been introduce, further explored in [12, 13, 33, 34, 87].

**Definition 5.11** The class $\mathcal{QHO}(C_0)$ of “q-Horn clause-sets w.r.t. pattern $C_0$” for a clause $C_0$ is the class of all clause-sets $F \in \mathcal{CLS}$, such that for each clause $C \in F$ either $|C \setminus C_0| \leq 1$ holds, or $|C \setminus C_0| = 2$ is the case, and then $C \cap \overline{C_0} = \emptyset$ must hold.

The class of q-Horn clause-sets is defined as

$$\mathcal{QHO} := \bigcup_{C_0 \in \mathcal{CLS}} \mathcal{QHO}(C_0).$$

Immediately

$$\mathcal{QHO}(\bot) = 2\mathcal{CLS}$$

follows, and for a Horn clause-sets we have

$$F \in \mathcal{HO} \Rightarrow F \in \mathcal{QHO}(\overline{\text{var}(F)}).$$

Since $\mathcal{QHO}$ is stable under renaming, also $\mathcal{RHO} \subset \mathcal{QHO}$ holds. As shown in [11, 12], recognition of $\mathcal{QHO}$ as well as SAT decision can be done in linear time.

From the results of [87] it follows, that for $F \in \mathcal{QHO}$ in case of $F \in \text{SAT}$ we have $h_{t_{\mathcal{H}}} s_1(F) \leq 1$, where $s_1$ is the class of “linearly satisfiable clause-sets” introduced in the next subsection, and in case of $F \in \text{USAT}$ one gets $h(F) \leq 2$. We give an alternative proof of these facts, based on the above characterization of $\mathcal{QHO}$, while [87] uses the “complexity index” from [12].

**Lemma 5.12**

1. $\mathcal{QHO}$ is stable under partial assignments.

2. $F \in \mathcal{QHO}(C_0)^+ \Rightarrow \overline{\varphi_{\overline{C}_0}}$ is an autarky for $F$ with $\overline{\varphi_{\overline{C}_0}} \ast F \in 2\text{-CLS}$.

3. $F \in \mathcal{QHO} \cap \text{USAT} \Rightarrow h(F) \leq 2$.

4. Consider $S$ containing all $F \in \text{SAT}$ with the property, that there is a satisfying assignment $\varphi \in \text{mod}_p(F)$ such that for all clauses $C \in F$ there is at most one literal $x \in C$ with $\varphi(x) = 0$.

Then $\mathcal{QHO}^+ \cap \text{SAT} \subseteq S$ and thus $h_{t_{\mathcal{H}}} s(F) \leq 1$ for $F \in \mathcal{QHO} \cap \text{SAT}$.\footnotemark

\footnotetext{However going back to [31], where fast 2-SAT decision by the autarky argument is presented, not referring to [67] (their algorithm in fact has exponential running time on 2-\textsc{cls} as shown in [59]).}
**Proof:** Parts 1 and 2 follow immediately from the definitions.

Part 3: By part 1 we have \( r_1(F) \in \mathcal{QHO} \). By part 2 there is \( F' \subseteq r_1(F) \) with \( F' \in 2\text{-CLS} \cap \text{USAT} \). Lemma 5.6 gives \( h(F') \leq 2 \), and thus we conclude \( h(r_1(F)) \leq h(F') \leq 2 \Rightarrow h(F) \leq 2 \).

Part 4: Note that the autarky \( \varphi_{\pi} \) from part 2 has the property that in each affected clause there is at most one falsified literal, and that the same property also holds for any autarky of a 2-clause-set. 

In the subsequent subsection we introduce a polynomially decidable class of satisfiable clause-sets fulfilling the condition from Part 4 of Lemma 5.12.

### 5.4 Linearly satisfiable clause-sets for enhanced satisfiability detection

Lemma 3.20 shows drastically the weakness of algorithm \( D^* \) for satisfiability detection if using \( \mathcal{S} = \mathcal{S}_0 \). So it seems to me, while the choice of \( \mathcal{U}_0 \) is a very natural candidate for the basic unsatisfiable cases, for satisfiability additional algorithmic resources are necessary.

Motivated by the following “duality result” in [57] (in its turn motivated by [37]), I propose the use of autarkies as the fundamental mechanism for completing the above approach:

For each clause-set \( F \) and each clause \( C \in F \) either there is a resolution refutation of \( F \) using \( C \) or there is an autarky \( \varphi \) satisfying \( C \) (but not both).

Now as an interesting (polynomial time) oracle \( \mathcal{S}_1 \) for satisfiability detection at level 0 we regard

\[
\mathcal{S}_1 := \text{LSAT}.
\]

**Definition 5.13** [57] A partial assignment \( \varphi \) is called a linear autarky for \( F \in \text{CLS} \) if there is a “weight function”

\[
w : \forall A \rightarrow \mathbb{Q}_{\geq 0}
\]

such that for all \( C \in F \) we have

\[
\sum_{x \in C, \varphi(x) = 1} w(\text{var}(x)) \geq \sum_{x \in C, \varphi(x) = 0} w(\text{var}(x)).
\]

The set \( \text{LSAT} \) of linearly satisfiable clause-sets is the set of all clause-sets satisfiable by a linear autarky.
Note that a linear autarky in fact is an autarky. In [57] it is shown that
reduction of $F \in \text{CLS}$ by linear autarkies can be performed in polynomial time
and results in an unique linear-autarky-free sub-clause-set $F_{\text{ln}} \subseteq F$. We have
$F \in \text{LSAT}$ iff $F_{\text{ln}} = \top$, and thus $\text{LSAT}$ is polynomially decidable.

It is obvious from the definition of $\text{LSAT}$ that

- $\text{LSAT}$ is stable under enforced assignments as well as under renamings,
  and allows substitution;

- $\text{LSAT}$ contains all satisfiable clause-sets having a satisfying (partial) as-
  signment falsifying at most one literal per clause, and thus by Lemma 5.12
  we have $\text{QHO}^+ \cap \text{SAT} \subseteq \text{LSAT}$ (and also $2\text{-CLS} \cap \text{SAT} \subseteq \text{LSAT}$).

Furthermore it is shown in [57] that all “matched clause-sets” introduced in
[34] are contained in $\text{LSAT}$. Lemmata 5.10 and 5.12 immediately yield the
following assertions (using also Lemma 3.6, part 2).

**Lemma 5.14**

1. $G_k(U_0, S_1)$ is stable under renaming for all $k \geq 0$.

2. $F \in H_k$ for $k \geq 1$ \Rightarrow $h_{U_0, S_1}(F) \leq k$.

3. $F \in \text{QHO} \cap \text{SAT}$ \Rightarrow $h_{U_0, S_1}(F) \leq 1$. \hfill \Box

The problem whether for $F \in \text{CLS}$ there is a renaming $\sigma$ with $\sigma(F) \in H_k$
has been shown NP-complete in [29] for $k \geq 2$ (while for $k = 1$ the problem is
poly-time ([2])). In contrast, the classes $G_k(U_0, S_1)$ are stable under renaming,
and thus contain all $\sigma(F)$ for any $F \in H_k$ and any renaming $\sigma$. So it seems
to me that the classes $H_k$ simply are too small, due to the focus on (simple)
syntactic structures defining these classes.

6 Lower bounds

Using the (easy) general lower bound method from Subsection 3.4.2, we obtain
lower bounds on the hardness $h(F)$ for the *pigeonhole formulas* (here actually
we can determine the hardness exactly) and the “pebbling formulas” in this
section.\footnote{It seems to me also worthwhile to give a nice lower bound on the hardness for Tseitin’s
graph formulas ([84]): To describe the effect of splitting here is (again) easy. See [65] for a
treatment of tree-like resolution.} The relation to the complexity of resolution will be discussed in some
depth in Section 9.
6.1 The (weak) pigeonhole formulas

The determination of hardness for the pigeonhole formulas (recall the definition in Subsection 2.3) is fairly easy, due to their simple recursive structure:

Lemma 6.1 Consider \( m > k \geq 1 \) and a variable \( v \in \text{var}(\text{PHP}_k^m) \).

1. There are partial assignments \( \varphi_0, \varphi_1 \in \mathcal{PASs} \) such that for \( \varepsilon \in \{0, 1\} \) we have
   \[ \varphi_\varepsilon \ast ((v \rightarrow \varepsilon) \ast \text{PHP}_k^m) = \text{PHP}_{k-1}^{m-1} \mod \text{renaming}. \]

2. \( \varphi_1 \) can be chosen as \( \varphi_1 = \varphi_1^1 \cup \varphi_1^2 \) where \( \varphi_1^1 \) corresponds to 1-clause-eliminations (and thus gives a \( \frac{1, \text{UN}}{\text{DUE}} \)-reduction) and \( \varphi_1^2 \) corresponds to eliminations of pure literals (and thus is an autarky).

Proof: For \( \varepsilon = 1 \) the variables in the same column as \( v \) are eliminated by 1-clause-eliminations, while for \( \varepsilon = 0 \) the variables \( v' \) in the same row as \( v \) the literals \( \overline{v'} \) become pure.

For \( \varepsilon = 0 \) note that the case \( k = 1 \) is trivial, while for \( k \geq 2 \) just choose a variable \( v' \) in the same row as \( v \) and apply the case \( \varepsilon = 1 \) to \( \overline{v'} \).

Lemma 6.2 For all \( m > k \geq 0 \) we have \( h(\text{PHP}_k^m) = k \).

Proof: The lower bound \( h(\text{PHP}_k^m) \geq k \) follows immediately from Lemma 6.1, part 1 and Lemma 3.17.

For the upper bound \( h(\text{PHP}_k^m) \leq k \) consider the classes

\[ S_k := \{ \varphi \ast \text{PHP}_k^m : m > k \geq 0 \land \varphi \in \mathcal{PASs} \} \]

and recall the discussion from Subsection 3.4.1. For \( F \in S_k \) and \( v \in \text{var}(F) \) by definition of \( S_k \) we have \( (v \rightarrow 0) \ast F \in S_k \). So it remains to consider \( (v \rightarrow 1) \ast F \).

Assume \( F = \varphi \ast \text{PHP}_k^m \) and \( v \in \text{var}(F) \subseteq \text{var}(\text{PHP}_k^m) \) and let \( \varphi_1 \) be as in part 2 of Lemma 6.1.

If \( \varphi \) and \( \varphi_1 \) are incompatible, then \( \bot \in (v \rightarrow 1) \ast F \). Otherwise one can cancel those (left) clauses in \( (v \rightarrow 1) \ast F \) which would be canceled in \( \text{PHP}_k^m \) by \( \varphi_1^2 \) and obtain \( F' \subseteq (v \rightarrow 1) \ast F \) with

\[ F' \xrightarrow{1, \text{DUE}_k} \varphi \ast (\varphi_1 \ast ((v \rightarrow 1) \ast \text{PHP}_k^m)) = \varphi \ast \text{PHP}_{k-1}^{m-1} \mod \text{renaming}. \]

Hence \( (v \rightarrow 1) \ast F \) can be transformed by renaming and elimination of clauses into an element of \( S_{k-1} \mod r_1 \). □
6.2 The pebbling formulas

In [5] the following class of formulas, called “pebbling formulas” here, has been introduced, generalizing a construction of [8], and in fact adapting a construction from [50] (Theorem 3.1.13). The reader might recall Subsection 2.4.

**Definition 6.3** Consider a dag $G$ with unique output $o(G) \in V(G)$. Assume for each node $w \in V(G)$ distinct variables $w_0, w_1 \in \mathcal{V}_A$:

$$
PF(G) := \{ o(G)_0 \rightarrow 0, o(G)_1 \rightarrow 0 \} \star \left\{ \{ \overline{v} \} \in 2^{d_p(w)} \cup \{ w_0, w_1 \} : w \in V(G) \land \varepsilon \in \{0, 1\}^{d_p(w)} \right\}. 
$$

The following properties of $PF(G)$ are obvious from the definition (using $d(G)$ for the maximal in-degree of $G$):

- $PF(G) \in USAT$ (due to the assignment $(o(G)_0 \rightarrow 0, o(G)_1 \rightarrow 0)$),
- $n(PF(G)) = 2 |V(G)| - 2$,
- $c(PF(G)) \leq |V(G)| \cdot 2^{d(G)}$,
- $p(PF(G)) \leq d(G) + 2$.

To describe the effect of splitting on a variable for $PF(G)$ we need the following definition.

**Definition 6.4** For $W \subseteq V(G)$ let $b(W)$ be the set of nodes $v \in V(G)$ “below $W$”, that is, for which there is a (directed) path (possibly trivial) from $v$ to some member of $W$.

For $w \in V(G)$, $w \neq o(G)$ let

- $G_{w \rightarrow 0}$ be the subgraph of $G$ induced by $b(\{w\})$;
- $G_{w \rightarrow 1}$ be the subgraph of $G$ induced by $b(V(G) \setminus b(\{w\})) \setminus \{w\}$.

**Lemma 6.5** Consider $w \in V(G)$, $w \neq o(G)$ and $\varepsilon \in \{0, 1\}$.

1. There is $\varphi \in \mathcal{PASS}$ with

$$
\varphi \star (\{w \rightarrow 1\} \ast PF(G)) = PF(G_{w \rightarrow 1}).
$$

2. There are $\varphi, \varphi' \in \mathcal{PASS}$ with

$$
\varphi \star (\{w \rightarrow 0\} \ast PF(G)) = PF(G_{w \rightarrow 0}),
$$

$$
\varphi' \star (\{w \rightarrow 0\} \ast PF(G)) = PF(G_{w \rightarrow 1}).
$$
Proof: For Part 1 we can choose \( \varphi \) in an obvious way as an autarky for \( \langle w \rightarrow 1 \rangle \bullet PF(G) \) (with \( \langle w \rightarrow 0 \rangle \subseteq \varphi \)), and for Part 2 we can choose \( \varphi \) as an autarky for \( \langle w \rightarrow 0 \rangle \bullet PF(G) \) (with \( \langle w \rightarrow 0 \rangle \subseteq \varphi \)), while for \( \varphi' \) we use part 1 with \( \langle w \rightarrow 1 \rangle \). \( \blacksquare \)

To ensure that pebblings of \( G_{w \rightarrow 0} \) and \( G_{w \rightarrow 1} \) can be combined to a pebbling of \( G \) we need the following (obvious) auxiliary lemma.

**Lemma 6.6** Consider \( w \in V(G) \), \( w \neq o(G) \) and \( \varepsilon \in \{0, 1\} \).

1. For \( v \in V(G_{w \rightarrow \varepsilon}) \) all direct predecessors of \( v \) in \( G \) are also contained in \( G_{w \rightarrow \varepsilon} \) with the only exception that for \( \varepsilon = 1 \) and \( v \in ds_{G}(w) \) the direct predecessor \( w \) of \( v \) is missing in \( G_{w \rightarrow 1} \).

2. \( V(G_{w \rightarrow 0}) \cup V(G_{w \rightarrow 1}) = V(G) \). \( \blacksquare \)

**Lemma 6.7** \( h(PF(G)) \geq \text{peb}(G) \).

**Proof:** Consider \( w \in V(G) \), \( w \neq o(G) \). By Lemma 3.1 and Lemma 6.5 we have to show

\[
\text{peb}(G_{w \rightarrow 1}) \geq \text{peb}(G) - 1 \quad \text{or} \quad \text{peb}(G_{w \rightarrow 0}) \geq \text{peb}(G).
\]

So assume \( \text{peb}(G_{w \rightarrow 1}) \leq \text{peb}(G) - 2 \) and \( \text{peb}(G_{w \rightarrow 0}) \leq \text{peb}(G) - 1 \). Consider the following pebbling of \( G \) (possible due to Lemma 6.6) which uses at most \( \text{peb}(G) - 1 \) pebbles and thus yields a contradiction:

First pebble the nodes \( V(G_{w \rightarrow 0}) \) by an optimal pebbling for \( G_{w \rightarrow 0} \) using at most \( \text{peb}(G) - 1 \) pebbles, and keep one pebble on \( w \) (but delete the rest). Now pebble the nodes \( V(G_{w \rightarrow 1}) \) using at most \( \text{peb}(G) - 2 + 1 \) pebbles by an optimal pebbling for \( G_{w \rightarrow 1} \). \( \blacksquare \)

### 7 Tree-like resolution with oracles

The close relation between the hierarchies \((G_{k}(U))_{k \in \mathbb{N}_0}\) of unsatisfiable clause-sets and tree-like resolution is the subject of this section. Leveled (and generalized) resolution calculi \( \vdash \) are introduced allowing exactly falsification of the formulas in \( G_{k}(U) \). The (minimal) level \( k = h_{U}(F) \) yields “quasi-tight” bounds on the size of tree-like resolution proofs.

1. In Subsection 7.1 the hierarchies \( \vdash \) of \( k \)-times nested input resolution, using \( U \) for the axioms, are introduced and their basic properties are given. Ignoring the levels, \( \vdash \) is just tree-like resolution using oracle \( U \).
2. In 7.2 the correspondence between \( \vdash \)-proofs and \( \mathcal{U} \)-DPL-trees as well as the equivalence

\[
F \vdash \bot \iff h_{\mathcal{U}}(F) \leq k
\]

are shown. The different characterizations of the hardness \( h_{\mathcal{U}}(F) \) obtained in this paper are discussed.

3. In 7.3 the “quasi-tight” bounds

\[
2^{h_{\mathcal{U}}(F)} \leq \text{Comp}_{\mathcal{U}}(F) \leq 2^{\log_2(n(F)+1)} h_{\mathcal{U}}(F)
\]

are derived, where \( \text{Comp}_{\mathcal{U}}(F) \) is the minimal size of a tree-like resolution refutation using oracle \( \mathcal{U} \).

4. Finally one finds in Subsection 7.4 the “quasi-automatization” of the calculi \( \vdash \) (measuring the tree-complexity) by algorithm \( D^* \) from Subsection 3.2. (In this sense the hierarchies \( (G^l_k(\mathcal{U}))_{k \in \mathbb{N}_0} \) contain all clause-sets refutable by “short” tree-like resolution proofs (and for \( \mathcal{U} = \mathcal{U}_0 \) exactly those are included).)

### 7.1 Nested input resolution with oracles

**Definition 7.1** For \( F \in \mathcal{CLS} \) and a clause \( C \):

\[
F \vdash^{\mathcal{U}_{\mathcal{U}_0}} C \iff \varphi_C \ast F \in \mathcal{U}.
\]

Generally we have \( F \vdash^{\mathcal{U}_{\mathcal{U}_0}} C \) for \( k \in \mathbb{N}_0 \) if there is a resolution tree \( T \) with

\[
T : F \vdash^{\mathcal{U}_{\mathcal{U}_0}} C,
\]

which in turn is fulfilled if \( h(T) \leq k \) holds (recall equation 2 in Subsection 4.2) and there is a clause-set \( F_0 \in \mathcal{CLS} \) with \( T : F_0 \vdash C \) such that for all \( C \in F_0 \) we have \( F \vdash^{\mathcal{U}_{\mathcal{U}_0}}C \). We use \( \vdash \) instead of \( \vdash^* \) in case the parameter \( k \) does not matter.

Finally for \( F \in \mathcal{USAT} \):

\[
\text{Comp}_{\mathcal{U}\mathcal{U}_0}(F) := \min \{ \#\text{vs}(T) \mid T : F \vdash^* \mathcal{U} \}
\]

In order to understand the transformations used in the subsequent subsection in detail, the following three easy auxiliary lemmata are needed.

The first lemma states that shortening the axioms or applying a partial assignment to the set of axioms as well as “undoing” such an assignment can only simplify resolution proofs. (With a little bit more care one shows that this holds not only for the “exterior” structure of resolution proofs as trees, but also with respect to the labeling by clauses, that is, the number of different clauses can also be preserved.)
Lemma 7.2 For any clause-sets $F, F' \in \mathcal{CLS}$, clauses $C$, resolution trees $T$ and partial assignments $\varphi \in \mathcal{PAS}$ we have

1. If $T : F \vdash C$, and for each $C' \in F$ there is $C' \in F'$ with $C' \subseteq C$, then there is $T' \leq T$ with $T' : F' \vdash C' \subseteq C$.

2. If $T : F \vdash C$ and $\varphi \ast \{C\} \neq \top$ ($\iff C_\varphi \cap \overline{C} = \emptyset$) then there is $T' \leq T$ with $T' : \varphi \ast F \vdash C' \subseteq C \setminus C_\varphi$.

3. If $T : \varphi \ast F \vdash C$, then there is $T' \equiv T$ with $T' : F \vdash C' \subseteq C \cup C_\varphi$. [QED]

Next the basic properties of the relation $\vdash$ are given. (For part 4 stability of $\mathcal{U}$ under partial assignments is used.)

Lemma 7.3 For clause-sets $F \in \mathcal{CLS}$, partial assignments $\varphi \in \mathcal{PAS}$ and clauses $C, C'$ we have

1. (a) $\mathcal{U}_{0,0}^\mathcal{U}$ $F \vdash C$ if and only if there exists $C_0 \in F : C_0 \subseteq C$,

   (b) $\mathcal{U}_{0,0}^\mathcal{U}$ $F \vdash C$ if and only if $F \models C$;

2. for $C_\varphi \cap C = \emptyset$: $\varphi \ast \mathcal{U}_{0,0}^\mathcal{U} F \vdash C$ if and only if $\varphi \ast \mathcal{U}_{0,0}^\mathcal{U} F \vdash C_\varphi \cup C$;

3. $\mathcal{U}_{0,0}^\mathcal{U} F \vdash \varphi \ast C \ast F \vdash \bot$;

4. $\mathcal{U}_{0,0}^\mathcal{U} F \vdash C$ and $C \subseteq C'$ implies $\mathcal{U}_{0,0}^\mathcal{U} F \vdash C'$.

Finally the basic properties of $\vdash$ are stated. For the proofs use inductions on the composition of resolution trees and the two previous lemmas.

Lemma 7.4 For clause-sets $F \in \mathcal{CLS}$, clauses $C$, resolution trees $T, k \in \mathbb{N}_0$ and partial assignments $\varphi \in \mathcal{PAS}$ we have

1. (a) If $T : F \vdash C$ then there is $T' \leq T$ with $T' : F \vdash C' \subseteq C$.

   (b) And if $T : F \vdash C$, then also $T : \mathcal{U}_{0}^\mathcal{U} F \vdash C$.

2. If $T : F \vdash C$, then for any clause $C' \supseteq C$ there is $T' \leq T$ with $T' : F \vdash C'$.

3. $\mathcal{U}^\mathcal{U} F \vdash C$ if and only if $F \models C$.

4. If $T : F \vdash C$ and $\varphi \ast F \neq \top$, then there is $T' \leq T$ with $T' : \varphi \ast F \vdash C \setminus C_\varphi$. [QED]
5. If $T : \varphi \text{ } \vdash^\mathcal{U} C$ and $C_\varphi \cap C = \emptyset$, then there is $T' \leq T$ with $T' : \vdash^\mathcal{U} C_\varphi \cup C$.

6. $T' : \varphi \text{ } \vdash^\mathcal{U} C$ if and only if $T' : C_\varphi \vdash^\mathcal{U} \bot$.

Using $U_0$, the first level of generalized tree-like resolution is exactly input resolution, that is we have

$$F \vdash^{U_0,1} C \iff F \vdash^{U_0,0} C' \subseteq C$$

by input resolution.

And regarding Figure 4 (Subsection 4.2) we see that generally $F \vdash^\mathcal{U} C$ holds if there is a $k$-times nested input resolution tree deriving $C$ where the clauses at the leaves are derived from $F$ using $^\mathcal{U}$.

Ignoring the levels $k$, the calculi $^\mathcal{U}$ are just tree-like resolution using oracle $U$ for the axioms. Especially we have

$$\text{Comp}_{\mathcal{R}(U_0)} = \text{Comp}_{\mathcal{R}}$$

7.2 The correspondence to our hierarchies

Theorem 7.5 Consider $F \in \mathcal{USAT}$.

1. Every $U$-DPL-tree $T$ for $F$ can be transformed into a (regular) resolution tree $T' : \vdash^\mathcal{U} \bot$ with $T' \leq T$. If $T$ is of minimal size, then $T' \equiv T$.

2. Vice versa, each resolution tree $T : \vdash^\mathcal{U} \bot$ can be transformed into an $U$-DPL-tree $T'$ for $F$ with $T' \leq T$. If $T$ is of minimal size, then $T' \equiv T$.

3. $\text{Comp}_{\mathcal{R}(U)}(F) = \min \{ \#1\text{vs}(T) : T \text{ is } U\text{-DPL-tree for } F \}$.

4. $h(U)(F) = \min \{ h(T) : T : \vdash^\mathcal{U} \bot \} = \min \{ k : \vdash^{U,k} \bot \}$.

5. Finally for any clause $C$ we have $F \vdash^\mathcal{U} C$ if and only if $h_U(\varphi_C * F) \leq k$ holds.

Proof: Part 1: Induction on the composition of $T$

If $T$ is trivial, then $F \in U$, and thus $\vdash^{U,0} \bot$. So assume $T$ consists of two subtrees $T_0, T_1$ w.r.t. splitting variable $v$.

Applying the induction hypothesis to $T_0$ and $T_1$ we obtain resolution trees $T_i' \leq T_i$ with

$$T'_i : (v \rightarrow \varepsilon) * \vdash^\mathcal{U} \bot$$
for \( \varepsilon \in \{0,1\} \). By Lemma 7.4, part 5 we obtain \( T''_0 \leq T'_0 \) with
\[
T''_0 : F^U \vdash \{ v \}, \quad T'_0 : F^U \vdash \{ v \}
\]
and combining them we get \( T' \) as required.

Remark: If for the constructions in Lemma 7.4 one does not use weakening (part 2), then here it is also possible that already \( T''_0 \) or \( T''_1 \) derives \( \bot \) as we will discuss in Remark 2 below this situation corresponds exactly to what is known as “intelligent backtracking” (for ordinary DPL- and resolution trees).

Part 2: Induction on the composition of \( T \)

If \( T \) is trivial, then \( F^U \vdash \bot \), and thus \( F \in U \). So assume \( T \) consists of two subtrees \( T_0, T_1 \) with resolution variable \( v \).

By Lemma 7.4, part 4 we obtain \( T'_i \leq T_i \) with

\[
T'_i : \langle v \rightarrow \varepsilon \rangle * F^U \vdash \bot
\]
for \( \varepsilon \in \{0,1\} \). Induction hypothesis yields \( U \)-DPL-trees \( T''_i \leq T'_i \) for \( \langle v \rightarrow \varepsilon \rangle * F \).

In case of \( v \notin \text{var}(F) \) (which may happen due to weakening) choose one of them, while otherwise combining them gives \( T' \) as required.

Part 3 follows directly from parts 1, 2. For Part 4 use Theorem 4.3, while Part 5 follows from part 4 and Lemma 7.4, part 6.

Remarks:

1. Parts 1 to 3 generalize the equivalence between semantic trees, tree-like resolution and branching trees for the search problem (see [85, 61]).

2. The process of cutting off unnecessary branches in the proof for Part 1 (without using weakening as mentioned there) can already by applied to the computation of \( T \) itself, when traversing the tree in depth-first order. For each node \( w \) of the \( U \)-DPL-tree its corresponding clause \( C(w) \) can be computed without much additional work (only the working path has to be considered, and thus also space remains polynomial), and in case we get \( v \notin \text{var}(C(w')) \) for one direct successor \( w' \) of \( w \) where \( v \) is the splitting variable at \( w \), then the other branch for the second direct successor \( w'' \) of \( w \) does not need to be processed.

In case of (pure) tree-like resolution this technique is known as “intelligent backtracking” (see [90]) or “conflict directed backtracking” (see [79]), while the enhancement of DPL-algorithms by adding the derived clauses \( C(w) \) to the input formula in the process of evolving the DPL-tree (as done in [79, 90] up to a certain clause-length) actually enables the DPL-solver to gain (in principal) the power of regular resolution (here with oracles \( U \)).
3. The easiest (non-trivial) case of a tree of level two is a tree consisting just of two input resolution trees (thus having the form of a V). According to Lemma 5.6 this special case suffices for unsatisfiable 2-clause-sets, while by Lemma 5.12 for unsatisfiable q-Horn clause-sets “Y-proofs” are required, that is, additionally an initial segment of input resolution is needed.

“V-proofs” are responsible for the strengthened reductions from Subsection 3.5. For example the reduction \( F \xrightarrow{U_0, k} \langle v \rightarrow \varepsilon \rangle \star F \) is applicable iff \( \langle v \rightarrow \varepsilon \rangle \star F \perp \perp \), while \( F \xrightarrow{U_0, k} \langle v \rightarrow \varepsilon \rangle \star F \perp \perp \) by such a “V-proof” (using \( U \)).

4. From Lemma 5.10 we get that for unsatisfiable generalized Horn formulas \( F \in H_k \) we have \( F \perp \perp \), strengthening [14] who used a form of width-restricted resolution (see Subsection 8.1). In [89] “LLRI resolution” (“linear-layered resolution”), a restriction of linear resolution\(^{10}\), has been introduced to proof unsatisfiability for \( H_2 \). If \( F \perp \perp \) by LLRI resolution then in fact \( h(F) \leq 2 \).

7.2.1 The space complexity of (tree-like) resolution

In [30] the concept of space complexity for resolution has been introduced (refining [15]). The minimal space \( \text{space}_R(F) \) needed for a resolution refutation of \( F \) is the minimum of \( \max_{1 \leq i \leq m} c(F_i) \) over all sequences \( (F_1, \ldots, F_m) \) of clause-sets fulfilling

- \( F_1 \subseteq F \), \( \perp \in F_m \);
- for each \( 2 \leq i \leq m \) there is exactly one \( C \in F_i \setminus (F_{i-1} \cup F) \), for which again there must be clauses \( D, E \in F_{i-1} \) such that \( C \) is the resolvent of \( D, E \).

\( \text{space}_R(F) \) is equal to the minimum of \( \text{peb}(G) \) for resolution dag’s \( G \) deriving \( \perp \) from \( F \).\(^{11}\) Allowing only resolution trees, they arrive at \( \text{space}_R(F) \) which is the minimum of \( \text{peb}(T) \) for \( T : F \perp \perp \). By Theorems 7.5, 4.6 and 4.3 we get

\[
\text{space}_R(F) = h(F) + 1
\]

\(^{10}\)Let \( P = (C_1, \ldots, C_m) \) be a linear resolution proof of \( \perp \) from \( F \), that is, for \( 1 \leq i \leq m \) the clause \( C_i \) is either resolvent of \( C_{i-1} \) with an input clause from \( F \) or with an ancestor clause \( C_j \) for \( j < i - 1 \). Consider the list \( L = (j_1, \ldots, j_k) \) of indices \( j \) of ancestor clauses \( C_j \) used in ancestor resolution steps (in order of appearance). Now \( P \) is LLRI if we have \( j_r \leq j_{r+1} \) for \( 1 \leq r < k \), and furthermore the sequence \( (C_{j_1}, \ldots, C_{j_k}) \) of ancestor clauses fulfills \( C_{j_r} \subseteq C_{j_{r+1}} \).

\(^{11}\)If using resolution trees to define \( \text{space}_R(F) \), one pebble on a node pebbles at the same time all other nodes with the same (clause) label.
for all \( F \in USAT \).

How to characterize \( \text{space}_R(F) \) and how to relate it to \( \text{space}_R(F) \) and \( \text{Comp}_R(F) \) is not known yet\(^{12}\). Lower bounds for Tseitin’s formulas and the Pigeonhole formulas on \( \text{space}_R \) are given in [83].

### 7.2.2 Compilation of the various interpretation for the hardness

Altogether we gained the following characterizations of the hardness \( h_{U,S}(F) \) for clause-sets \( F \in CLS \) (the first two hold also for satisfiable clause-sets, the last three only for unsatisfiable clause-sets):

1. \( h_{U,S}(F) \) is the first level of success of algorithm \( D^* \) from Subsection 3.2.
2. \( h_{U,S}(F) \) is the minimal leveled height \( \mu_{U,S}(T) \) of an \( (U,S) \)-DPL-tree \( T \) (Theorem 4.3).
3. \( h_U(F) + 1 \) is the minimal pebbling complexity of an \( U \)-DPL-tree \( T \) (Theorem 4.6).
4. \( h_U(F) \) is the minimal level such that nested input resolution \( \vdash U \) derives \( \perp \) (Theorem 7.5).
5. \( h_U(F) + 1 \) is the minimal pebbling complexity of a resolution tree \( T : F \vdash U \) or the minimal space complexity of such a derivation.

### 7.3 Nearly precise general upper and lower bounds for tree-like resolution (with oracles)

Since regular resolution trees \( T \) have depth at most \( n(T) \), the number of leaves of \( T \) can be bound by \( h(T) \).

**Lemma 7.6** For every regular resolution tree \( \#\text{lvs}(T) \leq (n(T) + 1)^{h(T)} \) holds.

**Proof:** Induction on \( h(T) \)

In case of \( h(T) = 0 \) we have \( \#\text{lvs}(T) = 1 \). So assume \( h(T) > 0 \). Consider \( T_0 \) with \( h(T) \leq 1 \) and \( \#\text{lvs}(T_0) = m \), and consider subtrees \( T_1, \ldots, T_m \) of \( T \) with \( h(T_i) \leq h(T) - 1 \) such that replacing the leaves of \( T_0 \) by the \( T_i \) yields \( T \).

Since \( T \) is regular, we have \( m \leq n(T) + 1 \). Now by induction hypothesis

\[
\#\text{lvs}(T) = \sum_{i=1}^{m} \#\text{lvs}(T_i) \leq \sum_{i=1}^{m} (n(T_i) + 1)^{h(T_i)} \leq \sum_{i=1}^{n(T) + 1} (n(T) + 1)^{h(T) - 1}
\]

\[\leq (n(T) + 1)^{h(T)} . \blacksquare\]

\(^{12}\) According to [82], Theorem 6 in [30] is false.
Any resolution tree \( T \) can be transformed into a regular one ([84]). This can be seen by Theorem 7.5, parts 2 and 1 (transforming \( T \) into a DPLL-tree and back — the regularization is hidden in Lemma 7.4, part 4), or directly by the following procedure:

Find a minimal irregular subtree \( T' : F \vdash C' \) of \( T \). Consider a resolution step in \( T' \) with resolution variable \( v \in \text{var}(C') \), and cut off that branch contributing the sign of \( v \) opposite to the sign of \( v \) in \( C \). Simplify the remainder of \( T \) (by cutting off further branches) to obtain a resolution proof \( T_1 \). Repeat the process with \( T_1 \) until a regular tree \( T_m \) is obtained.

Since this procedure only prunes the resolution tree, the following lemma is obvious.

**Lemma 7.7** For every resolution tree \( T : F \vdash C \) there is a regular resolution tree \( T' : F \vdash C \) with \( T' \leq T \). 

(However, the number of (different) clauses in \( T \) is not preserved by this transformation. In [39] in fact a super-polynomial separation between regular resolution and (full) resolution is shown.)

Using Corollary 4.7, Theorem 7.5 and Lemmata 7.6, 7.7 (together with Lemma 4.5, part 1a) we get.

**Theorem 7.8** For any clause-set \( F \in \text{USAT} \) the following relations between the hardness \( h_U(F) \) and the complexity of tree-like resolution (using \( U \)) hold:

\[
2^{h_U(F)} \leq \text{Comp}_{R(U)}(F) \leq 2^{\log_2(n(F)+1)} h_U(F)
\]

\[
\frac{\log_2 \text{Comp}_{R(U)}(F)}{\log_2(n(F)+1)} \leq h_U(F) \leq \log_2 \text{Comp}_{R(U)}(F).
\]

Since the case of tree-like resolution is of special importance, we spend a corollary on it:

**Corollary 7.9** \( F \in \text{USAT} \Rightarrow 2^{h(F)} \leq \text{Comp}_R(F) \leq 2^{\log_2(n(F)+1)} h(F) \).

Similar bounds are mentioned (without proofs) in [78]. The lower bound \( 2^{h(F)} \) on the complexity of tree-like resolution can not be improved without using further data of \( F \) (see Lemma 3.19 and use the general upper bound \( \text{Comp}_R(F) \leq 2^n(F) \) for \( F \in \text{USAT} \)).

An alternative for proving lower bounds on tree-like resolution, using a notion of “width,” is provided in Corollary 8.8 (see Lemmas 8.13 and 9.1 for applications). However this method is strictly weaker than using Corollary 7.9, which follows from Lemma 8.7, part 5b and Lemma 8.9 (together with Lemma 6.7). See also Section 9 for a compilation of our results on the complexity of tree-like resolution, where the relation to the lower bound on tree-like resolution from [5] (using a different form of “width”) is discussed.
7.4 Quasi-automatization tree-like resolution (with oracles)

In [10] (motivated by [21]) the notion of automatizable proof systems $S$ has been introduced, which is a proof system (here for unsatisfiable clause-sets) admitting to find a $S$-refutation in deterministic polynomial time in the size of the shortest $S$-refutation, and it is shown that unless factoring is feasible Frege systems are not automatizable (for further information in that direction see [11]).

In [5] the question is raised whether (at least) tree-like resolution is quasi-automatizable: that is, whether a tree-like resolution refutation can be found in time quasi-polynomial in the size of the shortest tree-like resolution refutation. In fact if using $U$ indeed as oracle (counting a request “$F \in U$?" as one step), then tree-like resolution with arbitrary oracle $U$ is quasi-automatizable:

**Theorem 7.10** If counting a request to oracle $U$ as one step, the running time of SAT decision algorithm $D^*_U$ (see Subsection 3.2) is bounded by

$$O(t(F) \cdot 2^{\log_2(n(F)+1) \cdot 2^{h_U(F)}}) \leq O(t(F) \cdot \text{Comp}_{\text{HR}(U)}(F)^{2^{\log_2(\log_2(n(F)+1))}}).$$

Only impairing the running time of $D^*_U$ by a constant factor, in fact a resolution tree $T : F \vdash \bot$ can be computed with $h(T) = h_U(T)$ and

$$\#\text{vars}(T) \leq 2^{\log_2(n(F)+1) \cdot h_U(F)} \leq \text{Comp}_{\text{HR}(U)}(F)^{\log_2(\log_2(n(F)+1))}.$$

Thus tree-like resolution with oracles $U$ is quasi-automatizable. If the class $U$ is polynomially decidable, then in fact tree-like resolution with oracle $U$ is quasi-automatizable in the non-relativized sense (counting each step), where for $U$ other than $U_0$ we just consider the polynomial decision algorithm for $U$ as proof system for the axioms of the resolution proofs.

As a special case we obtain quasi-automation of tree-like resolution by algorithm $D^*_U$.

**Proof:** The bounds on running time follow by Lemma 3.10 and Theorem 7.8. From a successful computation of $D^*_U$ on input $F$ we easily extract a $U$-DPL-tree $T : F \vdash \bot$ for $F$, which is transformed into $T : F \vdash \bot$ by Theorem 7.5, part 1. □

8 Width-restricted resolution

The subject of this section are resolution restrictions regarding the length of clauses. It is well known that input resolution and 1-clause resolution (at least one parent clause is always a 1-clause) have the same power w.r.t. refutation ([20]). Is there a generalization for nested input resolution (with oracles) as defined in Section 7.1 ?!
In Subsection 8.1 the two known variants of width-restricted resolution are discussed: The well-known "bounded resolution" introduced in [35] (all occurring clauses must not surmount the size limit), and the less known form introduced in [14] (for each resolution step at least one parent clause obeys the size limit). Since both forms have their drawbacks (the first can not handle Horn formulas, while for the stronger form it is not known, whether derivability of the empty clause for fixed size limit is poly-time decidable), a new variant (with oracles) is introduced in Subsection 8.2 (which in fact is a (slight) strengthening of the second form).

We show that the corresponding hierarchies \((W_k(\mathcal{U}))_{k \in \mathbb{N}_0}\) of unsatisfiable clause-sets subsume the hierarchies \((G^0_k(\mathcal{U}))_{k \in \mathbb{N}_0}\), while the reversal is essentially false.

In Subsection 8.3, Theorem 8.11 an analogue to the bounds on tree-like resolution in Theorem 7.8, this time for full resolution, is proved, generalizing the lower bound from [5] to the use of oracles (and removing the dependency on the maximal input clause length).

Motivated by [9], in Subsection 8.4 a width-lower bound for Krishnamurthy's formulas ([51]) is given, showing that the general lower bound for full resolution is tight for this example. The new form of width here pays off in allowing us to use the original formulas with their long clauses and applying just some elementary graph theoretic observations (while [9] had to translate them into 3-CNF).

### 8.1 The known width restrictions

In the literature there exist two different forms of "\(k\)-clause resolution." The most popular version, introduced in [35] as "bounded resolution" and further elaborated for example in [38, 34, 5], allows only resolution steps where both parent clauses as well as the resolvent have length at most \(k\). The corresponding hierarchy of unsatisfiable clause-sets is defined as follows.

**Definition 8.1** For \(k \in \mathbb{N}_0\) let \(W^k_\Delta\) be the set of clause-sets refutable by resolution proofs \(T : F \vdash \bot\) using only clauses of length \(\leq k\), that is \(\operatorname{cl}(T) \in k\text{-CLS}\). The corresponding hardness parameter is called

\[
\text{width}'(F) := \inf \{ k \in \mathbb{N}_0 : F \in W^k_\Delta \}.
\]

This form of restricted resolution has the following nice properties (\(k \in \mathbb{N}_0\)):

1. For constant \(k\) the classes \(W^k_\Delta\) are polynomially decidable (by computing the closure under resolutions where both parent clauses and the resolvent are of length at most \(k\)).
2. The classes $W_k'$ are stable under partial assignments, renaming and formation of super-clause-sets. Furthermore the hierarchy is strict.

3. In [5] (translating [21] into resolution) the general lower bound for full resolution
\[ \text{Comp}_R(F) \geq 2^{\Omega\left(\frac{\text{width}(F)}{\Delta(F)}\right)} \]
for $F \in \text{USAT}$ has been shown, while for tree-like resolution one has
\[ \text{Comp}_R(F) \geq 2^{\text{width}'(F) - \beta(F)}. \]

4. Already in [35] a sequence $(F_n)$ of unsatisfiable clause-sets $F_n \in 3$-CLS with $n(F_n) = n$, $c(F_n) \leq 8n$ and
\[ \text{width}'(F_n) \geq \frac{n}{\delta(\log_2 n)^2} \]
has been given. However, as a main drawback the fact has to be considered, that, due to
\[ \text{width}'(F) \geq \beta(F) \]
for minimal unsatisfiable $F$, no level $W_k$ contains $\text{HO} \cap \text{USAT}$. (It is the same (avoidable, as we will see) sensitivity on the input clause-length $\beta(F)$ which spoils somewhat the lower bounds under 3.)

Consider for example
\[ F_n := \{ \{v_1\}, \{v_1, v_2\}, \ldots, \{v_1, \ldots, v_{n-1}, v_n\}, \{v_1, \ldots, v_{n-1}, v_n\} \} \in \text{HO} \]
where we have $n(F_n) = n$ and $\text{Comp}_R(F_n) = c(F_n) = n + 1$, but $\beta(F_n) = n$ and thus $\text{width}'(F_n) = n$. It follows that the procedure "$A(F)$" given in [5], testing whether "$F \in W_k$?" holds for $k = 0, \ldots, \text{width}'(F)$, has running time $n^{\Omega(n)}$.

In order to be able to handle (generalized) Horn clause-sets, another form of width restricted resolution called "$k$-clause resolution" has been introduced in [14], directly generalizing 1-clause resolution by requiring (only) that for all resolution steps one parent clause has to be of length at most $k$:

**Definition 8.2** For $k \in \mathbb{N}_0$ the classes $W_k''$ contain those clause-sets $F$ having a resolution refutation $T : F \vdash \bot$ such that for each resolution in $T$ (at least) one parent clause has length $\leq k$. By $\text{width}''(F)$ the minimal $k \in \mathbb{N}_0$ with $F \in W_k''$ for $F \in \text{USAT}$ is denoted. 

Here we have the following properties:
1. $W_k''$ is stable under partial assignments, renaming and formation of super-clause-sets. Furthermore the hierarchy is strict.

2. $W_1'' = G_1^0 (U_0)$.

3. $W_k''$ is polynomially decidable as shown in [16].

4. $H_k \subseteq W_k''$ for all $k \geq 0$ (recall Definition 5.9), which was the original motivation in [14] to introduce this resolution restriction.

5. Obviously we have $\text{width}''(F) \leq \text{width}'(F)$ for all $F \in USAT$, while Lemma 8.5 in the next subsection shows $\text{width}'(F) - p(F) \leq \text{width}''(F)$.

However, it is not known whether the classes $W_k''$ for $k \geq 3$ can be decided in polynomial time.

In the next subsection we propose a strengthened variant of width restricted resolution, combining all above (positive) properties, and including furthermore our hierarchies $G_k^0 (U)$.

### 8.2 A new variant of width restricted resolution

The (obvious) decision procedure for "$F \in W_k''$" extends $F$ in a series of steps $F = F_0, F_1, \ldots, F_m$ by adding a clause $C_i$ of length $|C_i| \leq k$ to $F_i$ which is derivable from $F_i$ by a single resolution step:

$$\exists D_1, D_2 \in F_i : C_i \text{ is resolvent of } D_1, D_2.$$

Now we are eliminating the limiting dependency on $p(F)$ and get at the same time the generalization for using oracles (in a poly-time manageable way) by admitting such clauses $C_i$ with $|C_i| \leq k$ which are derivable by generalized input resolution:

$$\forall_{i \leq m} \forall_{i \leq m} F_i \vdash C_i.$$

**Definition 8.3** Suppose $U$ is stable under formation of super-clause-sets. For $F \in \text{CS}$ and $k \in \mathbb{N}_0$ consider a sequence $F = F_0, F_1, \ldots, F_m$ of clause-sets such that for $0 \leq i < m$ there are clauses $C_i \notin F_i$ with $F_{i+1} = F_i \cup \{ C_i \}$ fulfilling

$$|C_i| \leq k, \text{ var}(C_i) \subseteq \text{var}(F), \forall_{i \leq m} F_i \vdash C_i$$

while for $F_m$ no such $C_m$ exists (obviously $m \leq \sum_{i=0}^{k} 2^{i} (n(F)) = O(n^k)$). Due to the additional assumption on $U$, $W^U_k(F) := F_m$ is uniquely determined. Now let $W_k(U)$ be the set of clause-sets $F$ with $\bot \in W^U_k(F)$. The corresponding hardness parameter is called

$$\text{width}_U(F) := \inf \{ k \in \mathbb{N}_0 : F \in W_k(U) \}.$$

We use $\text{width}(F) := \text{width}_{U_0}(F)$. ■
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In Lemma 8.7, part 6b an alternative characterization of \( W_k^\mathcal{U}(F) \) is given.

Again all \( W_k(\mathcal{U}) \) are stable under partial assignments, renaming and formation of super-clause-sets. The first two levels of the hierarchy \( (W_k(\mathcal{U}))_{k \in \mathbb{N}_0} \) do not go beyond the hierarchy \( (G_k^0(\mathcal{U}))_{k \in \mathbb{N}_0} \):

\[
W_0(\mathcal{U}) = G_1^0(\mathcal{U}), \ W_1(\mathcal{U}) = G_2^0(\mathcal{U}),
\]

while from Lemma 8.9 it follows that \( W_0(\subseteq W_0(\emptyset)) \) is not contained at any level of \( (G_k^0(\mathcal{U}))_{k \in \mathbb{N}_0} \).

In order to emphasize the close relation especially to the second form of width-restricted resolution considered in the previous subsection, we also relativize this hierarchy:

**Definition 8.4** Suppose \( \mathcal{U} \) is stable under formation of super-clause-sets. For \( k \in \mathbb{N}_0 \) let \( W_k^\mathcal{U}(F) \) be the set of clause-sets \( F \in USAT \) such that there is

\[
T : F \vdash \bot \text{ where for all resolution steps in } T \text{ at least one parent clause is of length at most } k.
\]

For \( F \in USAT \) let

\[
\text{width}_\mathcal{U}(F) := \inf \{ k \in \mathbb{N}_0 : F \in W_k^\mathcal{U}(\emptyset) \}.
\]

Obviously we have \( \text{width}_\mathcal{U}(F) = \text{width}(F) \).

**Lemma 8.5** For any \( F \in USAT \) and any \( k \in \mathbb{N}_0 \) we have

1. (a) \( W_0 = \mathcal{U}_0, \ G_1(\mathcal{U}_0) \cap k-\mathcal{CLS} \subseteq W_k \);
   
   (b) \( \text{width}(F) - p(F) \leq \text{width}(F) \leq \text{width}(F) \).

2. (a) \( W_0^\mathcal{U}(\mathcal{U}) = G_0^0(\mathcal{U}) = \mathcal{U} \), \( W_1^\mathcal{U}(\mathcal{U}) = G_1^0(\mathcal{U}) \);
   
   (b) \( W_k^\mathcal{U}(\mathcal{U}) \subseteq W_k(\mathcal{U}) \subseteq W_{k+1}(\mathcal{U}) \);

(c) \( \text{width}_\mathcal{U}(F) \leq \text{width}_\mathcal{U}(F) + 1 \).

**Proof:** Part 1a: If \( F \in G_1^0(\mathcal{U}_0) \) then \( F \) is refutable by 1-clause-elimination, yielding a resolution proof using only clauses of length \( \leq p(F) \).

Part 1b: \( \text{width}(F) \leq \text{width}(F) \) is obvious from the definitions. To prove \( \text{width}(F) \leq \text{width}(F) \) let \( k := \text{width}(F) \). Consider the sequence of \( F_i \) and \( C_i \) from Definition 8.3: \( F_i \vdash C_i \Rightarrow \varphi_{C_i} * F_i \in G_1(\mathcal{U}_0) \Rightarrow \varphi_{C_i} * F_i \in W_p(F) \), and thus there is \( T : F_i \vdash C' \subseteq C_i \) with \( \text{cl}(T) \in (p(F) + k) - \mathcal{CLS} \).

Part 2a is obvious from the definitions. Part 2c is just a reformulation of part 2b. For Part 2b first consider \( F \in W_k^\mathcal{U}(\mathcal{U}) \), and let \( T : F \vdash \bot \) be as in Definition 8.4. Assume there is a clause \( C \in \text{cl}(T) \) with \( |C| \leq k \) and \( C \notin W_k^\mathcal{U}(F) \), and
choose $C$ such that the corresponding subtree $T'$ of $T$ with $T' \uparrow F$ is minimal, and thus

\[ \forall D \in \text{cl}(T') \setminus \{C\} : |D| \leq k \Rightarrow D \in W^U_k(F). \]

By induction on the composition of $T'$ we prove that in fact for all $D \in \text{cl}(T')$ we have $W^U_k(F) \vdash D$, yielding the contradiction $C \in W^U_k(F)$:

If $D$ is a leaf of $T'$, then $F \uparrow D$. If $D$ is the resolvent of clauses $D_1, D_2$, then w.l.o.g. $|D_i| \leq k$, and thus by $(\ast)$ we have $D_i \in W^U_k(F)$, while induction hypothesis yields $W^U_k(F) \vdash D$. We conclude $W^U_k(F) \vdash D$. \( \Box \)

Finally consider $F \in W_k(U)$ and the sequences of $F_i$ and $C_i$ from Definition 8.3. Using part 2a we have $\varphi_C \ast F_i \in W^U_i(U)$, and thus (using the construction from Lemma 7.4, part 5) there is $T_i : F_i \uparrow C_i$ such that for each resolution step in $T_i$ one parent clause is of length at most $1 + |C_i| \leq 1 + k$. All $T_i$ together yield $F \in W^U_{k+k}(U)$.

**Lemma 8.6** Using $U$ as oracle, decision of “$F \in W_k(U)$ ?” can be performed in time $O((n(F)^2 + |F| \cdot n(F)^2 + 1)$.

**Proof:** Using the notations of Definition 8.3, we have $m \leq O(n(F)^k)$, while for each $F_i$ up to $O(n(F)^k)$ many possible clauses $C_i$ have to be tested, and the decision “$F_i \vdash C_i$ ?” can be performed in time $O(|F_i| \cdot n(F)^2 + 1)$, where one can estimate $|F_i| \leq \ell(F) + O(n(F)^k)$. \( \Box \)

Comparing this result to the unknown status of poly-time decidability of the classes $W^U_k \subseteq W_k(U)$ for $k \geq 3$ we see that the reason for the problems with deciding $W_k^U$ is not the strength of these classes but the lack of some refutation power to round up the refutation process.

The basic technical properties of the hierarchies $(W_k(U))_{k \in \mathbb{N}}$ are given in the next lemma.

**Lemma 8.7** For clause-sets $F, F_1, F_2 \in CLS$, partial assignments $\varphi \in PASS$ with $\text{var}(\varphi) \subseteq \text{var}(F)$, literals $x$ and numbers $k, k_1, k_2 \in \mathbb{N}$ we have:

1. $W^U_k : CLS \rightarrow CLS$ is a closure operator:
   (a) $F \subseteq W^U_k(F)$,
   (b) $F_1 \subseteq F_2 \Rightarrow W^U_k(F_1) \subseteq W^U_k(F_2)$,
   (c) $W^U_k(W^U_k(F)) = W^U_k(F)$.
2. (a) $\varphi \ast F \in W_k(U) \Rightarrow C_{\varphi} \in W^U_{k+n(|\varphi|)}(F)$,
(b) $C \in W_{k}^{\xi}(F) \Rightarrow \varphi_C \ast F \in W_k(U)$.  

3. If $\{x\} \in W_{k}^{\xi}(F)$ and $(x \rightarrow 1) \ast F \in W_k(U)$ then $F \in W_k(U)$. 

4. $G^0_{k_1}(W_{k_2}(U)) \subseteq W_{k_1+k_2}(U)$. 

5. (a) $G^0_k(U) \subseteq W_{k-1}(U)$ for $k \geq 1$, 
   (b) $\text{width}_U(F) \leq h_U(F) - 1$ for $h_U(F) \geq 1$. 

6. (a) If $|C| \leq k$, $\text{var}(C) \subseteq \text{var}(F)$ and $W_k^U(F)^{\text{U,k-}\mid C \mid+1} \vdash |C|$ hold, then also $C \in W_k^U(F)$. 
   (b) $W_k^U(F)$ is the smallest clause-set $\tilde{F} \in \mathcal{CLS}$ with $F \subseteq \tilde{F}$ and 
   $\forall C \in \mathcal{CL} : \text{var}(C) \subseteq \text{var}(F) \land h_U(\varphi_C \ast F) + |C| \leq k + 1 \Rightarrow C \in F$. 

**Proof:** Part 1 follows by definition (for part 1b use stability of $U$ under formation of super-clause-sets). 

For Part 2a use Lemma 7.4, part 5, and for Part 2b use Lemma 7.4, part 4. 

Part 3: We have $W_k^U((x \rightarrow 1) \ast F) \subseteq W_k^U(F)$ since $(x \rightarrow 0) \ast W_k^U(F) \in U$ and thus $(x \rightarrow 1)$ is enforced. 

Part 4: First we prove by induction on $n(F)$ that 

$$\forall k \in \mathbb{N}_0 : F \in G^0_k(W_k(U)) \Rightarrow F \in W_{k+1}(U).$$ 

The case $n(F) = 0$ is trivial. According to the definition of $G_1$, for $n(F) > 0$ there is a literal $x$ with $\text{var}(x) \in \text{var}(F)$ and 

$$\langle x \rightarrow 0 \rangle \ast F \in W_k(U),$$ 

$$\langle x \rightarrow 1 \rangle \ast F \in G^0_k(W_k(U)).$$ 

From (1) we get by part 2a 

$$\{x\} \in W_{k+1}^U(F),$$ 

while from (2) by induction hypothesis 

$$\langle x \rightarrow 1 \rangle \ast F \in W_{k+1}(U)$$ 

follows, and thus $F \in W_{k+1}(U)$ by part 3. 

We conclude $G^0_k(W_k(U)) \subseteq W_{k+1}(U)$. Now the assertion of part 4 follows by induction on $k_1$: The case $k_1 = 0$ is trivial, while for $k_1 > 0$ we have 

$$G^0_{k_1}(W_{k_2}(U)) = G^0_{k_1}(G^0_{k_{1-1}}(W_{k_2}(U))) \subseteq G^0_{k_1}(W_{k_1-1+k_2}(U)) \subseteq W_{k_1+k_2}(U).$$ 
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Part 5a follows from part 4 by induction as follows $(k \geq 1)$:

\[ G^0_k(\mathcal{U}) \subseteq W_0(\mathcal{U}), \]
\[ G^0_k(\mathcal{U}) = G^0_1(G^0_k(\mathcal{U})) \subseteq G^0_k(W_{k-1}(\mathcal{U})) \subseteq W_k(\mathcal{U}). \]

Part 5b is just a reformulation of part 5a.

Part 6a. $W^h_k(F) \models C$ is equivalent to $\varphi_C \ast W^h_k(F) \in G^0_{k-|C|+1}(\mathcal{U})$.

Now by parts 5a and 2a we obtain

\[ \varphi_C \ast W^h_k(F) \in W^0_{k-|C|}(\mathcal{U}), \Rightarrow C \in W^h_k(W^h_k(F)) = W^h_k(F), \]

Finally Part 6b is a direct conclusion from part 6a.

**Corollary 8.8** For all $F \in USAT$ with $h_\mathcal{U}(F) \geq 1$ we have

\[ 2^{\text{width}_\mathcal{U}(F)+1} \leq \text{Comp}_{\text{PR}}(\mathcal{U})(F). \]

**Proof:** By Lemma 8.7, part 5a and Lemma 7.8.

Since width-restricted resolution does not pose structural restrictions on the shape of the derivation, and thus is inherently dag-like, the reverse direction of Lemma 8.7, part 5 seems to be “essentially false,” which in fact can be concluded from Theorems 13, 14 in [8] or from Corollary 6.1 in [5]. We strengthen the argumentation by using the concept of hardness $h(F)$.

**Lemma 8.9** Consider the pebbling formulas PF($G$) from Definition 6.3. Using $d(G)$ for the maximal in-degree of $G$ we have

\[ \text{width}'(PF(G)) \leq 2 \cdot d(G) + 2 \]

for any dag $G$.

According to [19], there is a sequence $(G_m)_{m \in \mathbb{N}}$ of dag’s with $d(G_m) = 2$ and $\text{peb}(G_m) \geq \Omega(m \log m)$. Thus by Lemma 6.7

\[ \text{width}'(PF(G_m)) \leq 6 \ll \kappa \cdot \frac{m}{\log m} \leq h(PF(G_m)) \]

for some constant $\kappa > 0$ and sufficiently large $m$.

(Furthermore $\text{Comp}_{\text{PR}}(PF(G_m)) \leq O(m)$ holds.)

**Proof:** A resolution refutation of PF($G$) works as follows:

Running through the nodes of $G$ in a “pebbling manner,” consider for each node $w \neq o(G)$ the clause-set

\[ F(w) := \{ \{ \overrightarrow{1}(v) \}_v \in \text{dp}(w) \} \cup \{ w_0, w_1 \} : w \in V(G) \land \varepsilon \in \{ 0, 1 \}^{\text{dp}(w)} \} \cup \{ \{ w_0, w_1 \} : v \in \text{dp}(w) \}. \]
Since \( F(w) \models \{ w_0, w_1 \} \), we have \( F(w) \vdash \{ w_0, w_1 \} \), where any resolution proof uses trivially only clauses of length at most
\[
n(F(w)) = 2 \cdot |dp(w)| + 2.
\]

For \( w = o(G) \) one would obtain the clause \( \{ o(G)_0, o(G)_1 \} \) which in fact is the empty clause here due to the assignment \( \langle o(G)_0 \to 0, o(G)_1 \to 0 \rangle \) used for the definition of \( PF(G) \).

Thus we have \( \text{space}_R(PF(G)) \geq \text{peb}(G) \) (recall Subsection 7.2.1). Furthermore it seems to me that also \( \text{space}_R(PF(G)) \) can not be less than \( \text{peb}(G) \) (at least if using the resolution refutation from the proof of Lemma 8.9), which would refute a speculation in [83] about a (close) relation between \( \text{space}_R(F) \) and \( \text{width}(F) \).

### 8.3 Lower bounds for full resolution with oracles

**Definition 8.10** For \( \mathcal{U} \) stable under formation of super-clause-sets and clause-sets \( F \in \mathcal{USAT} \) let \( \text{Comp}_{R(\mathcal{U})}(F) \) be the minimal number of clauses \#cl(T) for resolution trees \( T : F \models \bot \).

For all \( F \in \mathcal{USAT} \) we have
\[
\text{Comp}_{R(\mathcal{U})}(F) = \text{Comp}_{R}(F)
\]
by the standard transformation underlying Lemma 7.2, part 1.\(^{13}\)

**Theorem 8.11** For \( F \in \mathcal{USAT} \) with \( n(F) \neq 0 \) we have
\[
\frac{8}{8} \cdot \text{width}_{\mathcal{U}}(F) < \ln \text{Comp}_{R(\mathcal{U})}(F) < (\ln n(F)) \cdot (\text{width}_{\mathcal{U}}(F) + 1) + 2.
\]

**Proof:** For the lower bound we have to generalize the proof from [21, 5].

Consider a fixed \( d \in \mathbb{R}_{>0} \).

For a clause-set \( F \) let
\[
L(F) := \{ C \in F : |C| > d \}
\]
be the “large clauses” in \( F \), and let
\[
\mu(F) := \min \{ |L(\text{cl}(T))| : T : F \models \bot \}
\]

\(^13\)Consider \( T : F_0 \models \bot \) such that \( F \models D \) for all \( D \in F_0 \), that is, there is \( C_D \in F \) with \( C_D \subseteq D \). Replacing axioms \( D \in F_0 \) in \( T \) by \( C_D \) and simplifying the tree accordingly (in an uniform manner) we obtain \( T' : F \models \bot \) with \#cl(T') \leq \#cl(T).
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be the minimal number of large clauses needed in a resolution refutation (using $\mathcal{U}$) of $F$. Furthermore we use
\[
b(F) := \begin{cases} 
0 & \text{if } 2 \cdot n(F) \leq d \\
1 + \frac{d}{2 \cdot n(F) - d} & \text{if } 2 \cdot n(F) > d
\end{cases}
\]
and for $k \in \mathbb{N}_0$ let
\[
\Gamma_k := \{ F \in \text{USAT} : \mu(F) \leq b(F)^{k+1} \}
\]
(note that $n(F) \leq d$ implies $\mu(F) = 0$ and thus $F \in \Gamma_0$).

For all $k \geq 0$ the inclusion
\[
\Gamma_k \subseteq C^0_k(\Gamma_0) 
\]
holds, which is proven as follows (recall Lemma 3.5):

Consider $k \geq 1$ and $F \in \Gamma_k$. If $\mu(F) = 0$ then $F \in \Gamma_0$. So assume $\mu(F) \geq 1$.

Consider $T : F \vdash \bot$ with $|L(cl(T))| = \mu(F)$. Choose a literal $x$ whose number $\#_x$ of occurrences in $L(cl(T))$ is maximal and thus fulfills
\[
\#_x \geq \frac{\ell(cl(T))}{2 \cdot n(F)} > \frac{d \cdot \mu(F)}{2 \cdot n(F)}.
\]
Obviously we have $(x \rightarrow 0) \ast F \in \Gamma_k$. If $\mu((x \rightarrow 1) \ast F) = 0$ holds true, then $(x \rightarrow 1) \ast F \in \Gamma_0$ and we are done already. So assume $\mu((x \rightarrow 1) \ast F) \neq 0$.

Applying $(x \rightarrow 1)$ to $T$ (compare Lemma 7.2, part 2) we obtain a resolution tree $T' : (x \rightarrow 1) \ast F \vdash \bot$ where $\#_x$ many large clause have been eliminated. We conclude
\[
\mu((x \rightarrow 1) \ast F) \leq \mu(F) - \#_x \leq \mu(F) - \frac{d \cdot \mu(F)}{2 \cdot n(F)} = \mu(F) \cdot b(F)^{-1} \leq b(F)^k \leq b((x \rightarrow 1) \ast F)^k
\]
and hence (proving (3))
\[
(x \rightarrow 1) \ast F \in \Gamma_{k-1}. \;
\]

For level 0 we have
\[
\Gamma_0 \subseteq W_{[d]}(\mathcal{U})
\]
by the following argumentation: Consider $F \in \Gamma_0$. If $\mu(F) = 0$ then obviously $F \in W_{[d]}(\mathcal{U})$. So assume $\mu(F) \geq 1$. Thus $n(F) > d$ holds, implying $b(F) < 2$ and hence actually $\mu(F) = 1$ holds. We conclude $F \in W^0_{[d]}(\mathcal{U})$ and thus by Lemma 8.5, part 2b $F \in W_{[d]}(\mathcal{U})$ is the case.
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By (3), (4) and Lemma 8.7, part 4 we get for all \( k \geq 0 \)
\[
\Gamma_k \subseteq W_{|d|+k} (\mathcal{U}),
\]
and thus \( \text{width}_{\mathcal{U}} (F) \leq |d| + \min \{ k \in \mathbb{N}_0 : F \in \Gamma_k \} \) for all \( F \in USAT \). The definition of \( \Gamma_k \) in turn says
\[
\min \{ k \in \mathbb{N}_0 : F \in \Gamma_k \} = \begin{cases} 0 & \text{if } \mu(F) = 0, \\ \max(\lfloor \log_b (F) \rfloor, \mu(F)) - 1, 0 & \text{else} \end{cases},
\]
and thus, using \( \mu(F) \leq \text{Comp}_{\mathcal{U}} (F) \) we obtain for all \( F \in USAT \)
\[
\text{width}_{\mathcal{U}} (F) \leq \inf_{0 < d < 2n(F)} \left( \lfloor d \rfloor + \max(\lfloor \log_b (\text{Comp}_{\mathcal{U}} (F)) \rfloor - 1, 0) \right). \tag{5}
\]

In order to estimate (5), consider the function
\[
f(d) := d + \log \frac{s}{e} c
\]
for \( 0 < d < s \) and parameters \( s, c \geq 2 \) fulfilling \( \ln c < s \) (if \( \text{Comp}_{\mathcal{U}} (F) = 1 \) then \( \text{width}_{\mathcal{U}} (F) = 0 \), while the general upper bound \( \text{Comp}_{\mathcal{U}} (F) \leq 2^{n(F)} + 1 - 1 \) yields \( \ln(\text{Comp}_{\mathcal{U}} (F)) < 2 \cdot n(F) \)).

We “guess” \( d_0 := \sqrt{s \cdot \ln e} \).

For the second addend in \( f(d) \) we get
\[
\log \frac{s}{e} c = \frac{\ln c}{- \ln (1 - \sqrt{\frac{\ln c}{s}})} \leq \frac{\ln c}{\sqrt{\frac{\ln c}{s}}} = d_0, \tag{6}
\]
using \( \forall 0 \leq x < 1 : e^x \leq \frac{1}{1-x} \), which is equivalent to \( - \ln (1 - x) \geq x \).

Now finally by (5) and (6) (with \( s := 2n(F) \), \( e := \text{Comp}_{\mathcal{U}} (F) \)) and excluding the trivial case \( \text{Comp}_{\mathcal{U}} (F) = 1 \):
\[
\text{width}_{\mathcal{U}} (F) \leq \lfloor d_0 \rfloor + \max(\lfloor \log \frac{s}{e} c \text{Comp}_{\mathcal{U}} (F) \rfloor - 1, 0)
\leq \lfloor d_0 \rfloor + [d_0] - 1 < 2 \cdot d_0 = 2 \sqrt{2n(F) \cdot \ln \text{Comp}_{\mathcal{U}} (F)},
\]
Easy transformations yield the lower bound of the assertion.

The upper bound is obtained as follows for \( F \in USAT \) (using \( n := n(F) \)):
\[
\text{Comp}_{\mathcal{U}} (F) \leq |W_{\text{width}_{\mathcal{U}} (F)} (\mathcal{U})| \cdot (n + 1) = \sum_{i=0}^{\text{width}_{\mathcal{U}} (F)} 2^i \binom{n}{i} \cdot (n + 1)
\leq (2 \cdot n^{\text{width}_{\mathcal{U}} (F)} + 1) \cdot (n + 1) \leq 6 \cdot n^{\text{width}_{\mathcal{U}} (F)} + 1. \tag{8}
\]

\[^{14} \text{We have } f'(d) = 1 - \frac{\ln c}{s - \ln (1 - \frac{1}{s})^2} \cdot (\ln (1 - \frac{1}{s})) \approx \frac{1}{s} \approx \frac{d}{s} \approx \frac{1}{s}, \text{ and thus the equation } f'(d) = 0 \text{ becomes } 1 - \frac{\ln c}{s} \cdot (\ln (1 - \frac{1}{s})) = 0, \Rightarrow d = \sqrt{s \cdot \ln c}.\]
8.4 The tightness of the lower bound

In [51] a sequence of unsatisfiable clause-sets, called \((\text{GT}_m)_{m \in \mathbb{N}}\) in [9], has been introduced, coding

Every finite transitive directed graph without cycles of length two must have an input node.

**Definition 8.12** For \(m \in \mathbb{N}\) we define \(\text{GT}_m \in \text{USAT}\) as follows:

\(\text{GT}_m\) has \(m \cdot (m - 1)\) many variables

\[
\text{var}(\text{GT}_m) = \{v_{i,j} : i, j \in \{1, \ldots, m\} \text{ and } i \neq j\}.
\]

There are three types of clauses in \(\text{GT}_m\)

\(\text{GT}_m := \{ A_{i,j,k}, B_{i,j}, C_j : i, j, k \in \{1, \ldots, m\} \text{ and } |\{i, j, k\}| = 3\}\)

where the clauses

\(A_{i,j,k} := \{\overline{v_{i,j}}, v_{j,k}, v_{i,k}\}\)

express transitivity, the clauses

\(B_{i,j} := \{\overline{v_{i,j}}, \overline{v_{j,i}}\}\)

express that there is no 2-cycle, and the clauses

\(C_j := \{v_{i,j} : i \in \{1, \ldots, m\} \setminus \{j\}\}\)

state that every node \(j\) has at least one direct predecessor.

Krishnamurthy’s conjecture that these formula have no polynomial size resolution refutations was refuted in [80] by showing in fact

\(\text{ComPr}(\text{GT}_m) \leq O(\ell(\text{GT}_m)) = O(m^3) = O(n(\text{GT}_m)^{3/2}).\)

Recently in [9] it has been proven that also several resolution restrictions admit polynomial length resolution refutations. Furthermore by splitting the long clauses \(C_j \in \text{GT}_m\) into 3-clauses in the standard way (using new variables) they obtain \(\text{MGT}_m \in 3\text{-CLS}\) and they prove

\(\text{ComPr}(\text{MGT}_m) \leq O(n(\text{MGT}_m)^{3/2})\) and \(\text{width}'(\text{MGT}_m) \geq \Omega(\sqrt{n(\text{MGT}_m)})\).

Thus the general lower bound for (full) resolution from [5] (see Remark 3 in Subsection 8.1) cannot be improved (much) without using further data from the formula \(F\).

We prove the analogous result for our lower bound from Theorem 8.11, whereby now we do not have to split the long clauses (profiting from the fact that the dependency on \(p(F)\) is eliminated) but can use \(\text{GT}_m\) itself, and thus the lower bound proof for the width becomes much simpler.
Lemma 8.13 For \( m \geq 2 \) we have width(GT\(_m\)) = \( m - 2 \), where for \( m \geq 3 \) the estimation \( m - 2 \geq \frac{1}{T(m)} \sqrt{n(GT\(_m\))} \) holds. (Furthermore \( h(GT\(_m\)) = m - 1 \) is the case for \( m \geq 1 \).)

Proof: First we regard the width lower bound. In the course of the proof only clauses \( C \) are considered with \( \text{var}(C) \subseteq \text{var}(GT\(_m\)) \). Regarding \( C \) as a set of undirected edges between nodes from \( \{1, \ldots, m\} \), let \( s(C) \) be the size of a maximal independent subset \( C' \subseteq C \) (“independent” means, that \( C' \) does not contain an (undirected) circuit; in other words, \( s(C) \) is the number of edges in a spanning forest for \( C \).

Furthermore we say that \( C \) has property \( \mathcal{C} \) (written \( \mathcal{C}(C) \)) if \( C \) is a (non-disjoint) union of signed (directed) circuits.

Here a positive literal \( v_{i,j} \in C \) corresponds to a “forward edge” from \( i \) to \( j \), while \( \overline{v_{i,j}} \in C \) corresponds to a “backward edge” from \( j \) to \( i \).

Obviously for all possible indices \( i, j, k \) we have

\[
\mathcal{C}(A_{i,j,k}), \mathcal{C}(B_{i,j}) \tag{1}
\]

\[
s(C_j) = m - 1. \tag{2}
\]

Consider resolvable clauses \( D_1, D_2 \) with resolvent \( R \) where \( D_1 \cap \overline{D_2} = \{x\} \). Trivially we have

\[
s(R) \geq \max(s(C_1), s(C_2)) - 1. \tag{3}
\]

The first observation is that resolution with clauses having property \( \mathcal{C} \) does not decrease \( s \):

\[
\mathcal{C}(D_2) \Rightarrow s(R) \geq s(D_1). \tag{4}
\]

since, using \( \text{var}(x) = v_{i_0,j_0} \), in case of \( s(R) < s(D_1) \) there would be no undirected path from \( i_0 \) to \( j_0 \) by edges from \( R \), contradicting \( \mathcal{C}(D_2) \) and \( D_2 \setminus \{x\} \subseteq R \).

The second observation is that property \( \mathcal{C} \) is hereditary:

\[
\mathcal{C}(D_1) \land \mathcal{C}(D_2) \Rightarrow \mathcal{C}(R) \tag{5}
\]

which follows from the “strong elimination property of signed circuits” (see for example [6], Theorem 3.2.5 on pages 107, 108 together with pages 1 - 4) and the fact, that \( x \) is the only clashing literal of \( D_1, D_2 \).

Now consider a sequence \( D_1, \ldots, D_t \) of clauses such that

\[
T_i : GT\(_m\) \cup \{D_1, \ldots, D_{i-1}\} \vdash D_i
\]

for \( 1 \leq i \leq t \), where \( D_t = \bot \) and the \( T_i \) are input resolution trees (\( h(T_i) \leq 1 \)).
Let \( q \) be the minimal index such that \( T_i \) uses at least one axiom \( C_j \in \text{GT}_m \).
By (1) and (5) for all \( 1 \leq i < q \) we have \( C(D_i) \). Hence from (2), (3) and (4) we get \( |D_q| \geq s(D_q) \geq (m - 1) - 1 = m - 2 \).

For the hardness upper bound note that trivially \( h(\text{GT}_1) = 0 \) and \( h(\text{GT}_2) = 1 \) holds, while in [80] in fact it is proven that there is an input resolution proof of the clauses \( C_j \in \text{GT}_m \) from \( \text{GT}_{m+1} \) (that is, for a literal \( x \in C_j \in \text{GT}_{m+1} \) the clause-set \( \varphi_{C_j \setminus \{x\}} \) * \( \text{GT}_{m+1} \) is refutable by 1-clause resolution), and thus \( h(\text{GT}_{m+1}) \leq h(\text{GT}_m) + 1 \) follows for \( m \geq 2 \).

We obtain \( h(\text{GT}_m) \leq m - 1 \), and now by Lemma 8.7, part 5b the equations width(\( \text{GT}_m \)) = \( m - 2 \) and \( h(\text{GT}_m) = m - 1 \) follow.

We conclude that Theorem 8.11 can not be improved by replacing the term width(\( F \)) by width(\( F \)) for any \( \varepsilon > 0 \).

### 8.4.1 Linear resolution versus tree-like and full resolution

We conclude this section by pointing out some facts on linear resolution (which seem not to be widely known). Already from [49] it is clear that linear resolution can linearly simulate tree-like resolution. Explicitly proven is this fact in [88] (see also [60]). On the other side in [63] it has been “proven” that tree-like resolution can polynomially simulate linear resolution — that this proof holds only for a restricted kind of linear resolution has already been noticed by the author ([64]), and that in fact \( M \text{GT}_m \) have polynomial size linear resolution refutations but only (sub-)exponential tree-like refutations is shown in [9]. We here can use the simpler version, that \( \text{GT}_m \) have polynomial size linear resolution refutations ([9]) and that

\[
\text{Comp}_{\text{IR}}(\text{GT}_m) \geq 2^{m-1} \geq 2^\Omega(\sqrt{\text{width}(\text{GT}_m)})
\]

which follows from Lemma 8.13 and Corollary 8.8, to conclude that linear resolution is strictly stronger than tree-like resolution.

In [28] a (deterministic) linear time transformation \( F \rightarrow F^* \) is introduced, adding one new variable and using a tautological clause, such that trivially \( \text{Comp}_{\text{IR}}(F) \leq \text{Comp}_{\text{IR}}(F^*) \leq O(\text{Comp}_{\text{IR}}(F)) \) holds and such that the complexity of linear resolution for \( F^* \) is polynomially bounded by \( \text{Comp}_{\text{IR}}(F^*) \).

Whether the use of tautological clauses is necessary here is not known to me (as well as whether in general tautological clauses can be polynomially eliminated from linear resolution refutations).

Thus, when allowing tautological clauses, actually any sequence of clause-sets yielding a separation between full resolution and tree-like resolution gives rise to a separation between tree-like resolution and linear resolution. The relation between full resolution and linear resolution for the original clause-sets seems to be open.
9 Some final remarks on calculating the complexity of resolution

9.1 On the tightness of the general bounds for resolution

Suppose a family \((F_m)_{m \in \mathbb{N}}\) of unsatisfiable clause-sets is given, and the aim is either to prove a polynomial upper bound

\[
\text{Comp}(F_m) \leq \ell(F_m)^{O(1)}
\]

or to prove a super-polynomial lower bound

\[
\text{Comp}(F_m) \geq m^{\omega(1)}
\]

where \(\text{Comp}(F_m)\) is either tree- or dag-like resolution (with or without oracles). According to Theorems 7.8 and 8.11 (representing the state of the art w.r.t. general methods at this time) the following is known.

The tree-like case

If the hardness is bounded by a constant then the family \((F_m)\) has polynomial tree-like resolution refutations

\[
h(F_m) \leq O(1) \Rightarrow \text{Comp}_R(F_m) \leq n(F_m)^{O(1)}.
\]

If on the other side \(h(F_m)\) is faster growing than \(\log m\), then the family \((F_m)\) has only super-polynomial tree-like resolution refutations

\[
h(F_m) \geq \omega(\log m) \Rightarrow \text{Comp}_R(F_m) \geq m^{\omega(1)}.
\]

For the grey area in between where the hardness is not bounded but grows not faster than the logarithm we can not say anything but

\[
\omega(1) \leq h(F_m) \leq O(\log m) \Rightarrow \omega(1) \leq \text{Comp}_R(F) \leq n(F_m)^{O(\log m)}.
\]

In order to estimate \(h(F_m)\) the following means have been provided:

- several characterizations of the hardness have been given (see Subsection 7.2.2 for a compilation);
- in Subsection 3.4.2 a general method has been established allowing quite simple lower bounds as exemplified in Subsection 3.4.3 and Section 6;
- while a general method for upper bounds one finds in Subsection 3.4.1 with examples in Subsection 3.4.3 and Section 5.
A predecessor of the general bounds from Theorem 7.8 is the lower bound
\[ 2^{\text{width}(F) - p(F)} \leq \text{Comp}_R(F) \]
from [5], which for \( \perp \notin F \) can be improved to (see Corollary 8.8)
\[ 2^{\text{width}(F) + 1} \leq \text{Comp}_R(F). \]
However in general this gives only poor bounds: See Lemma 8.9 for a family \((F_m)\) of clause-sets with width \((F_m) \leq 6\), but \(h(F_m) \geq \Omega(\frac{m}{\log m})\) and thus
\[ \text{Comp}_R(F_m) \geq 2^{\Omega(\frac{m}{\log m})}. \]

**The dag-like case**

If the width is bounded by a constant then the family \((F_m)\) has polynomial resolution refutations
\[ \text{width}(F_m) \leq O(1) \Rightarrow \text{Comp}_R(F_m) \leq n(F_m)^{O(1)}. \]
If the width is faster growing than the square root of the number of variables times \(\log m\), then the family \((F_m)\) has only super-polynomial tree-like resolution refutations
\[ \text{width}(F_m) \geq \omega(\sqrt{n(F_m) \cdot \log m}) \Rightarrow \text{Comp}_R(F_m) \geq m^{\omega(1)}. \]
For the grey area in between we can not say anything but
\[ \omega(1) \leq h(F_m) \leq O(\sqrt{n(F_m) \cdot \log m}) \Rightarrow \omega(1) \leq \text{Comp}_R(F) \leq n(F_m)^{O(\sqrt{\log m \cdot \sqrt{n(F_m)}})}. \]

Compared to its predecessor from [5]
\[ \Omega\left(\frac{\text{width}'(F) - p(F)}{n(F)}\right)^2 \leq \log_2 \text{Comp}_R(F) \]
the lower bound from Theorem 8.11 has the following advantages:
- the somewhat disturbing dependence on \(p(F)\) has been eliminated (replacing “\(\text{width}'(F) - p(F)\)” by “\(\text{width}(F)\)”);
- any oracle \(\mathcal{U}\) (stable under formation of super-clause-sets) can be used.
Historical remark: Krishnamurthy/Moll in [52] emphasized the importance of large clauses for the analysis of resolution proofs:

For their sequence of “Ramsey formulas” \( R_m \) they proved

\[
\text{width}'(R_m) \geq \Omega(\sqrt{n(R_m)})
\]

(where \( p(R_m) \leq (2 + \log_2 n(R_m))^2 \)), and they formulated the general conjecture

\[
\text{Com}_{\text{PR}}(F) \geq 2^{\text{width}'(F)}
\]

Unfortunately the width bound for the Ramsey formulas falls into the above grey area, so their resolution complexity is still open. The direction of the conjecture on large clauses has finally by shown correct (while the precise formulation was somewhat too optimistic).

However, already 1975 Galil gave in [35] a sequence of 3-CNF formulas \( \alpha_n \) (using Tseitin’s formulas) with \( n(\alpha_n) \leq n \) and \( c(\alpha_n) \leq O(n) \), and he proved

\[
\text{width}'(\alpha_n) \geq \frac{n}{6(\log n)^2}.
\]

Thus finally his remark “We still hope that by using these lemmas [mainly the correspondence and the regularity lemma] one will be able to prove an exponential lower bound for the unrestricted resolution procedure.” has been justified.\(^{15}\)

9.2 The weak pigeonhole formulas

The pigeonhole formulas \( \text{PHP}_{k+1}^k \) have been used in [42] to show the first (sub)exponential lower bound on full resolution. Simplifications of his proof have been achieved in [22] and, using the proof search idea from [21], in [4]. The known results on the complexity of resolution are

1. \( \text{Com}_{\text{PR}}(\text{PHP}_{k+1}^k) \geq 2^{\Omega(k)} \) ([42]), more precisely, from [4] one can obtain \( \text{Com}_{\text{PR}}(\text{PHP}_{k+1}^k) \geq 2^{k/20} \) for \( k \geq 1676 \)

2. \( \text{Com}_{\text{PR}}(\text{PHP}_{m}^m) \geq 2^{\Omega(k^2/m)} \) ([18])

3. \( \text{Com}_{\text{PR}}(\text{PHP}_{m}^m) \geq 2^{k} \) ([17]).

\(^{15}\)It might causing suspicion that he was only able to handle regular resolution, but in fact he could obtain the width lower bound for unrestricted resolution by applying the regularisation process only locally, using that the conclusion of a regularized proof must be a sub-clause of the original conclusion (while the number of different clauses and the maximal size of clauses in the proof might increase).
The main remaining problem is to prove (or disprove) a super-polynomial lower bound on $\text{Comp}_R(\text{PHP}_k^m)$ for $k^2/\log k < m < k^{O(1)}$. Approaches one finds in [17] and [74].

For the lower bound on tree-like resolution we have given an alternative (easy) proof in Lemma 6.2 (the lower bound) together with Corollary 7.9, just exploiting the simple recursive structure of the pigeonhole formulas. Another (simple) possibility is to use Corollary 8.8 and the following lemma.

**Lemma 9.1** For all $m > k \geq 1$ we have $\text{width}(\text{PHP}_k^m) = k - 1$.

**Proof:** Any clause $C$ derived by (non-trivial) input resolution from PHP$_k^m$ has length $|C| \geq k - 1$ since a resolvent with a “long clause” from PHP$_k^m$ has at least $k - 1$ occupied columns, while resolution with a “short clause” does not alter the number of occupied columns.

Thus we have $\text{width}(\text{PHP}_k^m) \geq k - 1$. Equality now get from the upper bound $h(\text{PHP}_k^m) \leq k$ (Lemma 6.2) and Lemma 8.7, part 5a. 

We conclude our considerations by strengthening $\text{Comp}_R(\text{PHP}_k^m) \geq 2^k$ to the case where also the “dual” clauses are present in the formulation of the pigeonhole principle.

**Adding the “dual” clauses**

The standard formulation of the pigeonhole principle (see Subsection 2.3) can be enhanced to include also the “dual” clauses

\[
\begin{align*}
\text{dP}_k^m & := \left\{ \{v_i,j\} \mid 1 \leq i \leq m \right\} \quad \text{if } 1 \leq j \leq k \\
\text{dN}_k^m & := \left\{ \{v_i,j_1, v_i,j_2\} \mid 1 \leq i \leq m, 1 \leq j_1 < j_2 \leq k \right\}
\end{align*}
\]

(“d” for “dual”) expressing that “every hole contains at least one pigeon” and “a pigeon can not be in more than one hole simultaneously.”

In [56] the lower bound

\[
\text{Comp}_R(\text{PHP}_k^{k+1} \cup \text{dP}_k^{k+1} \cup \text{dN}_k^{k+1}) \geq 2^{k/20}
\]

for $k \geq 1676$ is proven (the proof of [4] carries over), still leaving open the possibility of exponential speed-ups (that is, lowering the exponent) when adding the dual clauses. Adding only the positive dual clause in fact this is impossible, since in [17] it is shown that

\[
\text{Comp}_R(\text{PHP}_k^m \cup \text{dP}_k^m) \geq \text{Comp}_R(\text{PHP}_k^m)/(2k^2 + 2k + 1)
\]

holds for arbitrary $m > k$. 
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The argumentation from [17] is not transferable to the tree-like case. We will show now that in fact for tree-like resolution addition of the dual clauses does not change the complexity at all. One may start with the observation that no regular resolution tree inferring the empty clause from $\text{PHP}_k^m \cup dP_k^m$ or $\text{PHP}_k^m \cup dN_k^m$ can use the dual clauses, since no dual clause is resolvable with any original clause.

**Lemma 9.2** For every regular resolution tree $T : \text{PHP}_k^m \cup dP_k^m \vdash \bot$ as well as for every regular $T : \text{PHP}_k^m \cup dN_k^m \vdash \bot$ in fact we have $T : \text{PHP}_k^m \vdash \bot$. 

To be able to add both types of dual clauses at the same time, we need some tools for resolution trees. Fundamental is the following distributivity property.

**Lemma 9.3** Consider a resolution tree $T : F \vdash D_0$ and a clause $D_1$ such that $D_0, D_1$ are resolvable with resolvent $D$ and resolution variable $v$. Let $F'$ be $F$ together with all resolvents on resolution variable $v$ of $C, D_1$ for clauses $C \in F$.

Then there is a resolution tree $T' : F' \vdash D' \subseteq D$ with $T' \leq T$.

**Proof:** Induction on the composition of $T$. 

Recall that two clauses $C_0, C_1$ are not resolvable iff either they do not clash (that is, $C_0 \cap \overline{C_1} = \emptyset$), or they clash on at least two literals (that is, $|C_0 \cap \overline{C_1}| \geq 2$).

We call two clause-sets $F_0, F_1$ not resolvable if for all $C_0 \in F_0$ and $C_1 \in F_1$ the clauses $C_0, C_1$ are not resolvable.

**Lemma 9.4** Assume $F_0, F_1$ are clause-sets which are not resolvable.

1. Consider a resolution tree $T : F_0 \vdash D_0$ and a clause $D_1 \in F_1$ such that $D_0, D_1$ are resolvable with resolvent $D$.

Then there is a resolution tree $T' : F_0 \vdash D' \subseteq D$ with $T' \leq T$.

2. Consider resolutions trees $T_i : F_i \vdash D_i$ for $i = 1, 2$ such that $D_0, D_1$ are resolvable with resolvent $D$.

Then there is a resolution tree $T'_0 : F_0 \vdash D' \subseteq D$ with $T'_0 \leq T_0$ or there is a resolution tree $T'_1 : F_1 \vdash D' \subseteq D$ (possibly larger than $T'_1$).

**Proof:** Part 1 follows immediately from Lemma 9.3. For part 2 apply Lemma 9.3 with $T = T_0$, and obtain $T' : F'_0 \vdash D' \subseteq D$ with $T'_0 \leq T_0$, where $F'_0$ is $F_0$ together with all resolvents of $C, D_1$ for $C \in F_0$, such that the resolution variable is the same as for $D_0, D_1$.

If $T' : F_0 \vdash D' \subseteq D$ then we are done: $T'_+ = T'$. Otherwise apply part 1 first to all the axioms of $T'$, and then iteratively “bottom up” until a resolution tree $T^* : F_1 \vdash D^* \subseteq D^* \subseteq D$ is obtained.
Lemma 9.5 Consider two clause-sets $F_0, F_1$ with $F_1 \in \mathcal{SAT}$, such that $F_0$ and $F_1$ are not resolvable. Then we have
\[
\text{Comp}_{\text{R}}(F_0 \cup F_1) = \text{Comp}_{\text{R}}(F_0).
\]

Proof: Consider a resolution tree $T : F_0 \cup F_1 \vdash \bot$. Apply Lemma 9.4, part 2 iteratively “bottom up” to subtrees of $T$ and replace them by the corresponding $T^+_0$, resp. $T^+_1$ until a resolution tree $T'$ is obtained with either $T : F_0 \vdash \bot$ or $T' : F_1 \vdash \bot$. Since $F_1 \in \mathcal{SAT}$, we have in fact $T : F_0 \vdash \bot$, and now Lemma 9.4, part 2 guarantees $\#\text{vS}(T') \leq \#\text{vS}(T)$. □

Corollary 9.6 For any $m > k \geq 0$ adding the dual clauses to PHP$_k^m$ does not alter the complexity with respect to tree-like resolution refutations:
\[
\text{Comp}_{\text{R}}(\text{PHP}_k^m \cup dP_k^m \cup dN_k^m) = \text{Comp}_{\text{R}}(\text{PHP}_k^m).
\]

Proof: Apply Lemma 9.5 with $F_0 = \text{PHP}_k^m$ and $F_1 = dP_k^m \cup dN_k^m$. □

Corollary 9.7 $\text{Comp}_{\text{R}}(\text{PHP}_k^m \cup dP_k^m \cup dN_k^m) \geq 2^k$.

Proof: By Corollary 9.6, Lemma 6.2 and Corollary 7.9. □
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