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Abstract

We address the problem of organizing a set T of shared data into the memory modules
of a Distributed Memory Machine (DMM) in order to minimize memory access conflicts (i.e.
memory contention) during read operations. Previous solutions for this problem can be found
as fundamental subprocedures of the PRAM simulation methods on DMM presented during
the last years. The efficiency of such solutions relies on the assumption that the set of shared
data 1s relatively small. Indeed, each shared data is replicated in at least two copies; moreover,
the number of processors and that of memory modules are polynomial in the number of the
shared data. This assumption is reasonable to the aim of PRAM simulations (where the shared
data consist only on the shared program variables) but it is not realistic in the case of parallel
systems for large public-accessible databases where the number of available resources (such as
processors and memory modules) is tipically significantly (say exponentially) smaller than the
size of the database.

As for the latter case, we present a new randomized scheme that given any positive parameter
B, with high probability, performs any set of r unrelated read operations on the shared data
set T in O(logr + log B) parallel time with no memory contention using r processors (where
each processor consists of O(r® 4+ 3) Boolean gates of fan-in two). The set T is distributed
into m DMM memory modules where m is polynomial in » and 3, and the overall size of the
shared memory used by our scheme is not larger than (1 + 1/(5))|T|) (this means that the data

replication can be made arbitrarily small). Our solution is thus very efficient in the case of a
large number of shared data. Furthermore, the memory organization scheme and most part of
all the computations do not depend on the read requests, so they can be performed once and

for all during an off-line phase.

*This paper merges and revises the results presented at the IV IEEFE - Israel Symposium on Theory of Com-
puting and Systems 1996 (ISTCS’96) and at the X VI Symposium on Theoretical Aspects of Computer Science 1999
(STACS’99).
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1 Introduction

Consider a shared-memory synchronous parallel machine in which a set of p processors can access
to a set of b external memory modules (also called banks) in parallel, provided that a memory
module is not accessed by more than one processor simultaneously. The p processors are connected
to the memory modules through a switching network. This parallel model, commonly referred to
as Distributed Memory Machine (DMM) or Module Parallel Computer, is considered more realistic
than the PRAM model and it has been the subject of several studies in the literature [Karp et al 96,
Karlin et al 86, Mehlhorn et al 84, Pietracaprina et al 93, Upfal 84]. In an EREW PRAM, each of
the p processors can in fact access any of the N memory words, provided that a word is not accessed
by more than one processor simultaneously. l'o ensure such connectivity, the total number of the
switching elements must be ©(pN). For large shared memory, constructing a switching network of
this complexity is very expensive or even impossible in practice.

One standard way to reduce the complexity of the switching network is to organize the shared
memory in modules [Kumar et al 95], each of them containing several words. A processor switches
between modules and not between individual words. So, if the total number of modules is 6 << N
we then need only ©(pb) switching elements to realize the interconnection network. There are two
fundamental problems that always arise when the DMM model is adopted. The first one concerns
the construction of feasible switching networks and related routing algorithms that must guarantee
a full connectivity between processors and memory modules with a sufficiently small delay. Several
randomized and deterministic solutions of this problem have been derived over the last years (see
[Leighton 92] for a good survey).

Once the routing problem is efficiently solved, the shared data have to be distributed (and,
if necessary, replicated) among the set of memory modules so that the p processors can access
them avoiding simultaneous reading accesses on the same memory module. This second problem
is sometimes referred to as the granularity problem. The importance of this problem lies in the
fact that reading conflicts on the same shared-memory module (and, in general, any operation
that generates conflicts in the use of shared external devices) can only be solved at the cost of a
significant time delay. So, the memory contention, i.e. the maximum number of shared accesses
simultaneously mapped into the same module, is one of the most important factors of the overall
time complexity of a DMM algorithm.

In this paper, we address the granularity problem by assuming that we have at hand a sufficiently
good solution for the routing problem and thus processors - memory modules communication is
efficiently achieved. We also assume that our DMM model is provided by memory interleaving
technology [Kumar et al 95] that allows the CPU of any processor to send access requests to more
than one memory module simultaneously, provided that each of these modules is not used by other
processors.

Based on the above assumptions, several works have been devoted to the design of efficient
solutions for the granularity problem. In particular, randomized solutions have been presented
in [Karp et al 96, Mehlhorn et al 84, Upfal 84], while deterministic but less efficient solutions have
been introduced in [Pietracaprina et al 93, Upfal et al 87]. Most of these works concern the problem
of simulating a PRAM algorithm on a DMM model. Further relevant applications of the granu-
larity problem concern the design of parallel systems for Private Information Retrieval (PIR) on
public-accessible databases [Chor et al 97, Chor et al 95, Gertner et al 98], parallel routing-table
computations [Konstantinidou et al 90, Pluris 98, WPluris 98] for IP lookup, and matrix represen-



tations in parallel image processing (skewing schemes) [Liu et al 92, Frailong et al 85].

Let T be the table of the binary data to be shared and r (1 < r < p) be the number of parallel
read requests to be satisfied. The performance analysis of any solution of the granularity problem
on the DMM model should mainly address the following aspects. i) The size of the shared memory
required to implement the original table 7. i) The number of memory modules in which 7 is
distributed. #ii) The memory contention, i.e., the maximum number of simultaneous read requests
sent to a single memory module. iv) The parallel time complexity. v) The circuit-size complexity
of the processors.

Clearly, the role of the first aspect becomes crucial when large data tables have to be shared
(this is the case, for instance, of public databases accessible, say, on WWW servers). On the other
hand, in the case of PRAM simulations, it is reasonable to assume that the number of shared
data is relatively small [Pietracaprina et al 93]. The parallel time complexity depends on the local
computations performed by each processor, and on the memory contention. As discussed before, it
is reasonable to assume that the latter represents a dominant factor.

To our knowledge, the best randomized solution for the granularity problem in the case of
PRAM simulation on the DMM model (notice that in the randomized case, it is assumed that the
DMM processors have access to a public pseudo-random generator) has been introduced by Karp
et al in [Karp et al 96]. They indeed derived a randomized method that simulates a PRAM with
ploglog plog® p processors by using a DMM with p processors with optimal expected delay time
O(loglog plog* p) per step of simulation. In one (the best) version of their solution the memory
contention is O(loglog p) and each of the shared data is replicated in ¢ > 2 copies and mapped to p
memory modules by means of ¢ hash functions (see also [Karlin et al 86]). It is important to remark
that such hash functions have sufficiently good random properties (and, thus, they work correctly)
only if the size of the domain of the mapped data is polynomial in p. This is one of the reasons
for which their randomized simulation determines a partition of the generic PRAM algorithm into
a sequence of consecutive phases to be executed by the DMM; each phase simulates O(pl/lo) steps
of the PRAM algorithm and all the variables (observe that this number is at most O(pu/w)) used
during these steps are distributed into the memory modules by using new randomly selected hash
functions. This random distribution is called the cleaning up task. Such a solution thus requires
the a priori knowledge of the data used during the generic phase and which must be assigned to
the memory modules.

From the above discussion, it follows that Karp et al solution is unfeasible when: i) the number
of shared data is much (say exponentially) larger than the number r < p of parallel read requests;
i1) it is not possible to determine which is the set of shared data that will be requested in the next
phase.

These are the typical situations that arise in the case of concurrent accesses to large data
structures such as public database available on WWW servers and IP routers databases where
"1, Finally, we emphasize that an
application of Karp et al’s method for these instances of the granularity problem would imply a

non predictable read requests have to be satisfied in “real time

new assignment of the sharing data to the memory modules (during the cleaning up task) for each
new set of read requests.

! Observe that in these cases read operations on the memory modules are much more frequent than write operations.



1.1 Our Results

We address the problem of organizing a binary database T of size N = 2" into the shared memory
of a p-processors DMM in order to perform any set of » < p unrelated read accesses on 1" by a
subset of r processors. A trivial deterministic solution that has no memory contention would be
that of storing r copies of 1" into r different memory modules. In this case we would have memory
size N which is clearly unfeasible for large databases. One of our constraints, instead, is that of
using a shared memory of optimal size (i.e. O(N)).

Our solution consists of two main parts: an “off-line” memory organization scheme and an
“on-line” randomized reading procedure .
The first part provides a parameterized deterministic method that distributes 71" into the set of
memory modules. Given any “data-replication” parameter § > 1, the overall memory size is
(1+ %)N and the number of memory modules is polynomial in r, § and the security parameter &
of the randomized reading procedure (so, it does not depend on N). This implies that an eventual
implementation of a larger binary database requires only to increase the size of every memory
module while keeping the same number of them. Furthermore, the memory organization (i.e. the
distribution of 7" into the memory modules) does not depend on the input requests and on the
binary values of 7' (so, the updating of 7" never requires a new organization of the shared memory).
The second part consists of a randomized reading scheme that, given any security parameter 0 <
d < 1/2 and the parameter § , performs, with probability at least (1 — J), any set of r unrelated
read requests on the input table T" within the following complexity

e there is no memory contention;

e O(logr +log 3+ log(1/6)) parallel time;

e the processors have circuit size O((3/8)r?);
e O(logr +logd) random bits.

When N (i.e. the amount of shared data) is large, the fact that all the complezity measures
do not depend on N make our solution more efficient than those proposed for PRAM simulations.
We also note that the procedure has the same performances even when all the r processors ask the
same bit. In the “unlikely” case of error (i.e. memory contention greater than 0), the randomized
procedure does not fail to compute the read requests, however, the correct computation of the r
requests is delayed.

The on-line computation performed by any of the r processors in order to select the subsets of
memory modules which have to be accessed to satisfy its read request is simple and involves only
elementary linear algebra on finite fields (more precisely, it is required to compute the set of points
that belong to a line specified by one of its points and the parameters of its direction). Then, by
using a simple multicast protocol, each of the r processors sends the same request to allits selected
modules.

We also provide a possible derandomization of our method. However, removing randomness
from our algorithm yields a significant increasing of the circuit size and depth of the processors (and,
thus, of the parallel time during the “on-line” phase). The main interest of the deterministic version
lies in its consequences in circuit complexity. In fact, by re-stating the overall algorithm in terms of
Boolean circuits, this version provides an efficent solution for computing an arbitrary finite Boolean



function on a set of unrelated inputs, a fundamental problem which has been extensively studied
in the literature [Bshouty 89, Nisan et al 94] (the problem is known as the Direct Sum Problem).
Ulig [Ulig 74] proved that if L(r,n) denotes the worst-case, circuit-size complexity to compute an
n-variable boolean function on r unrelated inputs then we have L(r,n) = (14 o(1))L(1,n) for any
r = 20(n/1ogn) " Then, the deterministic version of our algorithm implies that Ulig’s result holds for
the wider case r = 2°(") and that, for any 0 < € < Tandr < 2”(%_5), it holds L(r,n) = O(L(1,n)).
This theoretical consequence of our method is out of the scope of our paper, we will thus omit
it and we refer the reader to [Andreev et al 96] for a detailed description. On the other hand,
our randomized method can be efficiently used to implement Private Information Retrieval (PIR)
schemes [Chor et al 97, Chor et al 95, Gertner et al 98] on the DMM model. This application will
be discussed in Section 5.

2 The Memory Organization Scheme

Let T be the binary database to be shared, and let |I'| = 2™ for some integer n > 0, we then
consider 1" as the output table of a finite Boolean function f :{0,1}" — {0,1}. According to this
terminology, our problem is that of computing the function f on a set of r unrelated inputs.

In this section we introduce an algebraic method to represent finite Boolean functions. This
method will be then used to distribute the shared database 1" into the memory modules of the
DMM. To this aim, we split the input space {0,1}" in the direct product of two subsets:

{0,1}" = {0, 1}*F x {0,1}"~**

(the correct choice of & will be given later). The set {0, 1}** is here considered as the 4-dimensional
linear space G'F'(¢q)* over the finite field GF(q) where ¢ = 2*. It follows that f can be written as
f(A, B), where A € GF(q)*, B € {0, 1}"_4k, and our problem is now to compute the set of values

f(Ala Bl)af(“‘?a BZ)a e '7f('47‘a Br)

for arbitrary pairs (A;, B;),1=1,...,7.
Let [(A, u) be the line passing through A and parallel to the vector A(u) = (1, u,u* u*). Notice
that the parameter u determines the direction of the line. Let U be any subset? of GF(q). The

term SL4(U) denotes the set of all lines /(A, u) such that A € GF(q)* and v € U. We also define
the set of points

#(Au) = 1(A,u) \ {A) .

We are now ready to introduce our organization of f in the shared memory. For any A € GF(q)*,
consider the function fy : {0,1}"~* — {0,1} defined as

fa(B) = f(A, B)
furthermore, for each line [ € SL4(U), define the function g; : {0,1}*~** — {0,1} as

a(B) =P fa(B) .

A€l

?In our algorithm we will give a suitable choice of this subset, however, the results of this section hold for any

U C GF(q).



Each output table of these functions is stored in one single memory module of the DMM. Processors
can specify the input of one of these Boolean functions and get one output bit. The time required
to perform this external operation is denoted as extime. The maximum number of concurrent
accesses on the same module is denoted as memory contention. Notice that the construction (more
precisely, the size and the structure of the function tables) is independent of f and of the sequence
(Ai,Bi), i=1,...,r. So, it can be performed off-line in a preliminary phase once and for all.

3 The Reading Procedure

In what follows, we will assume that the output table 1’ of f is stored in the shared memory modules
by means of functions g; and f4 as described in the previous section. Let us first observe that, for
any A € [, it holds

faB) = aBP| P faB)], VBe{fo1}

A*el\{A}
Informally speaking, the idea of our solution is that we can compute f on a given input (A;, B;)
without using the memory module that contains fy4,. Indeed, if we consider a set {uy,...,u,} of
elements from G F'(q) then we can compute f on (A4;, B;), 1 = 1,...,r, by applying the following
simple procedure :
e Procedure READ.
e input:
— (A, Bi),i=1,...,r
—{ur,.. . u} (s €GF(g)) i=1,...,r;
¢ begin
e foranyi=1,...,rdo
. — begin
— read gl(Ai,ui)(Bi);
— for any A* € I#(A;, u;), read fa-(B;);

— end
e for any i = 1,...,r compute
F(A, Bi) = giia,un(B:) EP P B (1)

A €l# (A ,uy)

e return f(A;, B;), forany i=1...r.

e end.



The system in Eq. 1 suggests us a way to avoid memory contention in READ: it suffices to find a
set of elements {u1,...,u,} such that any function of type f4 or ¢g; (and so any memory module)
can participate only in one equation of the system. More formally, we need a sequence of elements
{uy,...,u,} such that

for any i # 5 1#(A;,u) ﬂl#(Aj, u;) = 0. (2)
In the next section, we provide an efficient randomized solution for this searching problem while a
possible derandomization of it will be discussed in Section 4.2.
3.1 Avoiding Memory Contention Via Randomness

The randomized algorithm that, on any input sequence Aq,..., A,, returns an output sequence
uq, ..., u, satisfying the condition in Eq. 2, enjoys of the following result.

Lemma 3.1 Let d > 1 and let U be any subset of GF(q) such that |U| > dr®. Let
M =u ], i=1,....dr% j=1,...r

be a matriz of pairwise distinct elements from U. The probability that a randomly chosen indez i
satisfies the property

fOT anyjl 75.7'27 l# J17u20,J1 ﬂl J27u207]2 = @ (3)

is greater than 1 — ﬁ

Proof. The proof is by contradiction. Let us define the subset

BAD:{iE{]v"'adrz}|E|j1(7;)7£j2(7")7[#( J1s 2]1())nl (AJ'N i,42(1 )#Q)}

Assume that for some U C GF(q) with |U| > dr® and for some matrix M of dr® distinct elements
of U we have that

dr? r2
BAD| > — = —. 4
BAD| > T (4

For any i € BAD, consider two indexes ji (i) # j2(7) for which
(A s tia i) N 1 (A iy i) # 0 (5)

(observe that, from the definition of BAD, these two indexes must exist).
Since u; j, (; ;é U j, (i (remind that M consists of pairwise distinct elements from U), Eq. 5 easily

implies that A i) 7 Aj,(i)- Since the number of possible pairs (Aj (i) Ajz(i)) with Aj ) # A, is

1 1
57"(7" -1)< 57'2 < |BAD|

then at least two different 4; and 4y exist for which A; ;;) = A; (i) and Aj, ;) = Aj,,)- Let

A = A

Jili) = Ajl(Z'Q), and A, = A,

J2(41)

= Aj(n) -

7



Define also

Cvo= WAL G 6) [VH(Azy gy gy60) 5 Coo = WA ug, ) (A2, 14, ,0)) -

Consider now the four vectors
VlzCl—Al, VQIAQ—Cl, V3:CQ—AQ, ‘/4:Al—02.

It is easy to verify that they are linearly dependent, i.e. Vi + V5 + V3 4+ V4 = 0. Furthermore, we
have that

Vill h(ur),  Vallh(u), Vil h(us), Vil A(ua), where

Ur = Uiy ji(in)y U2 = Uip ga(in)s U3 = Uigjo(in)y U4 = Wig 5y (3n) -

At least two of the above vectors Vi, Vo, V3, V4 are not zero. It follows that vectors h(u;),i =
1,...,4 should be linearly dependent. But this is not true: these vectors constitute the well known
Wandermonde determinant which is always positive for pairwise distinct values of u;, 1 =1,...,4.
This implies that |[BAD| < % and the lemma is proved.

O

Informally speaking, this lemma states that if we randomly choose a row of M then, with high
probability, the r elements contained in this row can be used to compute the system in Eq. 1
without reading conflicts on memory modules. The formal randomized procedure is described in
the next section.

4 The Overall Solution

Let us consider a DMM with r processors. In order to run randomized algorithms, we assume that
a public pseudo-random generator of bits is available to all processors.

1. The Pre-Processing Task: The Shared Memory Partition. This task receives the output
table T of f, the data-replication parameter 3, and the security parameter § = ;—d. Let

k = [logd+3logr+logB], and ¢ = 2F

Consider the field GF(q) using its standard binary representation. Define U as the first dr®
elements in GF(q) (any ordering of the field works well). Then, we store the subtables f4
(for any A € GF(q)*) and g; (for any [ € SL4(U)) in the shared memory modules (each of
them is stored in one single memory module).

2. The On-Line Reading Procedure. The procedure receives a set of r read requests {X; =
(A, Bi), i=1,...,r}.
2.a. The Randomized Procedure RAND.

e Define the (dr? X r)-matrix M where
M(i,j) is the ((i — 1)r+ j)-th element of U

(note that we don’t need to store M in the shared memory)



e Choose uniformly at random an index ig from the set 1,...,dr?;

e Lor any j = 1,...,r processors p; reads ¢:g and computes
uj = M(iR, j) -
2.b. The Procedure READ. Apply procedure READ using the sequence (uq,...,u,).

4.1 Performance Analysis

1 The Pre-Processing Task: The Shared Memory Partition. Since we have defined £k =
[log d 4 3logr + log B and ¢ = 2%, it follows that

|GF(q)*|U]
|G F(q)]
U

24 o

< 24"“1.
- 5

|SLa(U)]

The total size of the shared memory used to implement f is thus the following

1
IGF(g)"12"=% + |SLy(U)[2"~* < <Q4k+24kﬁ> -

= (1+5)

The number of memory modules is |G F(q)*| + |SL4(U)| = O(d*r'?3*). So, if we have to
implement a larger table while keeping the same values of the other parameters, the number
of the memory modules does not increase (only their size increases). Furthermore, if some bit
in the Table T" of f has to be changed, we just need to update the contents of some memory
modules but we do not need to update the distribution of I" in the memory.

2.a. The Procedure RAND. We first perform [logr + log d| calls of the public pseudo-random
generator to select ig. Then, the processor p; (j = 1,...,r) returns the element u; by
computing the ((¢ — 1)r+ j)-th element of U. This computation in G'F(q) requires O(k) time
using O(k?) processors.

2.b. The Procedure READ. In order to compute f we apply the procedure READ. For any
j=1,...,r, p; computes the function

f(Aj7Bj) = gl(Ai,ui)(Bi) @ ( @ fA*(BZ)) .

9



Assume now that the sequence uq, ..., u, verifies the property in Eq. 3 (from Lemma 3.1,
this happens with probability greater than (1 —1/(2d))). In this case, each memory module
receives at most one query, so the memory contention is 0. It follows that the task of each
processor p; can be performed in O(log r+log d+log 3) +extime parallel time using a number
of processors (each of these processors is in fact a Boolean gate of fan-in two) that satisfies
the following bound

O(|I#(A,u)l) = O(2) = O(dr"B)

Finally, we emphasize that processor p; asks the same bit (i.e. that having address B;) to all
”its” memory modules, so these requests can be sent by a simple multicast protocol.

We can now state the following theorem.

Theorem 4.1 Given any 3,d > 1, the above system distributes a set T of 2" binary data and
computes, with probability greater than (1 —1/(2d)), any set of r read requests within the following
complexity

o (1+ %)2” memory size (no additional shared memory for extra-computation);
e O(logr +log 3+ log d) + extime parallel time (with no memory contention);
e 1 processors each of them having circuit size O(dr3().

e O(logr + logd) random bits.

Finally, we emphasize that if the procedure RAND returns a “bad” sequence of elements from
GF(q) the algorithm still computes the correct output: in this case, however, more than one read
operations have to be performed on the same memory module.

4.2 The deterministic version

The algorithm ALG shown in the previous section can be derandomized by selecting one correct
sequence {uq,...,u,} that satisfies Eq. 3 in a deterministic way. More precisely, it is possible to
apply a procedure INIT that considers the matrix M (7,j) and then computes the first row iy of
M that satisfies Eq. 3. Clearly, the existence of a row in M satisfying Kq. 3 is an immediate
consequence of Lemma 3.1. Then, the rest of the procedure is the same of Algorithm ALG.

The procedure INIT must check Eq. 3 on at least a fraction 1/2¢ + 1 of the er? rows and
then determine the index ¢3. Notice that, once ig is determined, since the M elements are fixed,
each processor p; can compute its own parameter u; independently. It is not hard to see that the
checking task requires a global Boolean circuit of size O(r*k?%) and depth O(logr + log k). Indeed,
Eq. 3 can be verified by checking the feasibility of a linear system in GI'(¢q)* (¢ = 2*) having
two equations. This can be done with a Boolean circuit of O(k?) gates and depth O(logk). This
checking must be performed in parallel for all possible pairs of distinct elements in every row (such
pairs are r(r — 1)/2) and for at least (1/2c¢+ 1)cr? rows.

From the above description it should be clear that the deterministic version is much more
expensive (in terms of circuit size of the processors and parallel time) than the randomized version

10



(even though its complexity is still independent of the size of the sharing data). We also observe
that the procedure INI'T must be run for every new set of read requests since it depends on the
prefixes Aq,..., A,.. The only practical reason for which the deterministic version can be chosen
rather than the randomized one is thus the lack of a good pseudorandom generator.

On the other hand, the main interest of the deterministic version lies in its consequences in
circuit complexity. In fact, by re-stating the whole algorithm in terms of Boolean circuits, our
deterministic method provides an efficent solution for computing an arbitrary Boolean function
on a set of unrelated inputs (the problem is known as the Direct Sum Problem [Nisan et al 94,
Bshouty 89]). Indeed, Ulig [Ulig 74] proved that if L(r,n) denotes the worst-case, circuit-size
complexity to compute an n-variable boolean function on r unrelated inputs then we have L(r,n) =
(1 + o(1))L(1,n) for any r = 2°*/1087) " The deterministic version of our algorithm implies that
Ulig’s result holds for the wider case r = 2°("), and that, for any 0 < € < %, for any r < 2”(%_5),
we have L(r,n) = O(L(1,n)).

This theoretical consequence of our method is out of the scope of this paper, we thus refer the
reader to [Andreev et al 96] for a detailed description of this part.

5 An Application: Parallel Private Information Retrieval Using
the DMM Model

The problem of Private Information Retrieval (PIR) consists of designing distributed models and
related algorithms that enable users to perform queries (i.e. read operations) to databases while
keeping these queries secret from the database owner.

The rapid development of distributed databases and all kinds of data-services available on
WWW servers is one of the major motivations of several recent works on this problem [Chor et al 97,
Chor et al 95, Gertner et al 98]. All the existing solutions for PIR achieve information theoretic
privacy by replicating the database into several copies managed by independent agents that are
not allowed to communicate with each other. This allows the user to make different queries to
different copy agents and combine their answers to compute his original query, without giving any
information about it to the database agents.

This problem is usually formalized (see [Chor et al 95]) by considering the database (or any
copy of it) as the output table of a function f : {0,1}" — {0,1} and any user request as the
specification of an input z € {0,1}". A PIR system must return the value f(z) to the user without
giving any information about z to the database owner (or to the copy owners).

Since public databases are expected to be used by a large number of users, it is natural to design
parallel systems that allows the computation of more queries from different users while minimizing
the memory contention. A feasible solution for this task relies on the use of the DMM model to
implement each copy of the database function f and to satisfy the user queries in parallel. Each
agent copy of f is distributed on the memory modules of one DMM according to our memory scheme
(i.e. each copy of the database is the table 7" in our solution). It is then immediate to verify that
our randomized solution can be efficiently applied in order to implement any PIR system that uses a
set of [ copies of the original database by using [ DMM. We also emphasize that the best available
protocols [Chor et al 95, Gertner et al 98] for PIR are based on the computation of xor (linear
summations in G F(2%)) among different queries from different copies of the original database.
This linear algebra is exactly the same used in our solution in order to determine the correct

11



read accesses from the memory modules of one DMM. So, we do not need a more sophisticated
technology than that commonly adopted by such protocols and in several “real-world” databases

(see [Chin 86, Dobkin et al 79, Ullman 82]).

A further motivation in designing parallel systems for PIR arises from a recent work by Gertner
et al [Gertner et al 98]. They indeed introduced a new method to achieve both user and database
privacy without making copies of the original database. Their method relies on the use of universal
random servers containing random sequences that are accessed by the users to derive the answers
of their queries. The main novelty here is the fact that the same random sequence of a universal
server can be used by the users of several independent databases (and, thus, by more independent
PIR systems). This clearly provides a further motivation in designing parallel systems for PIR
applications.
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