BRANCHING PROGRAM, COMMUTATOR, AND ICOSAHEDRON, PART I

JUI-LIN LEE

Abstract. In this paper we give a direct proof of $N_0 = N'_0$, i.e., the equivalence of uniform $NC^3$ based on different recursion principles: one is OR-AND complete binary tree [in depth $\log n$] and the other is the recursion on notation with value bounded in $[0, k]$ and $|x| = n$ many steps. A byproduct is that the multiple product of $p(\log n)$ many Boolean matrices with size $q(\log n) \times q(\log n)$ (where $p, q$ are polynomials and $n$ is the input size) is computable in uniform $NC^3$. We also investigate the computational power of $LR(f), RL(f), DC(f)$ according to the associativity and commutativity of $f$ and the size of $B$.

1. Introduction

In this paper we will focus on uniform parallel complexity classes within $NC^4$. Consider the following two types of computational schemes: Divide-and-Conquer and sequential recursion. Apply then on a simple binary operation $f : B \times B \rightarrow B$ with a nonempty finite domain $B$, i.e., for input sequence $\overrightarrow{b} = b_1 b_2 \ldots b_n \in B^*$, the scheme Divide-and-Conquer computes the following:

- for $n = 2$, $DC(f)[b_1 b_2] = f(b_1, b_2)$;
- for $n = 2^{m+1}$, $DC(f)[b_1 \ldots b_{2^{m+1}}] = f(DC(f)[b_1 \ldots b_{2^m}])$.

And the from-left-to-right sequential recursion computes the following:

- for $n = 2$, $LR(f)[b_1 b_2] = f(b_1, b_2)$;
- for $n > 2$, $LR(f)[b_1 \ldots b_n] = f(LR(f)[b_1 \ldots b_{n-1}], b_n)$.

The dual from-right-to-left sequential recursion $RL(f)[b_1 \ldots b_n]$ is defined similarly.

The Boolean formula depths for $DC(f)$ and $LR(f)$ are $O(\log n)$ and $O(n)$ respectively. Though these two schemes seem different, they have the same computational strength, i.e., uniform $NC^3 = \text{uniform } AC^0 + \langle DC(f) \mid f \text{ is a finite function} \rangle = \text{uniform } AC^0 + \langle LR(f) \mid f \text{ is a finite function} \rangle$. It is shown that $N_0(= A_0 + \text{tree}) = \text{ALGTIME}$ in [6] and $N'_0(= A_0 + k\text{-BRN}) = \text{ALGTIME}$ in [7]. Here $A_0$ is the function algebra for uniform $AC^0$, tree$(x)$ is the OR-AND complete binary tree applying to the first $4^m$ bits of $x$ where $4^m < |x| \leq 4^{m+1}$ (actually tree$(x) = DC(|x|)$), where $|$ is the Sheffer’s stroke), and $k$-BRN is the recursion on notation with value bounded in $[0, k]$ and $|x|$ many steps of recursion.

In this paper we first prove $N_0 = N'_0$ directly. In Section 2 we introduce function algebras which characterize uniform $AC^0, AC^0(\text{Mod}_k), NC^3$. In Section 3 we introduce the notion of expressibility. We prove that $N'_0 \subseteq N_0$ in Section 4. To compute $k$-BRN by tree$(x)$, the idea is straightforward: instead of computing $k$-BRN iteratively, we express each step of recursion, which is a finite function (for $k$.
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is a constant), as a Boolean matrix of size \((k + 1) \times (k + 1)\). Since the composition of functions (or Boolean matrix product) is associative, one can use Divide-and-Conquer to compute \(k\)-BRN in depth \(O(\log n)\). Note that we still need to check the uniformity, i.e., what kind of computation will suffice to arrange the bits in \(x\) to plug into \(tree\) for simulating \(k\)-BRN by \(tree\).

We apply this technique to get the following result: The product of \(p(\log n)\) many Boolean matrices with size \(q(\log n) \times q(\log n)\) (where \(p, q\) are polynomials and \(n\) is the input size) is computable in uniform \(NC^1\) (see Theorem 4.10).

In Section 5 we prove that \(N_0 \subseteq N_0^\prime\). The converse direction is based on \([2]\). Barrington used the simple group \(A_5\) to simulate logic connective \& by branching program. The crucial part is the existence of three 5-cycles \(\sigma, \delta, \tau\) with \(\sigma \delta \delta^{-1} \tau^{-1} = \tau\), i.e., 5-cycles do not degenerate in commutator operation. Again we need to check the uniformity.

The uniformity we use here is actually quite restricted. To use \(LR(f)\) (or \(DC(f)\)) to simulate other function (say, \(g(x)\)), we need to generate an input sequence \(\overrightarrow{b}\) to plug into \(LR(f)\) (or \(DC(f)\)). \(\overrightarrow{b}\) is of polynomial size (with respect to \(|x|\)), and its bits are from \(\{0, 1, x_1, \ldots, x_i, \ldots\}\). During the arrangement of \(\overrightarrow{b}\), we know nothing about \(x\) except its length (actually only knowing an upper bound of the length will be enough).

We are interested in the computational power of uniform \(AC^0 + LR(f)\) (or \(DC(f)\)) with a single \(f\). That is because somehow the proof of \(N_0 = N_0^\prime\) is based on \(NC^1\) complete functions \(tree(= DC())\) and \(LR() (= DC())\), where \(\circ\) is the group multiplication on \(A_5\).

We investigate the computational power of \(LR, RL, DC\) according to the associativity and commutativity of \(f\) and the size of \(B\), and we have the following results:

1. If \(|B| \leq 4\), then \(AC^0(LR(f)) \subseteq AC^0(\text{Mod}_2)\): In Section 6, we actually prove that the composition of functions \(f_n \circ \cdots \circ f_1\) with each \(f_i : B \to B\) and \(|B| \leq 4\) is computable in uniform \(AC^0(\text{Mod}_2)\). This method also classifies the computational strength of 1-BRN, 2-BRN, and 3-BRN.

2. If \(f\) is associative and commutative, then \(AC^0(LR(f)) \subseteq ACC\): Since \(f\) is associative and commutative, and its domain is finite, for each \(a \in Dom(f)\) we may use modular counting according to the behavior of powers of \(a\) (with respect to \(f\)). (Note that the power of \(a\) is periodic and the length of its period \(\leq |\text{Dom}(f)|\))

3. If \(f\) is associative and \(|B| < 60\), then \(AC^0(LR(f)) \subseteq ACC\): This is based on a result of \([4]\). See Section 7.

4. There is a nonassociative, commutative \(f\) with \(|B| = 2\) such that \(AC^0(DC(f)) = NC^1\): That is because \(DC() = tree\).

5. There is a nonassociative, commutative \(f\) with \(|B| = 5\) such that \(AC^0(LR(f)) = NC^1\): With \(|B| = 5\) (say, \(B = \{a, b, c, d, e\}\)), one can construct a commutative multiplication table for \(f\), such that \(f(\cdot, a)\) performs a 5-cycle permutation \((a b c d e)\), and \(f(\cdot, b)\) performs a 2-cycle \((ac)\):

\[
\begin{align*}
f(a, a) &= b, & f(a, b) &= c, & f(a, c) &= d, & f(a, d) &= e, & f(a, e) &= a, \\
f(b, a) &= c, & f(b, b) &= b, & f(b, c) &= a, & f(b, d) &= d, & f(b, e) &= e, \\
f(c, a) &= d, & f(c, b) &= a, & f(c, c) &= e, & f(c, d) &= e, & f(c, e) &= e, \\
f(d, a) &= e, & f(d, b) &= d, & f(d, c) &= e, & f(d, d) &= e, & f(d, e) &= e, \\
f(e, a) &= a, & f(e, b) &= e, & f(e, c) &= e, & f(e, d) &= e, & f(e, e) &= e.
\end{align*}
\]
Since one 5-cycle and one 2-cycle will generate $S_5$, we have $AC^0(LR(f)) = NC^1$.

Finally in Section 8 we consider the commutator operation $*_c$ on a subset of $A_5$ (twelve 5-cycles and one identity element). This operation $*_c$ is not associative. We then describe the computing power of $LR(*_c)$ and $DC(*_c)$, and explain how it is related to icosahedron.

2. Function algebras

In this section we define function algebras $A_0, A_0(k), N_0, N'_0$. Roughly speaking, a function algebra is the smallest class of functions containing some basic functions and closed under some schemes. Examples of schemes are composition, iteration, recursion with some limitation. The advantage of function algebraic approach is that it is not machine dependent. We will define the function algebras $A_0, A_0(k), T_0$ which characterizes uniform $AC^0, AC^0(Mod_k), TC^0$ respectively. (For details see [6].)

In function algebras all functions have domain and codomain $\mathbb{N} = \{0, 1, 2, 3, \ldots\}$.

Definition 2.1. zero $x = 0; s_0(x) = 2x; s_1(x) = 2x + 1; i_k^n(x, x_1, \ldots, x_n) = x_k; |x| = \lceil \log_2 (x + 1) \rceil; x \# y = 2^{|x| - |y|}; (x) \text{ mod } 2 = x - 2 \cdot \lfloor x/2 \rfloor; \text{Bit}(i, x) = (\lfloor x/2 \rfloor) \text{ mod } 2; |x|_2 = ||x|| \text{ for } k \geq 2; |x|_{k+1} = ||x||.$

Definition 2.2. Suppose that $h_0(n, \vec{x}), h_1(n, \vec{x}) \leq 1$. The function $f$ is defined by CRN (concatenation recursion on notation) from $g, h_0, h_1$ if

\[ f(0, \vec{x}) = g(\vec{x}), \]
\[ f(s_0(n), \vec{x}) = s_{h_0(n, \vec{x})}(f(n, \vec{x})) \text{ for } n > 0, \]
\[ f(s_1(n), \vec{x}) = s_{h_1(n, \vec{x})}(f(n, \vec{x})). \]

Definition 2.3. $A_0$ is the smallest class of functions containing the basic functions zero, $s_0, s_1, i_k^n, |x|, \#, \text{Bit}(i, x)$, and closed under composition and CRN.

In [9] Immerman developed the notion of first order definability which captures uniform circuits without involving sequential or alternating Turing machines. Because of the robustness of this class, people believe that this notion is the right notion of uniform $AC^0$. In [6] Cote proved that $A_0 = FO$, where $FO$ is one version of uniform $AC^0$ defined by first order definability. (We will not use this result later.)

Definition 2.4. Let $\vec{x} = x_1, x_2, \ldots, x_m$ be a sequence of natural numbers, $|\vec{x}| = \max(|x_1|, \ldots, |x_m|), \text{ and } ||\vec{x}|| = \max(||x_1||, \ldots, ||x_m||)$. A function $f$ is sharply bounded (or doubly sharply bounded) if it is a polynomial $p$ (or a constant $c$) such that $f(\vec{x}) \leq p(||\vec{x}||)$ (or $f(\vec{x}) \leq c ||\vec{x}||$) for all $\vec{x}$.

Now we recall some useful results from [3], [7], [8], [11]. While keeping uniformity in Sections 4, 5, we will use Lemmas 2.5, 2.7, 2.10, 2.13, 2.16, CRN, $\text{Seg}(x, i, j)$, $\text{Seg}(x, i, j)$.

Sharply bounded quantifiers are of the forms $\exists x \in |t|, \forall x \in |t|$. Lemma 2.5 shows that $A_0$ is closed under sharply bounded quantification.

Lemma 2.5. If $g, h \in A_0$ and $f$ is defined by

\[ f(x) = \begin{cases} 
1 & \text{if } \exists i \leq |g(x)| \{ h(i, x) = 0 \}; \\
0 & \text{else},
\end{cases} \]

then $f \in A_0$. 
Definition 2.6. The function $f$ is defined from $g, h$ by sharply bounded $\mu$-operator if

$$f(x) = \begin{cases} 
  i_0 & \text{if } i_0 \leq |g(x)| \land h(i_0, x) = 0 \land \forall i < i_0 (h(i, x) \neq 0); \\
  \mu & \text{else}. 
\end{cases}$$

This is denoted by $f(x) = \mu < |g(x)| [h(i, x) = 0]$.

Since in such case "$h(f(x), x) = 0$?" can be easily checked, we also call it sharply bounded search.

Lemma 2.7. $A_0$ is closed under the sharply bounded $\mu$-operator.

Definition 2.8.

$$pad(x, y) = 2^{\lceil |y| \rceil} \cdot x;$$

$$x \cdot y = pad(x, y) + y \ (\text{Concatenation of } x, y);$$

$$\text{Seg}(x, i, j) = \sum_{k=i}^{j} 2^{k-i} \text{Bit}(k, x) \text{ for } i < j \ (\text{Segment of } x \text{ from bit } i \text{ to bit } j).$$

Obviously $x \cdot y$, $\text{Seg}(x, i, j)$ are computable in $A_0$.

Definition 2.9. Maxindex$(f, x) = \mu \leq |x| \forall k \leq |x| \{f(k) \leq f(i)\}$.

It is clear that Maxindex searches the maximum of $f(i)$ for $1 \leq i \leq |x|$.

Lemma 2.10. If $f \in A_0$, then Maxindex$(f, x)$ is in $A_0$.

Proof. See [11] for a direct proof. \qed

Definition 2.11. $F$ is definable from $g, h_0, h_1$ by $k$-BRN ($k$-bounded recursion on notation) for $k \in \mathbb{N}$ if

$$F(0, \overrightarrow{x}) = g(\overrightarrow{x}),$$

$$F(2n, \overrightarrow{x}) = h_0(n, \overrightarrow{x}, F(n, \overrightarrow{x})) \text{ if } n > 0,$$

$$F(2n + 1, \overrightarrow{x}) = h_1(n, \overrightarrow{x}, F(n, \overrightarrow{x})),$$

and $0 \leq F(n, \overrightarrow{x}) \leq k$ for all $n, \overrightarrow{x}$.

Definition 2.12. The function $f$ is defined from $g, h_0, h_1$, by weak $k$-BRN (weak, $k$-bounded recursion on notation) if $f(x, \overrightarrow{y}) = F(|x|, \overrightarrow{y})$ and $F(x, \overrightarrow{x})$ is definable from $g, h_0, h_1$ by $k$-BRN.

Note that the number of steps in iterated recursions of $k$-BRN and weak $k$-BRN are $|x| (= n)$ and $|\overrightarrow{x}| (= \log n)$ respectively.

Lemma 2.13. $A_0$ is closed under weak $k$-BRN.

We now use the following notation for extension of function algebras: Consider a function algebra $A$, a function $f$, and a formation rule $R$, then $A(f)$ denote the function algebra which has basic functions of $A$ and a new basic function $f$, and its formation rules are the same as $A$. Similarly $A(R)$ denote the function algebra which has basic functions of $A$, and its formation rules are the formation rules of $A$ and a new formation rule $R$.

Definition 2.14. $\text{count}(x)$ is the number of 1’s in the binary expression of $x$, i.e.,

$$\text{count}(0) = 0,$$

$$\text{count}(s_0(x)) = \text{count}(x), \text{ provided } x > 0,$$

$$\text{count}(s_1(x)) = \text{count}(x) + 1.$$
And \( T_0 \) is the smallest class containing basic functions zero, \( s_0, s_1, i^n, |z|, \# \), \( \text{Bit}(i, x) \), \( \text{count} \), and closed under composition and CRN. (That is, \( T_0 = A_0(\text{count}) \)).

**Definition 2.15.** Sharply bounded counting function \( s\text{count}(x, y) \) is defined as follows:

\[
s\text{count}(x, y) = \begin{cases} 
\text{count}(x) & \text{if } x \leq |y|; \\
0 & \text{else.}
\end{cases}
\]

\( s\text{count}(x, y) \) means \( \text{count}(x) \) for small \( x \).

**Lemma 2.16.** \( s\text{count}(x, y) \in A_0 \).

**Definition 2.17.** The modular counting function is defined as

\[
\text{Mod}_k(x) = \begin{cases} 
1 & \text{if } k|\text{count}(x); \\
0 & \text{else.}
\end{cases}
\]

Function algebra \( A_0(k) \) is \( A_0(\text{Mod}_k) \), i.e., the smallest class of functions containing the basic functions zero, \( s_0, s_1, i^n, |x|, \# \), \( \text{Bit}(i, x) \), \( \text{Mod}_k \), and closed under composition and CRN.

Note that \( A_0(k) \) is the uniform \( AC^0(\text{Mod}_k) \). For any two distinct primes \( p, q \), \( AC^0(\text{Mod}_{pq}) = AC^0(\text{Mod}_p)(\text{Mod}_q) \) and \( AC^0(\text{Mod}_p), AC^0(\text{Mod}_q) \subset AC^0(\text{Mod}_{pq}) \).

**Definition 2.18.** The function \( \text{tree}(x) \) taking values 0, 1 is defined from the auxiliary functions \( \text{and}(x), \text{or}(x) \) as follows:

\[
\begin{align*}
\text{and}(0) &= 0, \\
\text{and}(1) &= 1, \\
\text{and}(2) &= 1, \\
\text{and}(3) &= 1, \\
\text{and}(s_0(s_0(x))) &= s_0(\text{and}(x)) \text{ if } x > 0, \\
\text{and}(s_0(s_1(x))) &= s_0(\text{and}(x)) \text{ if } x > 0, \\
\text{and}(s_1(s_0(x))) &= s_0(\text{and}(x)) \text{ if } x > 0, \\
\text{and}(s_1(s_1(x))) &= s_1(\text{and}(x)) \text{ if } x > 0, \\
\text{or}(0) &= 0, \\
\text{or}(1) &= 1, \\
\text{or}(2) &= 1, \\
\text{or}(3) &= 1, \\
\text{or}(s_0(s_0(x))) &= s_0(\text{or}(x)) \text{ if } x > 0, \\
\text{or}(s_0(s_1(x))) &= s_1(\text{or}(x)) \text{ if } x > 0, \\
\text{or}(s_1(s_0(x))) &= s_1(\text{or}(x)) \text{ if } x > 0, \\
\text{or}(s_1(s_1(x))) &= s_1(\text{or}(x)) \text{ if } x > 0, \\
\end{align*}
\]

\[
\text{tree}(x) = \begin{cases} 
x - 2 \cdot \lfloor x/2 \rfloor & \text{if } x < 16, \\
\text{tree}(\text{or}(\text{and}(x))) & \text{else.}
\end{cases}
\]

The function \( \text{tree}(x) \) actually does the following computation. Suppose that \( x = \sum_{i=0}^{n-1} 2^i \cdot x_i \), \( x_i \in \{0, 1\} \) for \( 0 \leq i \leq n-1 \). Let \( 4^n < n \leq 4^{n+1} \). Then we compute \( \text{AND} \), \( \text{OR} \) alternatively on those \( 4^n \) bits \( x_{4^n-1}, \ldots, x_0 \). Consider that
there are $2m + 1$ levels. At level 0 we have $2^{2m} (= 4^m)$ many bits: $L(0, 4^m - 1) = x_{4^m-1}$, $L(0, 4^m - 2) = x_{4^m-2}$, ..., $L(0, 1) = x_1$, $L(0, 0) = x_0$. At level 1 we define $L(1, j) = L(0, 2j + 1) \land L(0, 2j)$, the conjunction of $L(0, 2j + 1)$ and $L(0, 2j)$. Therefore we have $2^{2m-1}$ many bits at level 1. At level 2 we use $OR$: $L(2, j) = L(1, 2j + 1) \lor L(1, 2j)$. In general, $L(2k + 1, j) = L(2k, 2j + 1) \land L(2k, 2j)$ and $L(2k, j) = L(2k - 1, 2j + 1) \lor L(2k - 1, 2j)$. At level $2m$ there is only one bit, and we denote this by $tree(x)$.

For example, if $m = 1$, then $4 < |x| \leq 4^2$ and $tree(x) = (x_3 \land x_2) \lor (x_1 \land x_0)$. If $m = 2$, $4^2 < |x| \leq 4^3$, then first compute

$$y_3 = (x_{15} \land x_{14}),$$

$$y_2 = (x_{11} \land x_{10}) \lor (x_9 \land x_8),$$

$$y_1 = (x_7 \land x_6) \lor (x_5 \land x_4),$$

$$y_0 = (x_3 \land x_2) \lor (x_1 \land x_0),$$

and $tree(x) = (y_3 \land y_2) \lor (y_1 \land y_0)$.

**Definition 2.19.** $N_0$ is the smallest class of functions which contains the basic functions zero, $s_0, s_1, i^n_k, |x|, \#$, Bit$(i, x)$, $tree$, and is closed under composition and CRN.

**Definition 2.20.** $N_0'$ is the smallest class of functions containing the basic functions zero, $s_0, s_1, i^n_k, |x|, \#$, Bit$(i, x)$ and closed under composition, CRN, and $k$-BRN for any constant $k \geq 0$.

3. Expressibility

**Remark 3.1.** The concept “expressibility” is similar to Karp reduction, and actually the same as “projection” (developed by Valiant). To show that $tree$ is complete in $NC^1$, it suffices to show that for any Boolean function $g$ in $NC^1$ there is an input sequence $(x)$ (constructed from the original input $x$) of polynomial size such that $tree(\overline{\overline{(x)}}) = g(x)$.

**Definition 3.2.** Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a Boolean function. $f$ is called $m$-tree expressible if there exists an input sequence $G_4 \rightarrow \ldots, G_4 \rightarrow \ldots, G_0 (= \overline{\overline{G}})$ such that

$$f(x_1, \ldots, x_n) = tree(2^{4^m} + \sum_{i=0}^{4^m-1} 2^i \cdot G_i)$$

where the input sequence $G_4 \rightarrow \ldots, G_4 \rightarrow \ldots, G_0$ is a sequence with elements from $\{0, 1\} \cup \{x_j, \neg x_j : 1 \leq j \leq n\}$. Note that if $G_i = \neg x_j$, then the value of $G_i$ is 0 if and only if $x_j$ is assigned to 1. We call $G_i$ as the $i$-th position of the input sequence $\overline{\overline{G}}$. The length of $\overline{\overline{G}}$ is $4^m$.

We call $x_j$ a positive atom, $\neg x_j$ a negative atom, and we identify $\neg \neg x$ with $x$. We also use the following notation

$$f(x_1, \ldots, x_n) = (\bigvee \bigwedge (G_4 \rightarrow \ldots, G_4 \rightarrow \ldots, G_0)$$
to denote that \( f \) is \( m \)-tree expressible with input sequence \( G_{4^{-1}}, G_{4^{-2}}, \ldots, G_0 \). For example,

\[
\bigvee \bigwedge (x_1, x_2, x_3, x_4) = \bigvee \left( (x_1, x_2, x_3, x_4) \right) \\
= \bigvee ((x_1 \land x_2), (x_3 \land x_4)) \\
= ((x_1 \land x_2) \lor (x_3 \land x_4)).
\]

If \( f \) is \( m \)-tree expressible with input sequence \( G \), then we may denote the input sequence \( G \) by sqtree[\( f \)] (sequence of tree of \( f \)). Note that \( G \) is not unique.

The following remark shows that we may describe \( G \) by some functions \( h_1, h_2, h_3 \).

Remark 3.3. Suppose that \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) is \( m \)-tree expressible, then there exist \( h_1, h_2, h_3 \) with domain \( \{0, 1\} \) such that these functions characterize the behavior of the input sequence \( G_{4^{-1}}, G_{4^{-2}}, \ldots, G_0 = \text{sqtree}[f] \). For example,

\[
h_1(l) = \begin{cases} 
0 & \text{if the } l \text{-th position of } \text{sqtree}[f] \text{ is a constant } 0; \\
1 & \text{if the } l \text{-th position of } \text{sqtree}[f] \text{ is a constant } 1; \\
2 & \text{else.}
\end{cases}
\]

\[
h_2(l) = \begin{cases} 
\neg & \text{if the } l \text{-th position of } \text{sqtree}[f] \text{ is a negative atom;} \\
\neg \neg & \text{if the } l \text{-th position of } \text{sqtree}[f] \text{ is a positive atom;}
\end{cases}
\]

\[
h_3(l) = \begin{cases}
\neg x_j & \text{if the } l \text{-th position of } \text{sqtree}[f] \text{ is either a positive atom } x_j \\
\neg x_j & \text{or a negative atom } \neg x_j; \\
-1 & \text{else.}
\end{cases}
\]

Then \( h_1, h_2, h_3 \) express the constant, sign, index condition of sqtree[\( f \)] respectively. When \( n \) is fixed, \( h_1, h_2, h_3 \) are obviously in \( A_0 \). Later we will consider the case \( f : \{0, 1\}^* \rightarrow \{0, 1\} \). In such case we expect that \( m(x) \leq p(|x|) \) for some polynomial \( p \) and \( h_1, h_2, h_3 \in A_0 \). Here we abuse the definition of \( A_0 \) by allowing \( -1, -\neg, -\neg \) as outputs.

Remark 3.4. For \( l = a_{m-1}a_{m-2} \ldots a_0 \in \{0, 1\}^m \), we identify the binary sequence \( l \) with the number \( n = \sum_{j=0}^{m-1} a_j \cdot 2^j \). When we say “the \( l \)-th position” we actually mean “the \( n \)-th position where \( n = \sum_{j=0}^{m-1} a_j \cdot 2^j \) and \( l = a_{m-1}a_{m-2} \ldots a_0 \in \{0, 1\}^m \).” Also “\( n = \ell \)” means “\( n = \sum_{j=0}^{m-1} a_j \cdot 2^j \) and \( l = a_{m-1}a_{m-2} \ldots a_0 \).

Later on, we will express function \( f : \{0, 1\}^* \rightarrow \{0, 1\} \) by tree and investigate the constant function, sign function, and index function for \( f \). Note that these functions are not obviously in \( A_0 \).

We need to build up some basic tools.

Lemma 3.5. \( x_1 \oplus x_2 \) is \( 1 \)-tree expressible.

Proof. \( x_1 \oplus x_2 = (x_1 \land \neg x_2) \lor (\neg x_1 \land x_2) = (\bigvee \bigwedge)^1 (x_1, \neg x_2, \neg x_1, x_2) \). \( \square \)

Convention. We use the following abbreviation for input sequences: Let \( 0^{(k)} = \underbrace{0, 0, \ldots, 0}_{k \text{ times}}, 1^{(k)} = \underbrace{1, 1, \ldots, 1}_{k \text{ times}}, 0^{[4^{-1}]} = (\bigvee \bigwedge)^m (0^{[4^{-1}]}, 0^{[4^{-1}]}, 0^{[4^{-1}]}, 0^{[4^{-1}]}) \), and \( 1^{[4^{-1}]} = (\bigvee \bigwedge)^m (1^{[4^{-1}]}, 1^{[4^{-1}]}, 1^{[4^{-1}]}, 1^{[4^{-1}]}) \).

Lemma 3.6. If \( f(x_1, \ldots, x_n) \) is \( m \)-tree expressible, then \( \neg f(x_1, \ldots, x_n) \) is \( (m+1) \)-tree expressible.

Proof. By De Morgan’s law. \( \square \)
Lemma 3.7. If $f$ is $m$-tree expressible and $l > m$, then $f$ is $l$-tree expressible.

Proof. Induction on $(l - m)$. □

Lemma 3.8. If $f : \{0, 1\}^l \rightarrow \{0, 1\}$ is $m$-tree expressible and $g_i : \{0, 1\}^l \rightarrow \{0, 1\}$ are all $k$-tree expressible for $1 \leq i \leq l$, then $f(g_1, \ldots, g_l)$ is $(m + k + 1)$-tree expressible.

Proof. Since $g_1, \ldots, g_l, -g_1, \ldots, -g_l$ are all $(k + 1)$-tree expressible, we may simply substitute input sequences $\text{sqtree}[g_1], \ldots, \text{sqtree}[g_l], \text{sqtree}[-g_1], \ldots, \text{sqtree}[-g_l]$ (each with size $4^{k+1}$) into $\text{sqtree}[f]$. Then $f(g_1, \ldots, g_l)$ is $(m + k + 1)$-tree expressible. □

Lemma 3.9. If $f, g$ are $m$-tree expressible, then $(f \land g), (f \lor g)$ are $(m + 1)$-tree expressible.

Proof. $(f \land g) = (f \land g) \lor (0^{(l-1)} \land 0^{(l-1)})$ and $(f \lor g) = (f \lor 1^{(l-1)}) \lor (g \lor 1^{(l-1)})$. □

Definition 3.10. Function $f$ is called $A_0$-tree expressible if there exist a polynomial $p(x)$, a constant $c$, constant function $h_1 \in A_0$, sign function $h_2 \in A_0$, and index function $h_3 \in A_0$ such that the following conditions hold:

1. $|f(x)| \leq p(|x|)$.
2. For any $j \leq p(|x|)$ and $x$,

$$\text{Bit}(j, f(x)) = \text{tree}(2^{c|x|_2} + \sum_{i=0}^{4^{c|x|_2}-1} 2^i \cdot G(i, j, x)),$$

where the input sequence $G(i, j, x)$ has range $\subseteq \{0, 1\}$, and it is characterized by functions $h_1(i, j, 2^{c|x|_2}), h_2(i, j, 2^{c|x|_2}), h_3(i, j, 2^{c|x|_2})$.

Similarly we can define $N_0$-tree expressibility, etc.

Remark 3.11. Intuitively “$f$ is $A_0$-tree expressible” means: to compute any bit of $f(x)$, it suffices to construct an input sequence, whose range is $\{ \sim \text{Bit}(i, x) : 0 \leq i \leq |x| \} \cup \{0, 1\}$, and then we substitute this sequence into tree. Note that the construction of the input sequence should be computable in $A_0$. We give this definition without rigorously restricting the form of $h_1, h_2, h_3$ for flexibility. (Remark 3.3 shows how we may define $h_1, h_2, h_3$.)

Remark 3.12. The denotation of input sequence $G(i, j, x)$ does not well characterize the way we use information from $x$. For $h_1, h_2, h_3$ we only need to know $|x|_2$ (we use $2^{c|x|_2}$ to preserve the size of input.)

Theorem 3.13. If $f(x)$ is $N_0$-tree expressible, then $f \in N_0$.

Proof. By CRN,

$$g(j, x) = 2^{c|x|_2} + \sum_{i=0}^{4^{c|x|_2}-1} 2^i \cdot G(i, j, x) \in N_0.$$

So $\text{tree}(g(j, x)) \in N_0$. Then by CRN we have

$$f(x) = \sum_{i=0}^{p(|x|)} 2^i \cdot \text{tree}(g(j, x)) \in N_0.$$

□
4. $k$-BRN is $A_0$-tree expressible

In this section we show how to convert $k$-BRN to tree by tree expressibility. Since any function $f : \{0, \ldots, k \} \to \{0, \ldots, k \}$ can be represented by a $(k+1) \times (k+1)$ matrix, the bounded recurrence $k$-BRN can be simulated by a multiple product of the corresponding Boolean matrices. Therefore to simulate $k$-BRN by tree it suffices to show that such a product is computable in $N_0$. Note that Boolean multiplication of matrices is associative (see Lemma 4.3).

**Definition 4.1.** $A$ is called an $m \times n$ Boolean matrix if $A : \{0, 1, \ldots, m-1 \} \times \{0, 1, \ldots, n-1 \} \to \{0, 1 \}$. We denote $A$ by $(a_{ij})_{m \times n}$, where $a_{ij} = A(i, j) \in \{0, 1 \}$.

$B_{m \times n} \triangleq \{ A : A$ is an $m \times n$ Boolean matrix $\}$. $I_n \in B_{n \times n}$, $I_n(i, j) = 1$ if $i = j$.

**Definition 4.2.** Let $C = (c_{ij})_{m \times n}$, $D = (d_{ij})_{n \times l}$, then the Boolean multiplication of $C$ and $D$ is defined as follows:

$$C \circ D = (\bigwedge_{k=0}^{n-1} c_{ik} \land d_{kj})_{m \times l}.$$

In this section, we will just write $CD$ instead of $C \circ D$.

The following lemma is obvious.

**Lemma 4.3.** Boolean multiplication is associative.

Let $A(t)$ be an $m_t \times n_t$ Boolean matrix for $1 \leq t \leq s$, and $n_{t-1} = m_t$ for $2 \leq t \leq s$. Then $\prod_{t=1}^{s} A(t)$ makes sense. If $\prod_{t=1}^{s} A(t)(i, j) = 1$, then there exists a path function $g$ such that $g(0) = i$, $g(s) = j$, $1 \leq g(t) \leq n_t$, $A(t)(g(t-1), g(t)) = 1$ for $1 \leq t \leq s$, i.e., there is a path from $i$ to $j$.

Now we work on the case $7$-BRN. The other cases are similar to this.

**Theorem 4.4.** If $A(\overline{x}, t) \in A_0$ is a function with range $B_{8 \times 8}$, then the Boolean product $\prod_{t=0}^{7} A(\overline{x}, t)(i, j)$ is $A_0$-tree expressible for $0 \leq i, j \leq 7$.

**Proof.** We may assume that $|y| = 2^m$ for some $m$. If not, we may define

$$A'(\overline{x}, t) = \begin{cases} A(\overline{x}, t) & \text{if } t < |y|; \\ I_8 & \text{else.} \end{cases}$$

Then

$$\prod_{t=0}^{7} A(\overline{x}, t) = \prod_{t=0}^{7} A'(\overline{x}, t).$$

Since Boolean multiplication is associative, we will use $DC(\circ B)$ to compute the product.

**Claim 1:** $\bigvee_{l=0}^{7} a_l \land b_{ij}$ is $3$-tree expressible.

**Proof of Claim 1.**

$$\bigvee_{l=0}^{7} a_l \land b_{ij} = (\bigvee \land (a_{00}, b_{0j}, a_{10}, b_{1j})) \lor (\bigvee \land (a_{20}, b_{2j}, a_{30}, b_{3j}))$$

$$\lor (\bigvee \land (a_{40}, b_{4j}, a_{50}, b_{5j})) \lor (\bigvee \land (a_{60}, b_{6j}, a_{70}, b_{7j}))$$

$$= (\bigvee \land (a_{00}, b_{0j}, a_{10}, b_{1j}, 1^{[4]}, a_{20}, b_{2j}, a_{30}, b_{3j}, 1^{[4]}), 1^{[4]}), 1^{[4]}), a_{40}, b_{4j}, a_{50}, b_{5j}, 1^{[4]}, a_{60}, b_{6j}, a_{70}, b_{7j}, 1^{[4]}, 1^{[4]}).$$
We call this input sequence $s_\text{tree}[0_{2}]$. End of Claim 1.

Now we define the Boolean products level by level. Let $S(0; \overrightarrow{F}, t) = A(\overrightarrow{F}, t) \in B_{0 \times 8}$ for $0 \leq t < 2^m$. Define $8 \times 8$ Boolean matrices $S(k + 1; \overrightarrow{F}, t) = S(k; \overrightarrow{F}, 2t)$ and $S(k; \overrightarrow{F}, 2t + 1)$ for $0 \leq t < 2^{m-k-1}$, $0 \leq k \leq m$.

The following claim is proved by induction.

**Claim 2:** $S(k; \overrightarrow{F}, t)(i, j)$ is $(3k)$-tree expressible for $0 \leq i, j \leq 7$, $0 \leq k \leq m$.

Since $S(k; \overrightarrow{F}, t)(i, j)$ is $3k$-tree expressible, we define

$$G(S(k; \overrightarrow{F}, t)(i, j); l) \overset{\text{def}}{=} \text{the } l\text{-th position of } s_\text{tree}[S(k; \overrightarrow{F}, t)(i, j)]$$

for $0 \leq l \leq 4^{3k} - 1$.

In order to handle the behavior of $DC(0_{2})$, we define

\[
\begin{align*}
\text{Con}(0_{2}; \cdot) & : \{0, 1\}^6 \rightarrow \{0, 1\}, \\
\text{Con}(0_{2}; l) & = \begin{cases} 
0 & \text{if the } l\text{-th position of } s_\text{tree}[0_{2}] \text{ is an atom;} \\
1 & \text{else.}
\end{cases} \\
\text{Ind}(0_{2}; \cdot) & : \{0, 1\}^6 \rightarrow \{0, 1\}^4, \\
\text{Ind}(0_{2}; l) & = \begin{cases} 
0000 & \text{if the } l\text{-th position of } s_\text{tree}[0_{2}] \text{ is a constant;} \\
0s_{1}s_{2}s_{3} & \text{if the } l\text{-th position of } s_\text{tree}[0_{2}] \text{ is } a_{s_{1}}, \\
0s_{1}s_{2}s_{3} & \text{if the } l\text{-th position of } s_\text{tree}[0_{2}] \text{ is } b_{s_{1}}, \\
s_{1}s_{2}s_{3} & \text{if the } l\text{-th position of } s_\text{tree}[0_{2}] \text{ is } b_{s_{1}}, \\
s = s_{1} \cdot 2^2 + s_{2} \cdot 2 + s_{3}, \text{ and } \frac{1}{2} \leq s_{1}, s_{2}, s_{3} \leq 1; \\
\end{cases}
\end{align*}
\]

Note that in this case the sign function is useless and constant 0 does not appear.

**Claim 3:** The function

$$\text{Con}(S(k; \overrightarrow{F}, t)(i, j); l) \overset{\text{def}}{=} \begin{cases} 
0 & \text{if the } l\text{-th position of } s_\text{tree}[S(k; \overrightarrow{F}, t)] \text{ is an atom;} \\
1 & \text{else}
\end{cases}$$

is in $A_{0}$.

**Proof of Claim 3.** Given $l \in [0, 4^{3k})$, it can be expressed by $\gamma_{v-1} * \gamma_{v-2} * \ldots * \gamma_{0}$, where $\gamma_{v} \in \{0, 1\}^6$ for $0 \leq v < k$. According to $\text{Con}(0_{2}; \cdot)$, if $\text{Con}(0_{2}; \gamma_{v-1}) * \text{Con}(0_{2}; \gamma_{v-2}) * \ldots * \text{Con}(0_{2}; \gamma_{0})$ is zero, then $G(S(k; \overrightarrow{F}, t)(i, j); l)$ is an atom. Else $G(S(k; \overrightarrow{F}, t)(i, j); l)$ is constant 1. It is clear that to determine whether $\text{Con}(0_{2}; \gamma_{v-1}) * \text{Con}(0_{2}; \gamma_{v-2}) * \ldots * \text{Con}(0_{2}; \gamma_{0}) = 0^{6}$ is computable in $A_{0}$. End of Claim 3.

**Claim 4:** The function

$$\text{Ind}(S(k; \overrightarrow{F}, t)(i, j); l) \overset{\text{def}}{=} \begin{cases} 
(i, i, j) & \text{if the } l\text{-th position of } s_\text{tree}[S(k; \overrightarrow{F}, t)(i, j)] \\
(0, 0, 0) & \text{else}
\end{cases}$$

is in $A_{0}$ for $0 \leq i, j \leq 7$.

**Proof of Claim 4.** Given $l \in [0, 4^{3k})$, it can be expressed by $\gamma_{v-1} * \gamma_{v-2} * \ldots * \gamma_{0}$, where $\gamma_{v} \in \{0, 2\}^6$ for $0 \leq v < k$. Since $S(k; \overrightarrow{F}, t) = S(k - 1; \overrightarrow{F}, 2t) o_{2} S(k - 1; \overrightarrow{F}, 2t + 1)$, $S(k; \overrightarrow{F}, t)$ can be seen as $s_\text{tree}[0_{2}]$ or $s_\text{tree}[0_{2}]$ with elements from $11^{4(v-s)} S(k - 1; \overrightarrow{F}, 2t)(i, s), S(k - 1; \overrightarrow{F}, 2t + 1)(s, j)$ for some $s$ with $0 \leq s \leq 7$. Note that all of these are $(3(k - 1))$-tree expressible. For simplicity, let $G_{1} = G(S(k; \overrightarrow{F}, t)(i, j); l)$. We only need to consider the case $\text{Con}(S(k; \overrightarrow{F}, t)(i, j); l) = 0$ (else $G_{1} = 1$).
Now assume that $\text{Con}(S(k; \overrightarrow{x}, x)(i,j); l) = 0$. First we consider $k > 1$. According to $s_{\text{tree}}[\omega_2]$, if $B(3, \text{Ind}(\omega_2; \gamma_{k-1})) = 0$, then $G_1$ comes from $a_{is}$ where $s = \text{Ind}(\omega_2; \gamma_{k-1})$. In this case

$$G(S(k; \overrightarrow{x}, x)(i,j); l) = G(S(k-1; \overrightarrow{x}, x)(i,s); l')$$

where $l' = \gamma_{k-2} \cdots \gamma_0$.

If $B(3, \text{Ind}(\omega_2; \gamma_{k-1})) = 1$, then $G_1$ comes from $b_{sj}$, where $s = \text{Ind}(\omega_2; \gamma_{k-1}) - 2^3$.

In this case

$$G(S(k; \overrightarrow{x}, x)(i,j); l) = G(S(k-1; \overrightarrow{x}, x)(i,s); l')$$

where $l' = \gamma_{k-2} \cdots \gamma_0$.

The case $k = 1$ is similar. Let $l = \gamma_0 \in \{0,1\}$.

If $B(3, \text{Ind}(\omega_2; \gamma_0)) = 0$, then

$$G(S(1; \overrightarrow{x}, x)(i,j); l) = S(0; \overrightarrow{x}, x)(i,s)$$

where $s = \text{Ind}(\omega_2; \gamma_0) - 2^3$.

By induction, $t = t * B(3, \text{Ind}(\omega_2; \gamma_{k-1})) * \cdots * B(3, \text{Ind}(\omega_2; \gamma_0))$. This is computable in $A_0$.

To determine $i, j$, we define the following $A_0$ function:

$$f : [0, 2^k] \to \{0, 1, 2, 3, 4, 5, 6, 7\}$$

and $f(0) = i, f(2^k) = j$.

Let $a_v = \text{Ind}(\omega_2; \gamma_v) - B(3, \text{Ind}(\omega_2; \gamma_v)) \cdot 2^3$ for $0 \leq v < k$, then $0 \leq a_v \leq 7$.

Define $f((2u + 1) \cdot 2^v) = a_v$ for $0 < (2u + 1) \cdot 2^v < 2^k$. Then $f$ is totally defined on $[0, 2^k]$ and $f \in A_0$.

Let $\bar{t} = t * \bar{t}$, i.e., $\bar{t} = B(3, \text{Ind}(\omega_2; \gamma_{k-1})) \cdots B(3, \text{Ind}(\omega_2; \gamma_0))$.

The idea we design $f$ is to assign $f(2^{k-1}) = s$. If $B(3, \text{Ind}(\omega_2; \gamma_{k-1})) = 0$, then $(f(0), f(2^{k-1})) = (i, s)$. If $B(3, \text{Ind}(\omega_2; \gamma_{k-1})) = 1$, then $(f(2^{k-1}), f(2^k)) = (j, s)$. In both cases $f(2^{k-1}) = s$ and the difference shrinks from $2^k$ to $2^{k-1}$. Therefore it suffices to find the right interval $[w, w + 1]$ such that $f(w) = i$ and $f(w + 1) = j$.

By induction $\bar{t} = f(\bar{t})$, $f(\bar{t} + 1) = j$ are computable in $A_0$. End of Claim 4. □

Now $S(m; \overrightarrow{x}, x)(i,j) = \prod_{t=0}^{[\bar{t}] - 1} A(\overrightarrow{x}, x)(i,j)$ is $A_0$-tree expressible since the constant function and index function for $S(k; \overrightarrow{x}, x)(i,j)$ are in $A_0$. □

Corollary 4.5. If $A(\overrightarrow{x}, x) \in N_0$ is a function with range $B_{8 \times 8}$, then the Boolean product $\prod_{t=0}^{[\bar{t}] - 1} A(\overrightarrow{x}, x)(i,j)$ is $A_0(\text{tree})$-tree expressible for $0 \leq i, j \leq 7$.

Proof. Same as Theorem 4.4 except that now all functions are in $N_0$. □

Theorem 4.6. If $f : \mathbb{N}^m \to \mathbb{N}$ is $N_0$-tree expressible, then $f \in N_0$.

Proof. Similar to Theorem 3.13. □

Theorem 4.7. If $f \in A_0(7\text{-BRN})$, then $f \in N_0$. □
Proof. By Theorems 4.4 and 4.6, 7-BRN can be translated into \( N_0 \) computation. Hence by induction and Theorem 4.6 any \( f \in A_0(7\text{-BRN}) \) is computable in \( N_0 \). □

By showing that \( k\text{-BRN} \) for \( k = 2^m - 1 \) are \( A_0\text{-tree} \) expressible, this implies \( N'_0 \subseteq N_0 \).

**Corollary 4.8.** \( N'_0 \subseteq N_0 \).

Now we can get more from above technique. Consider the Boolean product of \( m \) many Boolean matrices, each with size \( s \times s \). Then the length of its input sequence is \( 4^{(\log s)^m} \). Assume that the input \( x \) has \( |x| = n \). Then we can set \( s = O(\log n) \) and \( m = O(\log n / \log \log n) \) and we still have the input sequence with a polynomial size. Let \( \alpha_{\log n} \) be the corresponding Boolean product operator, then it can be easily checked that \( \text{Con}(\alpha_{\log n} ; \cdot) \) and \( \text{Ind}(\alpha_{\log n} ; \cdot) \) are in \( A_0 \). Furthermore, what we have checked in the claims of Theorem 4.4 still works in this case. We then have the following result.

**Theorem 4.9.** If \( A(\overline{x}, t) \in A_0 \) is a function with range \( B_{\log n \times \log n} \) with \( |\overline{x}| = n \) and \( z = (\log n / \log \log n) \), then the Boolean product \( \prod_{t=0}^{z} A(\overline{x}, t)(i,j) \) is \( A_0\text{-tree} \) expressible for \( 0 \leq i, j \leq \log n \).

**Proof.** (Sketch) Assume that \( \log n = 2^z \). We define the Boolean products level by level in the same way. We have:

1. \( (\bigvee_{t=0}^{\log n} a_{it} \land b_{ij})_{\log n \times \log n} \) is \((\log \log n)\text{-tree}\) expressible.
2. \( S(k; \overline{x}, t)(i,j) \) is \((k \cdot (\log \log n))\text{-tree}\) expressible for \( 0 \leq i, j \leq \log n, 0 \leq k \leq (\log n / \log \log n) \).

What is different from the previous case is that \( \alpha_{\log n} \) is not a finite function. Therefore we need to verify that \( \text{Con}(\alpha_{\log n} ; \cdot) \) and \( \text{Ind}(\alpha_{\log n} ; \cdot) \) are computable in \( A_0 \). We design the input sequence inductively:

\[
\bigvee_{t=1}^{2^{z+1}} a_q \land b_{ij} = \bigvee_{t=1}^{2^z} (\bigvee_{t=1}^{2^{z+1}} a_q \land b_{ij}, 1[4^t]),
\]

Then \( \text{Con}(\alpha_{\log n} ; \cdot) \) and \( \text{Ind}(\alpha_{\log n} ; \cdot) \) can be defined similarly. According to this construction, \( \text{Con}(\alpha_{\log n} ; \cdot) \) and \( \text{Ind}(\alpha_{\log n} ; \cdot) \) are obviously computable in \( A_0 \).

Then one can easily run through the proofs of Claims 3,4. Note that the auxiliary function \( f \) is also computable in \( A_0 \). □

Since the Boolean product is associative, we can even multiply \( (\log n)^k \) many Boolean matrices with size \( p(\log n) \) in \( k + 1 \) levels (each time with \( (\log n / \log \log n) \) many matrices). Finally we have:

**Theorem 4.10.** For any polynomials \( p, q \), the product of \( p(\log n) \) many Boolean matrices with size \( q(\log n) \) is computable in \( N_0 \), where \( n = |x| \) is the input size.

**Remark 4.11.** While analyzing the uniformity of an input sequence, we can apply multiple products and powering. That is because multiple products and powering with sharply bounded values are computable in \( A_0 \). (For details see [11].)

**Remark 4.12.** The tree constructions in Theorems 4.4, 4.10 are monotone, i.e., no negation atoms are used in the construction. It seems possible to apply Theorem 4.10 for a monotone uniform construction of the majority gate in uniform \( NC^1 \). The known monotone construction of the majority gate is given in [12] by
probabilistic method. But the uniform construction is either monotone but quite complicated (in [1]) or nonmonotone (in [5] or [10]).

5. Permutation branching program for tree

In this section first we introduce the concept of (permutation) branching programs. Then we prove that tree is computable in $A_0(k$-BRN) for $k \geq 4$. We follow the setting in [2]: For product in $S_n$ we use the convention “from left to right,” i.e., if $\sigma : x \mapsto y$ and $\tau : y \mapsto z$, then $\sigma \tau : x \mapsto z$. Let $e$ be the identity element in $S_n$.

We use $\sigma(i)$ to denote the image of $i$ for $\sigma \in S_n$ and $1 \leq i \leq n$. Sometimes we use $\sigma \cdot \tau$ to denote the product $\sigma \tau$ in $S_n$.

**Definition 5.1.** Let $[w] = \{1, \ldots, w\}$, $\mathcal{P} = \langle x_0, \ldots, x_{n-1}\rangle$, $x_i \in \{0, 1\}$ for $0 \leq i < n - 1$. We abuse the notation $\mathcal{P}(i) = x_i$ and $\mathcal{P}(i,j) = \langle x_i, x_{i+1}, \ldots, x_j \rangle$ for $i < j$.

An instruction is a triple $(j, f, g)$ in which $f, g \in S_w$. The meaning of the instruction $(j, f, g)$ is “evaluate to $f$ if $\mathrm{Bit}(j, \mathcal{P}) x_j = 0$, else evaluate to $g$.”

A width-$w$ branching program (a $w$-BP) $P$ of length $l$ is a sequence $(j(i), f(i), g(i))$, for $1 \leq i \leq l$, such that $j : \{1, \ldots, l\} \rightarrow \{0, \ldots, n - 1\}$, and $f, g : \{1, \ldots, l\} \rightarrow S_w$.

Given $\mathcal{P} = \langle x_0, \ldots, x_{n-1}\rangle$, we define

$$h_\mathcal{P}(i) = \begin{cases} f(i) & \text{if } \mathcal{P}(j(i)) = 0; \\ g(i) & \text{else.} \end{cases}$$

Then the branching program $P$ yields the function

$$P(\mathcal{P}) = \prod_{i=1}^{l} h_\mathcal{P}(i) \in S_w.$$ 

We use $P = P(j, f, g, l)$ or $P = P(j, f, g)$ to denote the corresponding $j, f, g, l$.

Actually the branching program we just defined is called permutation branching program. (For simplicity we abuse the term.) The general case is that $f, g$ are functions, which may not be permutations. However, we shall see that they have the same computing power later.

Given $P = P(j, f, g, l)$, and $\sigma \in S_w$, we define $P^\sigma = \sigma P_0^{-1}$ = $(j, \sigma f \sigma^{-1}, \sigma g \sigma^{-1})$, i.e., the $i$-th instruction is $(j(i), \sigma f(i) \sigma^{-1}, \sigma g(i) \sigma^{-1})$ for $1 \leq i \leq l$.

The concatenation of two branching programs can be naturally defined as follows: Given two branching programs $P_1 = (j_1, f_1, g_1, l_1), P_2 = (j_2, f_2, g_2, l_2)$, we have a length $(l_1 + l_2)$ branching program

$$P_1 \cdot P_2 = \langle (j_1)(1), f_1(1), g_1(1)\rangle, \ldots, (j_1)(l_1), f_1(l_1), g_1(l_1), (j_2)(l_1 + 1), f_2(l_1 + 1), g_2(l_1 + 1), \ldots, (j_2)(l_2), f_2(l_2), g_2(l_2)\rangle.$$

**Definition 5.2.** Consider $\alpha \in S_w, \alpha \neq e$, and a Boolean formula $c = c(\mathcal{P})$, we say that branching program $P$ computes $c$ by $\alpha$ iff

$$P(\mathcal{P}) = \begin{cases} \alpha & \text{if } c(\mathcal{P}) = 1; \\ e & \text{if } c(\mathcal{P}) = 0. \end{cases}$$

We denote this by $c \check{\alpha} P$.

Let $P = P(j, f, g, l)$, define

$$P_{\alpha} = \langle (j)(1), f(1), g(1)\rangle, \ldots, (j(l-1), f(l-1), g(l-1)), (j(l), f(l), g(l)\alpha)\rangle.$$ 

Note that $P_{\alpha}(\mathcal{P}) = P(\mathcal{P}) \cdot \alpha$. (This means “add a tail $\alpha$ to $P$.”)

**Lemma 5.3.** If $P$ computes $c$ by $\alpha$, then $P_{\alpha^{-1}}$ computes $\neg c$ by $\alpha^{-1}$. 
Proof. Since \( c(\overline{x}) = 1 \Leftrightarrow -c(\overline{x}) = 0 \),
\[
P_{t(\alpha^{-1})}(\overline{x}) = P(\overline{x}) \cdot \alpha^{-1} = \begin{cases} 
\alpha \cdot \alpha^{-1} = e & \text{if } -c(\overline{x}) = 0; \\
 e \cdot \alpha^{-1} = \alpha^{-1} & \text{else.}
\end{cases}
\]
\qed

Lemma 5.4. Let \( P \) be a \( w \)-BP, \( \alpha, \beta \in S_w \setminus \{e\} \), then

1. \( (P_{t(\alpha)})^\beta = (P^\beta)_{t(\beta \alpha^{-1})} \),
2. \( (P^\alpha)^\beta = P^\beta \alpha \),
3. \( (P_1 \ast P_2)^\alpha = P_1^\alpha \ast P_2^\alpha \),
4. \( (P_1 \ast P_2)_{t(\alpha)} = P_1 \ast (P_2)_{t(\alpha)} \).

Proof. By definition. \( \square \)

In the rest of this section we will focus on branching programs with width \( w \).

To deal with this we need to name some elements in \( S_w \).

Let \( \sigma_1 = (1 \ 2 \ 3 \ 4 \ 5) \), \( \sigma_2 = (135 \ 42) \), then
\[
\theta_{1/2}^{\sigma_1 \sigma_2} \sigma_1^{-1} \sigma_2^{-1} = (1 \ 3 \ 2 \ 5 \ 4).
\]

Define \( \tau, \gamma_1, \gamma_2, \delta_1, \delta_2 \) which satisfy the following equalities:
\( \tau \theta^{-1} \tau^{-1} = \theta, \gamma_1 \theta \gamma_1^{-1} = \sigma_1, \gamma_2 \theta \gamma_2^{-1} = \sigma_2, \delta_1 \theta \delta_1^{-1} = \sigma_1^{-1}, \delta_2 \theta \delta_2^{-1} = \sigma_2^{-1} \). (There are more than one \( \tau \) satisfying above condition. Anyway we just choose one and name it \( \tau \). In the same way we choose \( \gamma_1, \gamma_2, \delta_1, \delta_2 \). Note that the existence of \( \theta \) plays a key role in [2].)

Remark 5.5. Note that \( \sigma_1, \sigma_2, \theta \in A_5 \). We may choose \( \tau, \gamma_1, \gamma_2, \delta_1, \delta_2 \in A_5 \):
\[
\begin{align*}
\tau &= (2 \ 5)(3 \ 4), \\
\gamma_1 &= (23)(45), \\
\gamma_2 &= (24 \ 5), \\
\delta_1 &= (3 \ 5)(24), \\
\delta_2 &= (23 \ 4).
\end{align*}
\]

Since tree is complete in \( NC^1 \), this implies that \( \text{tree problem for } A_5 \text{ is complete in } NC^1 \).\( \text{ }^* \)

Lemma 5.6. If \( c_1 \xrightarrow{\theta} P_1, c_2 \xrightarrow{\theta} P_2 \), then
\[
c_1 \land c_2 \xrightarrow{\theta} P_1^{c_1} \ast P_2^{c_2} \ast P_1^{\delta_1} \ast P_2^{\delta_2}.
\]

Proof. Let \( P' = P_1^{c_1} \ast P_2^{c_2} \ast P_1^{\delta_1} \ast P_2^{\delta_2} \). If \( c_1(\overline{x}) = 1 \) and \( c_2(\overline{x}) = 1 \), then
\[
P'(\overline{x}) = (\gamma_1 \theta \gamma_1^{-1})(\gamma_2 \theta \gamma_2^{-1})(\delta_1 \theta \delta_1^{-1})(\delta_2 \theta \delta_2^{-1}) = \sigma_1 \sigma_2 \sigma_1^{-1} \sigma_2^{-1} = e.
\]

Otherwise, \( P'(\overline{x}) = e \). \( \square \)

Lemma 5.6 is the key part of Theorem 1 in [2], Section 3.

Example 5.7. Let \( c_1 = x_i \), then \( P = (i, \theta, e) \) and \( c_1 \xrightarrow{\theta} P \).

Example 5.8. Let \( c_1 = x_i \) and \( c_2 = x_j \), then
\[
\begin{align*}
c_1 \xrightarrow{\theta} P &= (i, \theta, e), \\
c_2 \xrightarrow{\theta} Q &= (j, \theta, e).
\end{align*}
\]

By Lemma 5.6, \( c_1 \land c_2 \xrightarrow{\theta} P^{c_1} \ast Q^{c_2} \ast P^{\delta_1} \ast Q^{\delta_2} \).
Example 5.9. Let $c_0 \delta P_0$, $c_1 \delta P_1$, $c_2 \delta P_2$, and $c_3 \delta P_3$. If $c' = (c_0 \land c_1) \lor (c_2 \land c_3)$, then $c' \equiv -((c_0 \land c_1) \land -((c_2 \land c_3))$. From Lemma 5.3 and Lemma 5.6,

$$
\begin{align*}
  c_0 \land c_1 & \rightarrow P_0^a \ast P_1^b \ast P_2^a \ast P_3^b, \\
  c_2 \land c_3 & \rightarrow P_1^a \ast P_2^b \ast P_3^a \ast P_3^b .
\end{align*}
$$

$\Rightarrow$

$$
\begin{align*}
  (c_0 \land c_1) & \rightarrow (P_0^a \ast P_1^b \ast P_2^a \ast P_3^b)_{i(\varphi^{-1})}, \\
  (c_2 \land c_3) & \rightarrow (P_2^a \ast P_3^b \ast P_2^a \ast P_3^b)_{i(\varphi^{-1})}.
\end{align*}
$$

$\Rightarrow$

$$
\begin{align*}
  (c_0 \land c_1) & \rightarrow [P_0^a \ast P_1^b \ast P_2^a \ast P_3^b]_{i(\varphi^{-1})}^\tau , \\
  (c_2 \land c_3) & \rightarrow [P_2^a \ast P_3^b \ast P_2^a \ast P_3^b]_{i(\varphi^{-1})}^\tau .
\end{align*}
$$

$\Rightarrow$

$$
\begin{align*}
  (c_0 \land c_1) \land -((c_2 \land c_3)) & \rightarrow (P_0^a \ast P_1^b \ast P_2^a \ast P_3^b)_{i(\varphi^{-1})}^\tau .
\end{align*}
$$

We may rewrite this by the following way:

$$
\begin{align*}
  c' \rightarrow P_0^{h(0)} \ast P_1^{h(1)} \ast P_2^{h(2)} \ast P_3^{h(3)}_{i(u(0))} , \\
  & \ast P_2^{h(4)} \ast P_3^{h(5)} \ast P_2^{h(6)} \ast P_3^{h(7)}_{i(u(1))} , \\
  & \ast P_2^{h(8)} \ast P_3^{h(9)} \ast P_2^{h(10)} \ast P_3^{h(11)}_{i(u(2))} , \\
  & \ast P_2^{h(12)} \ast P_3^{h(13)} \ast P_2^{h(14)} \ast P_3^{h(15)}_{i(u(3))}.
\end{align*}
$$

where

$$
\begin{align*}
  h(0) & = \tau_1 \tau_1 \gamma_1 , \quad h(1) = \tau_1 \gamma_1 \gamma_2 , \quad h(2) = \tau_1 \gamma_1 \tau_1 \delta_1 , \quad h(3) = \tau_1 \tau_1 \tau_1 \delta_2 , \\
  h(4) & = \tau_1 \tau_2 \gamma_1 , \quad h(5) = \tau_2 \gamma_2 \gamma_2 , \quad h(6) = \tau_2 \tau_1 \delta_1 , \quad h(7) = \tau_2 \tau_1 \delta_2 , \\
  h(8) & = \tau_1 \delta_1 \gamma_1 , \quad h(9) = \tau_1 \delta_1 \gamma_2 , \quad h(10) = \tau_1 \delta_1 \tau_1 \delta_1 , \quad h(11) = \tau_1 \delta_1 \tau_1 \delta_2 , \\
  h(12) & = \tau_1 \delta_2 \gamma_1 , \quad h(13) = \tau_1 \delta_2 \gamma_2 , \quad h(14) = \tau_1 \delta_2 \tau_1 \delta_1 , \quad h(15) = \tau_1 \delta_2 \tau_1 \delta_2 , \\
  u(0) & = (\tau_1 \gamma_1 \tau_2 \tau_1 \gamma_1)^{-1} , \quad u(1) = (\tau_1 \gamma_2 \tau_1 \gamma_2)^{-1} , \quad u(2) = (\tau_1 \delta_1 \gamma_2)^{-1} , \quad u(3) = (\tau_1 \delta_2 \gamma_1)^{-1} .
\end{align*}
$$

Note that in Example 5.8 we always convert the permutation to $\theta$ at each stage of construction. This will simplify the construction of branching program for tree.

Remark 5.10. In order to be consistent with the convention in branching program, we reverse the order of input sequence. Anyway they are equivalent:

$$
(\bigvee \bigwedge)^m (x_0, \ldots , x_{4^m - 1}) = (\bigvee \bigwedge)^m (x_{4^m - 1}, \ldots , x_0).
$$

Example 5.11. (Branching Program for $(\bigvee \bigwedge)^m$)
Now we can use Example 5.8 to construct $(\bigvee \land)^m(x_0, \ldots, x_{4^m-1})$ recursively. The branching program $P((\bigvee \land)^m; \overline{x}(0, 4^m - 1))$ is defined as follows:

\[
P((\bigvee \land)^0; x_i) = (i, \theta, e),

P((\bigvee \land)^{n+1}; \overline{x}(i, i + 4^{n+1} - 1)) = \begin{cases} 
  P^{h(0)}_{0} * P^{h(1)}_{1} * P^{h(2)}_{2} * (P^{h(3)}_{3})_{t(u(0))} & \\
  P^{h(4)}_{4} * P^{h(5)}_{5} * P^{h(6)}_{6} * (P^{h(7)}_{7})_{t(u(1))} & \\
  P^{h(8)}_{8} * P^{h(9)}_{9} * P^{h(10)}_{10} * (P^{h(11)}_{11})_{t(u(2))} & \\
  P^{h(12)}_{12} * P^{h(13)}_{13} * P^{h(14)}_{14} * (P^{h(15)}_{15})_{t(u(3))} &
\end{cases}
\]

where $R_0 = P((\bigvee \land)^n; \overline{x}(i, i + 4^n - 1)), R_1 = P((\bigvee \land)^n; \overline{x}(i + 4^n, i + 2 \cdot 4^n - 1)), R_2 = P((\bigvee \land)^n; \overline{x}(i + 2 \cdot 4^n, i + 3 \cdot 4^n - 1)), R_3 = P((\bigvee \land)^n; \overline{x}(i + 3 \cdot 4^n, i + 4 \cdot 4^n - 1))$, and $h(0), \ldots, h(15), u(0), \ldots, u(3)$ are defined in Example 5.8. (To avoid ambiguity, we may define $\overline{x}$ as an infinite sequence $\text{Bit}(0, x), \text{Bit}(1, x), \text{Bit}(2, x), \ldots, \text{Bit}(i, x), \ldots$)

In $P((\bigvee \land)^m; \overline{x}(i, i + 4^m - 1))$, the number $i$ is called the starting point of $\overline{x}$.

**Lemma 5.12.** The length of $P((\bigvee \land)^m; \overline{x}(i + 4^m, i + 2 \cdot 4^m - 1))$ is $4^m$.

**Proof.** By induction. □

Recall that $F$ is definable from $p, q_0, q_1$ by $k$-BRN ($k$-bounded recursion on notation) for $k \in \mathbb{N}$ if

\[
F(0, \overline{x}) = p(\overline{x}), \\
F(2n, \overline{x}) = q_0(n, \overline{x}, F(n, \overline{x})) \text{ if } n > 0, \\
F(2n + 1, \overline{x}) = q_1(n, \overline{x}, F(n, \overline{x})),
\]

and $0 \leq F(n, \overline{x}) \leq k$ for all $n$, $\overline{x}$.

We will use a variation of $k$-BRN by restricting $1 \leq F(n, \overline{x}) \leq k + 1$ instead. Note that the variation is equivalent to the original one. Since we treat $\sigma \in S_n$ as a bijective map from $\{1, \ldots, n\}$ to $\{1, \ldots, n\}$, it would be better to use the variation.

**Lemma 5.13.** If $q \in A_0(k\text{-BRN})$, $q : \{0, 1\} \times \mathbb{N} \times \mathbb{N} \rightarrow S_{k+1}$, then for $1 \leq i \leq k+1$,

\[
F(n, j, \overline{x}) = \prod_{i=0}^{[n]-1} q(\text{Bit}(i, n), [n/2^i], \overline{x})(s) \quad (s \in \{1, 2, \ldots, k+1\})
\]

is in $A_0(k\text{-BRN})$.

**Proof.** Note that $[\cdots](s)$ means the image of $s$ by the product $[\cdots]$ in $S_{k+1}$. Define

\[
F(0, s, \overline{x}) = s, \\
F(2n, s, \overline{x}) = q(0, n, \overline{x})(F(n, s, \overline{x})) \text{ if } n > 0, \\
F(2n + 1, s, \overline{x}) = q(1, n, \overline{x})(F(n, s, \overline{x})).
\]

Then $1 \leq F(n, s, \overline{x}) \leq k+1$ and $F(n, s, \overline{x}) \in A_0(k\text{-BRN})$. The equality $F(n, s, \overline{x}) = \prod_{i=0}^{[n]-1} g(\text{Bit}(i, n), [n/2^i], \overline{x})(s)$ can be easily verified by induction. □

We encode $x \in \mathbb{N}$ into $\overline{x}$ as follows:

\[
\overline{x} = \langle x_0, \ldots, x_{n-1} \rangle = \langle \text{Bit}(0, x), \ldots, \text{Bit}(n - 1, x) \rangle
\]

where $n = |x|$. Note that tree$(x) = (\bigvee \land)^m(\overline{x}(0, 4^m - 1))$ where $4^m \leq |x| < 4^{m+1}$.

From Lemma 5.12, we may assume that the branching program $P((\bigvee \land)^m; \overline{x}(0, 4^m - 1)) = \langle j(i, \overline{x}), f(i, \overline{x}), g(i, \overline{x}) \rangle$ for $1 \leq i \leq 4^m$. 

Lemma 5.14. Suppose that $P((igvee \wedge)^{m}; 2(0, 4^{m} - 1)) = (j(i, \vec{x}), f(i, \vec{x}), g(i, \vec{x}))$ for $1 \leq i \leq 4^{2m}$. If $j(i, \vec{x}), f(i, \vec{x}), g(i, \vec{x}) \in A_{0}$, then $\text{tree} \in A_{0}(4\text{-BRN})$.

Proof. Define $g(0, i, \vec{x}) = f(i, \vec{x})$ and $g(1, i, \vec{x}) = g(i, \vec{x})$. By Lemma 5.13, we have $F \in A_{0}(4\text{-BRN})$. Now we use CRN and $j(i, \vec{x})$ to construct $n(\vec{x})$:

$$n(\vec{x}) = \vec{x}(j(1, \vec{x})) * \vec{x}(j(2, \vec{x})) * \cdots * \vec{x}(j(4^{m}, \vec{x})).$$

(Note that $4^{m} \leq |\vec{x}|$ is sharply bounded.) So $n(\vec{x}) \in A_{0}$. We can compute $\text{tree}(\vec{x})$ as follows:

$$\text{tree}(\vec{x}) = \begin{cases} 1 & \text{if } F(n(\vec{x}), s, \vec{x}) = \theta(s) \text{ for all } s \in \{1, 2, 3, 4, 5\}; \\
0 & \text{if } F(n(\vec{x}), s, \vec{x}) = s \text{ for all } s \in \{1, 2, 3, 4, 5\}.
\end{cases}$$

By Lemma 5.13, $\text{tree} \in A_{0}(4\text{-BRN})$. 

We need two technical lemmas to complete this work.

Lemma 5.15. $j(i, \vec{x}) \in A_{0}$.

Proof. Assume that $1 \leq i \leq 4^{2m}$, then $0 \leq i - 1 \leq 4^{2m} - 1$. Let

$$i - 1 = v_{4m-1} \ast v_{4m-2} \ast v_{4m-3} \ast v_{4m-4} \ast \cdots \ast v_{3} \ast v_{2} \ast v_{1} \ast v_{0},$$

where $v_{l} \in \{0, 1\}$. According to Example 5.11, the branching program for $(\bigvee \wedge)^{m}$ with input $x(0, 4^{m} - 1)$ can be constructed by concatenating 16 branching programs for $(\bigvee \wedge)^{m-1}$. The indices of these 16 branching programs are: 0, 1, 0, 1, 2, 3, 2, 3, 0, 1, 0, 1, 2, 3, 2, 3. Hence the i-th instruction is from $P_{v_{4m-2}\ast v_{4m-3}}$. Since the starting point of $w(0, 4^{m} - 1)$ is 0, inductively

$$j(i) = v_{4m-2} \ast v_{4m-4} \ast v_{4m-6} \ast v_{4m-8} \ast \cdots \ast v_{6} \ast v_{4} \ast v_{2} \ast v_{0}.$$ 

Hence $j(i)$ is computable in $A_{0}$. 

It is not necessary to find the explicit expression for $j(i, \vec{x})$.

Lemma 5.16. $f(i, \vec{x}), g(i, \vec{x}) \in A_{0}$.

Proof. We use the same assumption in Lemma 5.15. Let $0 \leq i - 1 \leq 4^{2m} - 1$ and

$$i - 1 = v_{4m-1} \ast v_{4m-2} \ast v_{4m-3} \ast v_{4m-4} \ast \cdots \ast v_{3} \ast v_{2} \ast v_{1} \ast v_{0},$$

where $v_{l} \in \{0, 1\}$. According to Example 5.11, when we trace $f(i), g(i)$ inductively, each time there are two parts added: the conjugate part $h(\cdot)$ and the tail part $u(\cdot)$. First we compute the conjugate part inductively. Define

$$C(i, 1) = h(v_{4m-1} \ast v_{4m-2} \ast v_{4m-3} \ast v_{4m-4}) \cdot h(v_{4m-5} \ast v_{4m-6} \ast v_{4m-7} \ast v_{4m-8}) \cdots h(v_{3} \ast v_{2} \ast v_{1} \ast v_{0})$$

$$= \prod_{l=1}^{m} h(v_{4l+1} \ast v_{4l-2} \ast v_{4l-3} \ast v_{4l-4}).$$

Because $P((\bigvee \wedge)^{0}; x_{2}) = (i, \beta, e)$, the conjugate parts for $f(i), g(i)$ are $\theta^{C(i, 1)}e^{C(i, 1)}$ respectively. Since $m \leq |x|^{2}$, $C(i, 1)$ is computable by weak 5-BRN. Therefore $C(i, 1)$ is computable in $A_{0}$.

Now consider the tail part. By the defining construction in Example 5.11, the tail part will be added only when $v_{4m-1} \ast v_{4m-2} \ast v_{4m-3} \ast v_{4m-4} = 0011, 0111, 1011,$
or 1111. We may think of the other cases as adding a trivial tail \( e \). For \( 0 < j \leq m \), define

\[
T(i, j) = \begin{cases} 
  u(0) & \text{if } v_{4j-1} \cdot v_{4j-2} \cdot v_{4j-3} \cdot v_{4j-4} = 0011; \\
  u(1) & \text{if } v_{4j-1} \cdot v_{4j-2} \cdot v_{4j-3} \cdot v_{4j-4} = 0111; \\
  u(2) & \text{if } v_{4j-1} \cdot v_{4j-2} \cdot v_{4j-3} \cdot v_{4j-4} = 1011; \\
  u(3) & \text{if } v_{4j-1} \cdot v_{4j-2} \cdot v_{4j-3} \cdot v_{4j-4} = 1111; \\
  e & \text{else.}
\end{cases}
\]

By Lemma 5.4, once a tail part is added, in the rest of the whole computation it will not be changed. For this we define the conjugate function

\[
C(i, r) = \frac{h(v_{4m-1} \cdot v_{4m-2} \cdot v_{4m-3} \cdot v_{4m-4})}{\prod_{i=r}^{m} h(v_{4i-1} \cdot v_{4i-2} \cdot v_{4i-3} \cdot v_{4i-4})}
\]

for \( r \leq m \). Now we can compute \( f(i), g(i) \):

\[
f(i) = \theta^{C(i, 1)} \cdot T(i, 1)^{C(i, 2)} \cdot T(i, 2)^{C(i, 3)} \cdot \ldots \cdot T(i, m-1)^{C(i, m)} \cdot T(i, m).
\]

\[
g(i) = e^{C(i, 1)} \cdot \prod_{i=1}^{m-1} T(i, i)^{C(i, i+1)} = \prod_{i=1}^{m-1} T(i, i)^{C(i, i+1)}.
\]

\[
\square
\]

**Theorem 5.17.** \( \text{tree} \in A_0(4-\text{BRN}) \). (Hence \( N_0 \subseteq N_0^4 \).)

**Proof.** Apply Lemmas 5.14, 5.15, 5.16. \( \square \)

6. The case \( LR(f) \) with \( |B| \leq 4 \)

Let \( |B| = 4 \) and \( f : B \times B \rightarrow B \). To prove that \( LR(f)[b_0 \cdot b_1 \ldots b_n] \) is computable in \( A_0(6) \), it suffices to show that \( f_n \circ \ldots \circ f_1(b_0) \) is computable in \( A_0(6) \), where \( f_i : B \rightarrow B \) for \( 1 \leq i \leq n \) and \( b_0 \) are inputs. It is because we may set \( f_0(x) = f(x, b_0) \).

We first consider that case that \( |\text{Im}(f_i)| = 4 \) for \( 1 \leq i \leq n \). In this case each \( f_i \) is a permutation on \( B \). Then it suffices to prove that the group multiplication \( \prod_{i=1}^{n} g_i \) on the permutation group \( S_4 \) is computable in \( A_0(6) \).

**Lemma 6.1.** The group multiplication \( \prod_{i=1}^{n} g_i \) in \( S_4 \) is computable in the function algebra \( A_0(6) \).

**Proof.** Let \( V = \{ e, (1 2)(3 4), (1 3)(2 4), (1 4)(2 3) \} \) be the four group. Then \( V \) is abelian and \( V \leq A_4 \leq S_4 \).

Let \( a = (1 2) \in S_4 \) and \( b = (1 2 3) \in A_4 \). Then we can express \( S_4 \) and \( A_4 \) by the unions of disjoint cosets: \( S_4 = A_4 \cup (a \cdot A_4) \) and \( A_4 = V \cup (b \cdot V) \cup (b^2 \cdot V) \).
First we express each \( g_i = a^{m_i} h_i \) for some \( h_i \in A_4 \) and \( m_i \in \{0,1\} \). This can be done in parallel, i.e., by CRN. Then
\[
\prod_{i=1}^{n} g_i = a^{m_1} h_1 \cdot a^{m_2} h_2 \cdots a^{m_n} h_n = (a^{m_1} h_1 a^{-m_1}) \cdots (a^{m_{n-1} h_n a^{-m_{n-1}}}) \cdot a_{\sum_{j=1}^{n} m_j},
\]
where \( h'_i = a_{\sum_{j=1}^{i-1} m_j} h_i a_{-\sum_{j=1}^{i-1} m_j} \) and \( a_{\sum_{j=1}^{n} m_j} \) are computable in \( A_0(2) \). And the problem is reduced to a product \( \prod_{i=1}^{n} h'_i \) in the group \( A_4 \).

Similarly, we can reduce \( \prod_{i=1}^{n} h'_i \) into a product in \( V \) by an \( A_0(3) \) computation. Since \( V \) is isomorphic to \( Z_2 \oplus Z_2 \), the product in \( V \) is computable in \( A_0(2) \).

**Example 6.2.** Suppose that we have \( f_1, f_2, \ldots, f_n : [k] \to [k] \) and \( |\text{Im}(f_i)| = k - 1 \), and we want to compute \( f_n \circ f_{n-1} \circ \cdots \circ f_2 \circ f_1 \), then we can reduce this to a composition of functions all of which has domain and range \([k-1]\). First for each \( f_i \) there is a permutation \( g_i \) on \([k]\) such that \( \text{Im}(g_i f_i) = [k-1] \). Then
\[
f_n \circ f_{n-1} \circ \cdots \circ f_2 \circ f_1 = g_{n-1} \circ g_n f_{n-1} \circ \cdots \circ g_2 f_2 g_1 \circ g_1 f_1.
\]
Since \( \text{Im}(f_i g_i^{-1}) = \text{Im}(f_i), \text{Im}(g_i f_i g_i^{-1}) = \text{Im}(g_i f_i) \) \([k-1]\). Define \( h_i = g_i f_i g_i^{-1} \) for \( 2 \leq i \leq n \). Note that \( h_i \) only depends on \( g_i, g_{i-1} \) and then this can be determined from \( f_i, f_{i-1} \). (Hence this can be computed in \( A_0 \).) After the first mapping \( g_1 f_1 \) the image is restricted to \([k-1]\). Then
\[
f_n \circ f_{n-1} \circ \cdots \circ f_2 \circ f_1 = g_{n-1} \circ h_n \circ h_{n-1} \circ \cdots \circ h_2 \circ g_1 f_1
\]

The part \((*)\) is a composition of functions with domain and range \([k-1]\).

**Example 6.3.** If \( \min_{1 \leq i \leq n} |\text{Im}(f_i)| = 3 \) and \( i_1 < i_2 < \cdots < i_t \) are all \( i \) such that \( |\text{Im}(f_i)| = 3 \), then
\[
f_n \circ \cdots \circ f_1 = (f_{i_t} \circ \cdots \circ f_{i_{t+1}}) \circ (f_{i_{t-1}} \circ \cdots \circ f_{i_t}) \circ \cdots \circ (f_{i_2} \circ \cdots \circ f_1) \circ (f_{i_1} \circ \cdots \circ f_1).
\]
Each \( h_j = (f_{i_{j+1}} \circ \cdots \circ f_{i_{j+1}}) \) is computable in \( A_0(6) \). Then we can apply the trick in Example 6.2 to compute \( h_i \circ \cdots \circ h_1 \).

We can then consider the more general case as in the following example.

**Example 6.4.** Consider the following composition \( f_n \circ \cdots \circ f_1 \) with each function \( f_i : B \to B \).

In this example, \( n = 22 \) and every \( |\text{Im}(f_i)| \) is written right below \( f_i \). Then according to the tricks in Examples 6.3.6.2 and Lemma 6.1, we can compute the composition “block by block” (as the way we brace them) from bottom to top in at most 4 levels.

Now the following theorem is obvious.
Theorem 6.5. The composition of functions \( f_n \circ \cdots \circ f_1 \) with each \( f_i : B \to B \) and \( |B| = 4 \) is computable in \( A_0(6) \).

Corollary 6.6. If \( f \) is definable from \( g, h_0, h_1 \) by \( k \)-BRN with \( g, h_0, h_1 \in A_0 \), then \( f \in A_0(2) \) while \( k = 1 \), and \( f \in A_0(6) \) while \( k = 2, 3 \).

This means: "1-BRN \( \Leftrightarrow \) AC\( ^0\)(Mod2)", "2-BRN \( \Leftrightarrow \) AC\( ^0\)(Mod2 + Mod3) \( \Leftrightarrow \) 3-BRN."

Question. For \( |B| = k > 4 \) (here \( k \) may be equal to \( \log n \) or \( (\log \log n) \)), can the composition of functions \( f_n \circ \cdots \circ f_1 \) be computable in ACC if (1) in each block the computation is computable in ACC and (2) the scopes are nested with depth \( \leq \log \log n \)?

7. The Associative Case with \( |B| < 60 \)

In this section we prove that LR\((f)\) for associative \( f \) with \( |B| \leq 59 \) is computable in ACC.

Recall that a monoid \((M, \circ)\) consists of a nonempty set \( M \) and an associative binary operation \( \circ : M \times M \to M \) and there is an identity element \( e \in M \), i.e., \( e \circ x = x \circ e \) for all \( x \in M \).

A monoid is solvable if any of its subsets which form groups under the monoid operation are solvable groups.

Theorem 7.1. (from [4]) A language is recognizable by polynomial length NUDFA's over a solvable monoid iff it is in ACC.

Here we only use the \( \Rightarrow \) direction. Since our concern is the word problem over a monoid, it suffices to show that the monoids in consideration are solvable.

Theorem 7.2. LR\((f)\) for associative \( f \) with \( |B| \leq 59 \) is computable in ACC.

Proof. Since the smallest nontrivial simple group is \( A_5 \) (with 60 elements), \((B, f)\) is solvable if it is a monoid.

Consider the case that \( f : B \times B \to B \) is associative. If every element in \( B \) is not an identity element, we can add a new identity element \( e \) to \( B \) and expand \( f \) to \( f : (B \cup \{e\}) \times (B \cup \{e\}) \to (B \cup \{e\}) ) : f(e, x) = f(x, e) = x \) for any \( x \in (B \cup \{e\}) \) if \( |B| < 59 \), then \( |B \cup \{e\}| \leq 59 \) and \( B \cup \{e\} \) is solvable.

If \( |B| = 59 \), then \( B \cup \{e\} \) can not be isomorphic to \( A_5 \) if it were, then \( e = f(a, b) \) for some \( a, b \in B \) (that is because \( A_5 \) is a group), a contradiction (for \( e \notin B \)). Then \( B \cup \{e\} \) must be solvable (otherwise it is isomorphic to \( A_5 \)).

8. Commutator and Koszul-Hedron

Is the discovery of the existence of three 5-cycles \( \sigma, \delta, \tau \) with \( \sigma \delta \sigma^{-1} \delta^{-1} = \tau \) a big surprise?

One may start the investigation as what is presented in Section 6 and then start investigating \( A_5 \). Let \( \alpha *_c \beta = \alpha \beta \alpha^{-1} \beta^{-1} \) be the commutator operation. By calculating \(*_c\) over 5-cycles in \( S_5 \), we find an interesting structure: There are 2 disjoint subsets of 5-cycles (in \( S_5 \)), say, \( A, A' \), which satisfy the following conditions:

(1) \( |A| = |A'| = 12 \). (2) \( \alpha \in A \) (or \( A' \)) implies \( \alpha^{-1} \in A \) (or \( A' \)). (3) For any \( \alpha, \beta \in A \) (or \( A' \)), if \( \alpha *_c \beta \neq e \), the identity element in \( S_5 \), then \( \alpha *_c \beta \in A \) (or \( A' \)). By \(*_c\) and such \( \alpha, \beta, \{e\} \) (or \( \{e\} \)) can be generated.

By conjugate operation it is clear that \( A, A' \) are isomorphic. (Note that \( A' = \langle \alpha^2 : \alpha \in A \rangle \). We may restrict \(*_c\) on \( A \cup \{e\} \). (Therefore, if one chooses three
different 5-cycles $a, b, c$ such that none of them is an inverse of the rest, then two of them must be in $A$ or $A'$ and these two will generate another 5-cycle by commutator. Hence it seems quite natural to discover this fact! We are interested in the computational power of $LR(*_c), RL(*_c), DC(*_c)$. In Part II we will prove that $AC^0(DC(*_c)) = NC^1$ and $AC^0(LR(*_c)) = AC^0(\text{mod}_{10})$. To prove the second statement, we need to visualize $*_c$ geometrically, by assigning the twelve 5-cycles in $A$ to the vertices of icosahedron so that $a *_c \beta = \gamma$ is geometrically invariant, i.e., for any rotation $R$ on the icosahedron, $R(\alpha) *_c R(\beta) = R(\gamma)$. In the proof we will first show that $AC^0(\text{mod}_{10}) \subseteq AC^0(LR(*_c)) \subseteq AC^0(\text{mod}_{30})$, and then remove the $\text{mod}_3$ gates.

Although Theorem 7.1 (from [4]) characterizes the solvable monoid case, it seems not clear that "If $f \in AC^0(\text{mod}_k)$, then $AC^0(f) = AC^0(\text{mod}_m)$ for some $m | k$." is always true. Our case "$AC^0(\text{mod}_{10}) = AC^0(LR(*_c))$" somehow suggests that "If $f \in AC^0(\text{mod}_k)$, then $AC^0(f) = AC^0(\text{mod}_m)$ for some $m | k$." may not be proved easily. On searching any counterexample of it, what may deserve to investigate are the case $|B| \leq 4$ and the case $DC(f)$ for associative $f$ with $|B| < 60$ (especially $|B| = 5$).
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