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Abstract

We give polynomial time approximation schemes for the problem of partitioning an input set of $n$ points into a fixed number $k$ of clusters so as to minimize the sum over all clusters of the total pairwise distances in a cluster. Our algorithms work for arbitrary metric spaces as well as for points in $\mathbb{R}^d$ where the distance between two points $x, y$ is measured by $||x - y||_2^2$ (notice that $(\mathbb{R}^d, || \cdot ||_2^2)$ is not a metric space). Our algorithms can be modified to handle other objective functions, such as minimizing the sum over all clusters of the total distance to the best choice for cluster center.
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1 Introduction

Problem statement and motivation. The partition of a data set into a small number of clusters, each containing a set of seemingly related items, plays an increasingly crucial role in emerging applications such as web search and classification [12, 50], interpretation of experimental data in molecular biology and astrophysics [41, 57, 48], or market segmentation [45]. This task raises several fundamental questions about representing data, measuring affinity, estimating clustering quality, and designing efficient algorithms. For example, when searching or mining massive unstructured data sets, data items are often processed and represented as points in a high dimensional \(^1\) space \(\mathbb{R}^d\), where some standard distance function measures affinity (see, for example, [20, 58, 26, 12]).

This paper deals with the question of designing good algorithms for an attractive criterion for clustering quality in such a setting. More specifically, we consider a set \(V\) of \(n\) points endowed with a distance function \(\delta : V \times V \to \mathbb{R}\). These points have to be partitioned into a fixed number \(k\) of subsets \(C_1, C_2, \ldots, C_k\) so as to minimize the cost of the partition, which is defined to be the sum over all clusters of the total pairwise distances in a cluster. We refer to this problem as the Min-Sum All-Pairs \(k\)-Clustering problem. Our algorithms deal with the case that \(\delta\) is an arbitrary metric (including, in particular, points in \(\mathbb{R}^d\) with distances induced by some norm). We also handle the non-metric case of points in \(\mathbb{R}^d\) where the distance between two points \(x, y\) is measured by \(\delta(x, y) = \|x - y\|_2^2\). In the latter case, our algorithms can be modified to deal with other objective functions, including the problem of Min-Sum Median \(k\)-Clustering, where the cost of a clustering is the sum over all clusters of the total distances between cluster points and the best choice for a cluster center. All optimization problems that we consider are \(NP\)-hard to solve exactly even for \(k = 2\).

Our results. For the Min-Sum All-Pairs objective function, we present algorithms for every \(k\) and for every \(\epsilon > 0\) that compute a partition into \(k\) clusters \(C_1, C_2, \ldots, C_k\) of cost at most \(1 + \epsilon\) times the cost of an optimum partition. In the metric case the algorithm is randomized and its running time is \(O(n^{2k} + n^{k+1}2^{O(1/\epsilon^{k+1})})\). In the case of the square of Euclidean distance, the algorithms are deterministic, and their running time is \(n^{O(k/\epsilon^2)}\). Our algorithms can be modified to output, for all \(\zeta > 0\), a clustering that excludes at most \(\zeta n\) outliers and has cost at most \(1 + \epsilon\) times the optimum cost. In the case of the square of Euclidean distance, we can do this in probabilistic time \(O(f(k, \epsilon, \zeta) \cdot n^3 \log n)\), where \(f\) grows (rapidly) with \(k, \frac{1}{\epsilon}\), and \(\frac{1}{\zeta}\).

The Min-Sum Median objective function can be optimized in polynomial time for fixed \(k\) in finite metrics, because the number of choices for centers is polynomial. However, if the points are located in a larger space, such as \(\mathbb{R}^d\), and the centers can be picked from this larger space, the problem may become hard. For points in \(\mathbb{R}^d\) with distances measured by the square of Euclidean distance, we give Min-Sum Median algorithms that partition all points into \(k\) clusters of cost at most \(1 + \epsilon\) of the optimum cost in probabilistic time \(O(g(k, \epsilon) \cdot n \cdot (\log n)^k)\), where \(g\) grows (rapidly) with \(k\) and \(\frac{1}{\epsilon}\). Some of our ideas can be modified trivially to derive polynomial time approximation schemes for other objective functions, such as minimizing

\(^1\)By “high dimensional” we mean that the dimension \(d\) should be treated as part of the input and not as a constant.
the maximum radius of a cluster. We do not elaborate on these modifications.

**Related work.** Schulman [56] initiated the study of approximation algorithms for Min-Sum All-Pairs $k$-Clustering. He gave probabilistic algorithms for clustering points in $\mathbb{R}^d$ with distance measured by the square of Euclidean distance. (Thus he also handled other interesting cases of metrics that embed isometrically into this distance space, such as Euclidean metrics or $L^1$ metrics.) His algorithms find a clustering such that either its cost is within a factor of $1 + \epsilon$ of the optimum cost, or it can be converted into an optimum clustering by changing the assignment of at most an $\epsilon$ fraction of the points. The running time is linear if $d = o(\log n / \log \log n)$ and otherwise the running time is $n^{O(\log \log n)}$. Thus our results improve and extend Schulman’s result, giving a true polynomial time approximation scheme for arbitrary dimension.

Earlier, Fernandez de la Vega and Kenyon [24] presented a polynomial time approximation scheme for Metric Max Cut, an objective function that is the complement of Metric Min-Sum All-Pairs 2-clustering. Indyk [35] later used this algorithm to derive a polynomial time approximation scheme for the latter problem. Thus our results extend Indyk’s result to the case of arbitrary fixed $k$. Bartal, Charikar, and Raz [11] gave a polynomial time approximation algorithm with polylogarithmic performance guarantees for Metric Min-Sum All-Pairs $k$-Clustering where $k$ is arbitrary (i.e., part of the input).

As mentioned above, instances of Min-Sum Median $k$-Clustering in finite metrics with fixed $k$ are trivially solvable in polynomial time. (For arbitrary $k$, the problem is APX-hard [33] and has elicited much work and progress [8, 16, 37, 15].) This is not the case in geometric settings, including the square of Euclidean distance discussed in this paper. This case was considered by Drineas, Frieze, Kannan, Vempala, and Vinay [25], who gave a 2-approximation algorithm. Ostrovsky and Rabani [52] gave a polynomial time approximation scheme for this case and other geometric settings. Our results improve significantly the running time for the square of Euclidean distance case. Recently and independently of our work, Bădoiu, Har-Peled, and Indyk [10] gave a polynomial time approximation scheme for points in Euclidean space with much improved running time (as well as results on other clustering objectives). Their algorithm and analysis are in some respects similar to our algorithm (though it handles a different distance function).

It is interesting to note that both Schulman’s algorithm for Min-Sum All-Pairs Clustering and the algorithm of Fernandez de la Vega and Kenyon for Metric Max Cut use a similar idea of sampling data points at random from a biased distribution that depends on the pairwise distances. In recent research on clustering problems, sampling has been the core idea in the design of provably good algorithms for various objective functions. Examples include [5, 3, 51].

## 2 Preliminaries

In this section we introduce some notation and some tools that will be used to derive and analyze our algorithms.

Throughout the paper we use $V$ to denote the input set of points and $\delta$ to denote the
distance function over pairs of points in \( V \). The function \( \delta \) can be given explicitly or implicitly (for example, if \( V \subset \mathbb{R}^d \) and \( \delta \) is derived from a norm on \( \mathbb{R}^d \)). Our time bounds count arithmetic operations and assume that computing \( \delta(x, y) \) is a single operation. The reader may assume that the input is rational to avoid having to deal with unrealistic computational models. We use \( k \), a fixed constant, to denote the desired number of clusters. We omit the ceiling notation from expressions such as \( \lceil \frac{1}{c} \rceil \). Our claims and proofs can be modified trivially to account for taking the ceiling of non-integers wherever needed.

Let \( X, Y \subset V \) and \( x \in V \). With a slight abuse of notation, we use \( \delta(x, Y) \) to denote \( \sum_{y \in Y} \delta(x, y) \), and we use \( \delta(X, Y) \) to denote \( \sum_{x \in X} \delta(x, Y) \) (notice that \( \delta(\cdot, \cdot) \) is a symmetric bilinear form but is not a distance in the power set of \( V \)). We use \( \delta(X) \) to denote \( \delta(X, X) \). We put \( W = \delta(V) \) and \( w_x = \delta(x, V) \). Finally, we denote the diameter of \( X \) by \( \text{diam}(X) = \max_{x, y \in X} \delta(x, y) \).

Let \( C_1, C_2, \ldots, C_k \) be a partition of \( V \) into \( k \) disjoint clusters. Then, for all \( i = 1, 2, \ldots, k \), we use \( \text{cost}(C_i) \) to denote the cost of \( C_i \). For most of the paper, we are concerned with the all-pairs cost of a cluster, putting \( \text{cost}(C_i) = \frac{1}{2} \delta(C_i) \). In some cases, our algorithms can be modified to apply to hard cases of the median cost of a cluster, putting \( \text{cost}(C_i) = \min_{x \in \mathbb{R}^d} \{ \delta(x, C_i) \} \). In both cases, the cost of the clustering is \( c = \text{cost}(C_1, C_2, \ldots, C_k) = \sum_{i=1}^{k} \text{cost}(C_i) \). We use \( C_1^*, C_2^*, \ldots, C_k^* \) to denote a clustering of \( V \) of minimum cost \( c^* = \text{cost}(C_1^*, C_2^*, \ldots, C_k^*) \).

Our polynomial time approximation schemes handle the case where \( \delta \) induces an arbitrary metric on \( V \), as well as the non-metric case of \( V \subset \mathbb{R}^d \) and \( \delta(x, y) = \|x - y\|_p \). The former case obviously includes instances where \( V \subset \mathbb{R}^d \) and \( \delta(x, y) = \|x - y\|_p \) for \( p \in [1, \infty) \) or \( p = \infty \). Instances of points in \( \mathbb{R}^d \) are computationally hard if \( d \) is part of the input.

### 2.1 Properties of Metric Spaces

The main property of metrics that we use is the following proposition, which follows easily from the triangle inequality.

**Proposition 1.** Let \( X, Y, Z \subseteq V \). Then,

\[
|Z| \delta(X, Y) \leq |X| \delta(Y, Z) + |Y| \delta(Z, X).
\]

**Proof:** For every \( x, y, z \), we have \( \delta(x, y) \leq \delta(y, z) + \delta(z, y) \). Summing over \( X \times Y \times Z \) gives the desired result. \( \square \)

Here are some corollaries which are used in our proofs in metric space.

**Corollary 2.** \( \text{diam}(V) \leq 2W/n \).

**Proof:** Let \( x, y \) be such that \( \text{diam}(V) = \delta(x, y) \), and apply Proposition 1 to \( X = \{x\} \), \( Y = \{y\} \), and \( Z = V \). \( \square \)

**Corollary 3.** Let \( C \subseteq V \). For every vertex \( v \in C \) we have

\[
\delta(v, C) \geq \frac{\delta(C)}{2|C|}.
\]
Proof: Apply Proposition 1 to $X = C$, $Y = C$ and $Z = \{v\}$. □

Our approximation scheme for min-sum all-pairs clustering in metric spaces uses as a tool an approximation scheme for Metric Max-$k$-Cut.

Definition: The Metric Max-$k$-Cut problem takes as input a set $V$ of $n$ points from an arbitrary metric space, and outputs a partition of $V$ into $k$ clusters $C_1, C_2, \ldots, C_k$ so as to maximize total distance between pairs of points in different clusters, i.e.,

$$
\max \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \delta(C_i, C_j).
$$

For any partition, the sum of the Max-$k$-Cut value and of the min-sum all-pairs clustering value equals $W$. Thus the same partition is optimal for both objectives.

Theorem 4 ([24, 23]). There is a polynomial time approximation scheme for Metric Max-$k$-Cut.

Theorem 4 is actually an easy extension of the MaxCut approximation scheme of [24]. The same reduction which is used for MaxCut also applies to Max-$k$-Cut, and the resulting weighted dense graph is only a variant of dense graphs in the usual sense, so that the Max-$k$-Cut approximation schemes for dense graphs (see [32, 7]) apply. An alternate algorithm can be found in [23].

2.2 Properties of $|| \cdot ||_2^2$

Unless otherwise specified, all subsets and multi-subsets of $\mathbb{R}^d$ that we discuss are, for simplicity, finite. For a finite set $X \subset \mathbb{R}^d$ we denote by $\text{conv}(X)$ the convex hull of $X$, i.e., $\text{conv}(X) = \{ y \in \mathbb{R}^d \mid \exists \alpha \in \mathbb{R}^{|X|} \text{ such that } \alpha \geq 0 \text{ and } \|\alpha\|_1 = 1 \text{ and } y = \sum_{x \in X} \alpha_x x \}$. We associate with every $y$ in $\text{conv}(X)$ such that $y = \sum_{x \in X} \alpha_x x$ with rational coefficients $\alpha$, a multi-subset $Y$ of $X$ as follows. For every $x \in X$, the number $n_x$ of copies of $x$ in $Y$ is defined by $\alpha_x = n_x / |Y|$, where $n_x$ is the number of times $x$ appears in $Y$. We often use $\bar{y}$ to denote the center of gravity of $Y$.

The following proposition characterizes the all-pairs cost of a cluster for the case that $\delta(x, y) = \|x - y\|_2^2$.

Proposition 5. For every cluster $C \subset V$, $\text{cost}(C) = |C| \delta(C, \bar{C})$.

Proof:

$$
|C| \cdot \delta(C, C) = |C| \cdot \sum_{x \in C} \left( x - \frac{1}{|C|} \sum_{y \in C} y \right) \cdot \left( x - \frac{1}{|C|} \sum_{y \in C} y \right)
$$

$$
= |C| \cdot \sum_{x \in C} \left( \|x\|_2^2 + \frac{1}{|C|^2} \sum_{y \in C} \sum_{y \in C} y \cdot z - \frac{2}{|C|} \sum_{y \in C} x \cdot y \right) \text{ by bilinearity}
$$

$$
= |C| \cdot \sum_{x \in C} \|x\|_2^2 - \frac{1}{|C|} \sum_{x \in C} \sum_{y \in C} x \cdot y \text{ by renaming and grouping}
$$
\[
= \frac{1}{2} \sum_{x \in C} \sum_{y \in C} (\|x\|_2^2 + \|y\|_2^2 - 2x \cdot y) \text{ by renaming}
\]
\[
= \frac{1}{2} \sum_{x \in C} \sum_{y \in C} \|x - y\|_2^2
\]
\[
= \text{cost}(C).
\]

The following simple propositions will come in handy.

**Proposition 6.** For every multi-subset \( Y \) of \( \mathbb{R}^d \), the center of gravity of \( Y \) is such that \( \bar{Y} = \arg \min_{z \in \mathbb{R}^d} \{ \delta(Y, z) \} \).

**Proof:** Let \( z \in \mathbb{R}^d \) be the point that minimizes the above expression. As \( \delta(Y, z) = \sum_{i=1}^d \sum_{y \in Y} (y_i - z_i)^2 \), we can determine \( z \) by minimizing each coordinate separately. We have

\[
\frac{\partial}{\partial z_i} \sum_{y \in Y} (y_i - z_i)^2 = -2 \sum_{y \in Y} (y_i - z_i). \quad \text{The right hand side has a single zero at} \quad z_i = \frac{1}{|Y|} \sum_{y \in Y} y_i.
\]

As \( \frac{\partial^2}{\partial z_i^2} \sum_{y \in Y} (y_i - z_i)^2 = 2|Y| > 0 \), this point is the unique global minimum. \( \square \)

**Proposition 7.** For every \( x, y, z \in \mathbb{R}^d \), \( \delta(x, z) \leq \delta(x, y) + \delta(y, z) + 2\sqrt{\delta(x, y) \cdot \delta(y, z)} \).

**Proof:** By the triangle inequality for Euclidean distance, \( \sqrt{\delta(x, z)} \leq \sqrt{\delta(x, y) + \delta(y, z)} \). Squaring this inequality gives the desired result. \( \square \)

**Proposition 8.** For every \( x \in \mathbb{R}^d \), for every multi-subset \( Y \) of \( \mathbb{R}^d \), \( \delta(x, \bar{Y}) \leq \frac{1}{|Y|} \delta(x, Y) \).

**Proof:**

\[
\delta(x, \bar{Y}) = \left\| x - \frac{1}{|Y|} \sum_{y \in Y} y \right\|_2^2
\]
\[
= \left\| \frac{1}{|Y|} \sum_{y \in Y} (x - y) \right\|_2^2
\]
\[
= \sum_{i=1}^d \left( \frac{1}{|Y|} \sum_{y \in Y} (x_i - y_i) \right)^2
\]
\[
\leq \sum_{i=1}^d \frac{1}{|Y|} \sum_{y \in Y} (x_i - y_i)^2
\]
\[
= \frac{1}{|Y|} \sum_{y \in Y} \sum_{i=1}^d (x_i - y_i)^2
\]
\[
= \frac{1}{|Y|} \sum_{y \in Y} \delta(x, y),
\]

where (1) follows from the Cauchy-Schwarz inequality. \( \square \)

The following lemma is attributed to Maurey [53, 14, 6]. We provide a proof for completeness.
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Lemma 9 (Maurey). For every positive integer $d$, for every $Y \subset \mathbb{R}^d$, for every $\epsilon > 0$, and for every $x \in \text{conv}(Y)$, there exists a multi-subset $Z$ of $Y$ containing $|Z| = \frac{1}{\epsilon}$ points such that $\delta(x, Z) \leq \epsilon \cdot (\text{diam}(Y))$.

Proof: Put $t = \frac{1}{\epsilon}$. As $x \in \text{conv}(Y)$, it can be expressed as a convex combination $x = \sum_{y \in Y} \alpha_y y$, where the coefficients $\alpha_y$ are non-negative reals that sum up to 1. Pick a multiset $Z = \{z^1, z^2, \ldots, z^t\}$ at random, where the $z^i$'s are independent, identically distributed, random points with $\Pr[z_i = y] = \alpha_y$. Now,

$$E \left[ \delta(x, Z) \right] = E \left[ \left\| x - \frac{1}{t} \sum_{i=1}^{t} z^i \right\|_2^2 \right] = E \left[ \left\| \frac{1}{t} \sum_{i=1}^{t} (x - z^i) \right\|_2^2 \right] = E \left[ \frac{1}{t^2} \sum_{i=1}^{t} \sum_{j=1}^{t} (x - z^i) \cdot (x - z^j) \right] = \frac{1}{t^2} \sum_{i=1}^{t} E \left[ \|x - z^i\|^2 \right] \leq \frac{1}{t} \text{diam}(Y),$$

where (2) follows from the linearity of expectation, and (3) follows from the fact that for every $i \neq j$, $z^i$ and $z^j$ are independent, so $E [(x - z^i) \cdot (x - z^j)] = \sum_{i=1}^{d} E[(x_i - z^i_i)] E[(x_i - z^j_i)] = 0$. As $E [\delta(x, Z)] \leq \frac{1}{t} \text{diam}(Y)$, there exists a choice of $Z$ such that $\delta(x, Z) \leq \frac{1}{\epsilon} \text{diam}(Y)$.

Lemma 9 can be used to derive a high-probability argument as follows.

Lemma 10. There exists a universal constant $\kappa$ such that for every integer $d$, for every $Y \subset \mathbb{R}^d$, for every $\epsilon > 0$, and for every $\rho > 0$, a multi-subset $Z$ of $Y$ that is generated by taking a sample of $\kappa \cdot \frac{1}{\epsilon} \cdot \log(1/\rho)$ independent, uniformly distributed, points from $Y$ satisfies $\Pr[\delta(\bar{Y}, Z) > \epsilon \cdot \text{diam}(Y)] < \rho$.

Proof: Put $s = \frac{\kappa}{\epsilon} \cdot \frac{1}{\epsilon} \cdot \log(1/\rho)$ and $t = \frac{s}{\epsilon}$. Consider $Z$ as $s$ samples $Z_1, Z_2, \ldots, Z_s$ of size $t$ each. By Proposition 8, $\delta(\bar{Y}, Z_i) \leq \frac{1}{s} \sum_{i=1}^{s} \delta(\bar{Y}, Z_i)$. Therefore, $\Pr[\delta(\bar{Y}, Z) > \epsilon \cdot \text{diam}(Y)] \leq \Pr[\sum_{i=1}^{s} \delta(\bar{Y}, Z_i) > \epsilon s \cdot \text{diam}(Y)]$. Put $\chi_i = \delta(\bar{Y}, Z_i) / \text{diam}(Y)$ for all $i = 1, 2, \ldots, s$. The $\chi_i$ are independent, identically distributed, random variables taking values in the range $[0, 1]$. By Lemma 9, $E[\chi_i] \leq \frac{1}{t} \epsilon$ for all $i$. Using standard Chernoff bounds we get that $\Pr[\sum_{i=1}^{s} \chi_i > \epsilon s] < \left( \frac{e}{\epsilon} \right)^{\epsilon s/2}$. Putting $\kappa = 4 / \log(4/\epsilon)$, the right hand side is equal to $\rho$. 
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3 A PTAS for Metric Instances

In this section we present our algorithm for clustering metric spaces. We first describe a streamlined version of Indyk’s algorithm [35] that solves the case of \( k = 2 \). It will help to motivate our approximation scheme for arbitrary fixed \( k \).

Let \( (L, R) \) denote an optimal partition into 2 clusters. Run the following three algorithms, constructing three partitions into 2 clusters. Output the best of the three partitions.

1. First algorithm: Use the metric MaxCut approximation scheme of de la Vega and Kenyon with relative error \( \epsilon^3 \).

2. Balanced clusters algorithm: By exhaustive search, guess \( |L| \in (\epsilon n, n] \) and \( |R| = n - |L| \). Repeat \( O(1) \) times the following. Pick a random element \( \ell \in V \) uniformly at random, and a random element \( r \in V \) uniformly at random. For each vertex \( v \in V \), let \( \hat{\delta}(v, L) = |L| \cdot \hat{\delta}(v, \ell) \) and \( \hat{\delta}(v, R) = |R| \cdot \hat{\delta}(v, r) \). Construct a partition \((L', R')\) of \( V \) by placing \( v \) in \( L' \) if \( \hat{\delta}(v, L) \leq \hat{\delta}(v, R) \), and placing \( v \) in \( R' \) otherwise.

3. Unbalanced clusters algorithm: By exhaustive search, guess \( |L| \in (0, \epsilon n] \) and \( |R| = n - |L| \). Repeat \( O(1) \) times the following. Pick a random sample \( r \in R \) uniformly at random. For each vertex \( v \in V \), let \( \hat{\delta}(v, R) = |R| \cdot \hat{\delta}(v, r) \). Construct a partition \((L', R')\) of \( V \) by placing in \( L' \) the \( |L| \) vertices of \( V \) with largest value of \( \hat{\delta}(v, R) \).

We now present our approximation scheme for arbitrary fixed \( k \).

**Definition:** Given \( \epsilon > 0 \), two disjoint sets of points \( A \) and \( B \) are said to be well-separated if \( \delta(A) + \delta(B) < e^{k+1} \delta(A \cup B) \).

Our algorithm consists of taking the best of all partitions that are generated as follows.

1. By exhaustive search, guess the optimal cluster sizes \( |C_1| \geq |C_2| \geq \cdots \geq |C_k| \). Let \( i_0 \) be the largest \( i \) such that \( |C_i| > \epsilon |C_{i-1}| \) for \( i = 2, 3, \ldots, i_0 \). Clusters \( C_i \) through \( C_{i_0} \) are called large clusters, and the others are called small clusters. By exhaustive search, for each pair of large clusters \( C_i \) and \( C_j \), guess whether clusters \( C_i \) and \( C_j \) are well-separated. Define groups of large clusters by taking the transitive closure of the relation “\( C_i \) and \( C_j \) are not well-separated”.

2. Choose, uniformly at random, an element \( c_i \) in each large cluster \( C_i \). (i.e. take \( i_0 \) points uniformly at random, and with constant probability the \( i \)th element will be in \( C_i \)). For each point \( x \) and for each large cluster \( C_i \), define \( \hat{\delta}(x, C_i) = |C_i| \delta(x, c_i) \).

3. For each \( x \), consider the large cluster \( C_i \) which minimizes \( \hat{\delta}(x, C_i) \). Place \( x \) in \( C_i \)'s group and define its contribution to the group as \( f(x) = \hat{\delta}(x, C_i) \). This defines a partition of \( V \) into groups.

4. By exhaustive search, for each group \( G \) thus constructed and for each small cluster \( C_j \), guess \( |G \cap C_j| \), and remove from \( G \) the \( |G \cap C_j| \) elements with largest contribution \( f(x) \). Recursively partition the removed elements into \( (k - i_0) \) clusters.

5. Partition each group of \( h \) large clusters with \( h > 1 \) using Max-\( h \)-Cut with error parameter \( \epsilon' = e^{3k+2}/h^2 \).
4 Analysis of the Metric Algorithm

Lemma 11. Let $C \subseteq V$ and $r \in C$ be such that $\delta(r, C) \leq 2\delta(C)/|C|$. Let $\hat{\delta}(x, C) = |C| \cdot \hat{\delta}(x, r)$, for $x \in V$. Then $|\delta(x, C) - \hat{\delta}(x, C)| \leq 2\delta(C)/|C|$.

Proof: Apply Proposition 1 to $X = \{x\}$, $Y = C$ and $Z = \{r\}$, and to $X = \{x\}$, $Y = \{r\}$ and $Z = |C|$. □

The following lemma is useful for analyzing balanced well-separated clusters.

Lemma 12. Consider two sets of points $R$ and $L$ which are both of size at least $\epsilon |L \cup R|$, and such that $\hat{\delta}(R) + \hat{\delta}(L) < \epsilon^2 \hat{\delta}(R \cup L)$. Let $r$ be such that $\hat{\delta}(r, R) \leq 2\hat{\delta}(R)/|R|$ and similarly $\ell$ be such that $\hat{\delta}(\ell, L) \leq 2\hat{\delta}(L)/|L|$. For any $x$, define $\hat{\delta}(x, R) = |R| \cdot \hat{\delta}(x, r)$ and $\hat{\delta}(x, L) = |L| \cdot \hat{\delta}(x, \ell)$. Let $F = \{x \in R | \hat{\delta}(x, L) \leq \hat{\delta}(x, R)\}$. Then,

- $|F| = O(\epsilon^2)|R \cup L|$; moreover, if $\delta(R) + \delta(L) < \epsilon^2 \delta(R \cup L)$, then $|F| = O(\epsilon^3)|R \cup L|$.
- $\hat{\delta}(F) \leq O(\epsilon)\hat{\delta}(R)$, and
- $\hat{\delta}(L, F) - \hat{\delta}(R, F) \leq O(\epsilon)(\hat{\delta}(R) + \hat{\delta}(L))$.

Proof: If $x \in F$ then $\hat{\delta}(x, L) - \hat{\delta}(x, R) \leq 0$. Thus any point $x$ in $F$ must verify:

$$
\delta(x, L) - \delta(x, R) = \delta(x, L) - \hat{\delta}(x, L) + \hat{\delta}(x, L) - \hat{\delta}(x, R) + \hat{\delta}(x, R) - \delta(x, R) \\
\leq \frac{2\delta(R)/|R| + 2\delta(L)/|L|}{\epsilon |R \cup L|}
$$

where the first inequality comes from Lemma 11 and the second one follows from $|R|, |L| \geq \epsilon |R \cup L|$. We bound $|F|$ as follows.

$$
|F| \frac{\delta(R \cup L)}{2|R \cup L|} \leq \sum_{x \in F} \delta(x, R \cup L) \quad \text{from Corollary 3 applied to } x \text{ in } R \cup L
$$

$$
= \sum_{F} (2\delta(x, R) + (\delta(x, L) - \delta(x, R)))
$$

$$
\leq 2\delta(F, R) + |F| \frac{2(\hat{\delta}(R) + \hat{\delta}(L))}{\epsilon |R \cup L|} \quad \text{from Equation 4}
$$

$$
\leq 2\delta(R) + |F| \frac{2(\hat{\delta}(R) + \hat{\delta}(L))}{\epsilon |R \cup L|}
$$

$$
\leq 2\epsilon \delta(R \cup L) + 2|F| \frac{\epsilon^2 \delta(R \cup L)}{|R \cup L|}.
$$

Thus $|F| = O(\epsilon^2)|R \cup L|$, which proves the first statement of the Lemma.
Applying Proposition 1 to $X = Y = F$ and $Z = R$, we get
\[
\delta(F) \leq 2 \frac{|F|}{|R|} \delta(F, R) \leq O(\epsilon) \delta(R)
\]
since $|F| = O(\epsilon^2) |R \cup L|$ and $|R| \geq \epsilon |R \cup L|$. This proves the second statement of the Lemma.

Finally, summing Equation (4) over every $x \in F$ gives
\[
\delta(L, F) - \delta(R, F) \leq 2 \frac{|E_{ij}|}{\epsilon |R \cup L|} (\delta(R) + \delta(L)) \leq O(\epsilon)(\delta(R) + \delta(L))
\]
since $|F| \leq O(\epsilon^2) |R \cup L|$. This proves the last statement of the Lemma. \qed

The following lemma is useful to the analysis of unbalanced clusters.

**Lemma 13.** Consider two sets of points $R$ and $L$ such that $|L| < \epsilon |R|$ and such that $\delta(R) + \delta(L) < \epsilon^2 \delta(R \cup L)$. Let $r \in R$ be such that $\delta(r, R) \leq 2\delta(R)/|R|$. For $x \in R \cup L$, let $\hat{\delta}(x, R) = |R| \cdot \delta(x, r)$. Let $C_1^r$ denote the $|R|$ points of $R \cup L$ with largest value of $\hat{\delta}(\cdot, R)$, and $C_j^r = R \cup L \setminus C_1^r$. Let $F = R \cap C_1^r = \{v_1, \ldots, v_m\}$ and $E = L \cap C_1^r = \{v'_1, \ldots, v'_m\}$. Then,

- $\delta(R, E) - \delta(R, F) = O(\epsilon) \delta(R)$,
- $\sum_{p=1}^m \delta(v_p, v'_p) \leq O(1) \delta(R)/|R|$, 
- $|\delta(L, F) - \delta(L, E)| \leq O(\epsilon) \delta(R)$,
- $\delta(F) \leq O(\epsilon) \delta(R)$, and
- $\delta(E) \leq O(\epsilon) \delta(R)$.

**Proof:** We pair up vertex $v_p$ with vertex $v'_p$.

\[
\delta(v_p, R) - \delta(v'_p, R) = (\delta(v_p, R) - \hat{\delta}(v_p, R)) + (\hat{\delta}(v_p, R) - \hat{\delta}(v'_p, R)) + (\hat{\delta}(v'_p, R) - \delta(v'_p, R)).
\]

From Lemma 11 we have $\delta(v_p, R) - \hat{\delta}(v_p, R) \leq 2\delta(R)/|R|$ and $\hat{\delta}(v'_p, R) - \delta(v'_p, R) \leq 2\delta(R)/|R|$. By definition, the elements of $C_1^r$ (and hence of $E$) all have larger value of $\hat{\delta}(\cdot, R)$ than the elements of $C_j^r$ (and hence of $F$). In particular, $\hat{\delta}(v_p, R) - \hat{\delta}(v'_p, R) \leq 0$. Together, this implies that $\delta(v_p, R) - \delta(v'_p, R) \leq 4\delta(R)/|R|$. Summing over $p$, we get

\[
\delta(E, R) - \delta(F, R) \leq 4 \frac{|F|}{|R|} \delta(R)
\]

\[
= 4 \frac{|E|}{|R|} \delta(R)
\]

\[
\leq 4 \frac{|L|}{|R|} \delta(R)
\]

\[
= O(\epsilon) \delta(R),
\]

hence the first statement of the Lemma.
Applying Proposition 1 to \( v_p, v'_p \) and \( R \) and summing over \( p \), we get:

\[
|R| \sum_p \delta(v_p, v'_p) \leq \delta(F, R) + \delta(E, R)
\]

\[
= \delta(E, R) - \delta(F, R)) + 2\delta(F, R)
\]

\[
\leq O(\epsilon)\delta(R) + 2\delta(R)
\]

\[
= O(1)\delta(R),
\]

hence the second statement of the Lemma.

Applying Proposition 1 to \( v_p, v'_p \) and \( L \) and to \( v'_p, v_p \) and \( L \), we get

\[
|\delta(v_p, L) - \delta(v'_p, L)| \leq |L| \cdot \delta(v_p, v'_p).
\]

Summing over \( p \), we get

\[
|\delta(L, F) - \delta(L, E)| \leq \frac{|L|}{|R|}O(1)\delta(R) = O(\epsilon)\delta(R),
\]

hence the third statement of the Lemma.

Applying Proposition 1 to \( F, F \) and \( R \), we get

\[
\delta(F) \leq \frac{2\delta(F, R)|F|}{|R|} \leq \frac{2\delta(R)|L|}{|R|} \leq 2\epsilon\delta(R),
\]

hence the fourth statement of the Lemma.

Now, write \( \delta(v'_p, v'_q) \leq \delta(v'_p, v_p) + \delta(v_p, v_q) + \delta(v_q, v'_q) \). When we sum over \( p \) and \( q \), we obtain

\[
\delta(E) \leq 2 \sum_p \delta(v_p, v'_p)|E| + \delta(F)
\]

\[
\leq 2|L|O(1)\frac{\delta(R)}{|R|} + O(\epsilon)\delta(R)
\]

\[
= O(\epsilon)\delta(R),
\]

hence the last statement of the Lemma. \( \Box \)

Now, let us analyze the 2-clustering algorithm.

**Case 1:** Assume that \( c^* \geq c^2 W \). Then the MaxCut algorithm with error \( c^3 \) produces a partition whose Cut value is at least \( \text{OPT-Max-Cut}(1 - c^3) \geq \text{OPT-Max-Cut} - c^3 W \). The 2-cluster value of this partition is thus at most \( W - \text{OPT-Max-Cut} + c^3 W \), which is \( c^* + c^3 W \), hence at most \( (1 + \epsilon) \cdot c^* \).

**Case 2:** Assume that \( c^* < c^2 W \) and that the optimal partition \( (L, R) \) is such that \( |L|, |R| \geq cn \). We analyze the Balanced Clusters algorithm.

With probability at least \( \epsilon/2 \), the algorithm has picked \( \ell \in L \) and \( r \in R \). For \( \ell \) picked uniformly at random in \( L \), we have on average \( E(\delta(\ell, L)) = \delta(L)/|L| \). By Markov’s inequality, with probability at least \( 1/2 \), it holds that \( \delta(\ell, L) \leq 2\delta(L)/|L| \). Similarly, with probability
at least $1/2$, it holds that $\delta(r, R) \leq 2\delta(R)/|R|$. Moreover, the two events are independent. Thus, with probability at least $\epsilon(1 - \epsilon)/4$, we have:

$$\ell \in L, \delta(\ell, L) \leq 2\delta(L)/|L|, r \in R, \text{ and } \delta(r, R) \leq 2\delta(R)/|R|.$$ 

We assume that $\ell$ and $r$ satisfy these properties and that $|L|$ and $|R|$ have been guessed correctly.

Let $L' = L + F - E$ and $R' = R + E - F$. Then,

$$\delta(L') + \delta(R') - \delta(L) - \delta(R)$$

$$= \delta(L + F - E, L + F - E) + \delta(R + E - F, R + E - F) - \delta(L, L) - \delta(R, R)$$

$$= 2(\delta(L, F) - \delta(R, F)) + 2\delta(R, E) - \delta(L, E) + 2\delta(E) + 2\delta(F) - 4\delta(E, F)$$

$$= O(\epsilon)e^*,$$

by Lemma 12.

**Case 3:** assume that $e^* < e^2W$ and that the optimal partition $(L, R)$ is such that $|L| < \epsilon n$. Then $|L| < \epsilon/(1 - \epsilon)|R|$. We analyze the Unbalanced Clusters algorithm.

With probability at least $(1 - \epsilon)/2$, we have $r \in R$ and $\delta(r, R) \leq 2\delta(R)/|R|$. We assume that this holds and that $|L|$ has been guessed correctly.

Let $E = L \cap R'$ and $F = R \cap L'$. The difference between the value of the cut constructed by the algorithm and the value of the optimal cut is

$$\delta(L + F - E) + \delta(R + E - F) - \delta(L) - \delta(R)$$

$$= 2(\delta(L, F) - \delta(R, F)) + 2\delta(R, E) - \delta(L, E) + 2\delta(E) + 2\delta(F) - 4\delta(E, F)$$

$$= O(\epsilon)\delta(R),$$

by Lemma 13.

Thus in all cases, one of the algorithms will output a near-optimal solution. This concludes the analysis of 2-clustering.

We now proceed with the analysis of the $k$-clustering algorithm.

We first analyze the mistakes made in step 3. For that, we focus on the large clusters. Consider two large clusters $C_i$ and $C_j$ which belong to different groups. Let $E_{ij}$ be the set of element of $C_i$ which are mistakenly classified as belonging to $C_j$. Consider the intermediate $k$-cluster such that

$$C'_i = \begin{cases} 
C_i & \text{if } i > i_0 \\
C_i \cup j E_{ij} \cup j E_{ji} & \text{if } i \leq i_0.
\end{cases}$$

We have:

$$\sum_i \delta(C'_i) = \sum_i \delta(C_i)$$

$$\leq 2 \sum_{i,j} (\delta(C_i, E_{ji}) - \delta(C_j, E_{ji})) + \sum_{i,j} \delta(E_{ij})$$

$$+ 2 \sum_{i,j,i'} \delta(E_{ji}, E_{i'i}) + 2 \sum_{i,j,i'} \delta(E_{ij}, E_{i'j}).$$
The first sum has only $O(k^2)$ terms, which are all small (i.e. $O(\epsilon)\epsilon^*$) by Lemma 12. The second sum also has only $O(k^2)$ terms, which are also all small by Lemma 12.

The third sum has only $O(k^3)$ terms. Consider one of them. Applying Proposition 1 to $X = E_{ji}$, $Y = E_{j'i}$ and $Z = C_i$, we get $|C_i| \cdot \delta(E_{ji}, E_{j'i}) \leq |E_{ji}| \delta(E_{ji}, C_i) + |E_{j'i}| \delta(E_{j'i}, C_i)$. We analyze the first of the two terms of this sum (by symmetry, our analysis will also hold for the second term of the sum). We have:

$$\frac{|E_{ji}|}{|C_i|} \delta(E_{ji}, C_i)$$

$$\leq \frac{|E_{ji}|}{|C_i|} (\delta(E_{ji}, C_j) + \delta(E_{ji}, C_i) - \delta(E_{ji}, C_j))$$

$$\leq \frac{|E_{ji}|}{|C_i|} (\delta(C_j) + O(\epsilon)(\delta(C_i) + \delta(C_j))) \text{ by Lemma 12}$$

$$= \frac{O(\epsilon^{k+1})|C_i \cup C_j|}{|C_i|} O(\epsilon^*)$$

$$= O(\epsilon)\epsilon^*,$$

where the previous-to-last equality follows from the definition of well-separated clusters, and the last equality follows from the definition of large clusters, which implies $|C_i| \geq \epsilon^8 n$.

The last sum is analyzed similarly:

$$\delta(E_{ij}, E_{ij'})$$

$$\leq \frac{|E_{ij}|}{|C_i|} \delta(C_i, E_{ij'}) + \frac{|E_{ij'}|}{|C_i|} \delta(C_i, E_{ij})$$

$$\leq \frac{|E_{ij}| + |E_{ij'}|}{|C_i|} \delta(C_i)$$

$$\leq O(\epsilon) \delta(C_i).$$

Thus the partition $(C'_i)$ is a near-optimal $k$-clustering:

$$\sum_i \delta(C'_i) \leq (1 + O(k^3 \epsilon))\epsilon^*.$$
\[
\begin{align*}
&= \sum_i \delta(C'_i + \sum_j F_{ji} - \sum_j F_{ij}, C'_i + \sum_j F_{ji} - \sum_j F_{ij}) - \delta(C'_i, C'_i) \\
&= \sum_i \sum_j (\delta(C'_i, F_{ji}) - \delta(C'_i, F_{ij})) + \\
&\quad \sum_i \sum_j \delta(F_{ji}) + \sum_i \sum_j \delta(F_{ij}) + \\
&\quad \sum_i \sum_{j,j'} (\delta(F_{ji}, F_{j'i}) - \delta(F_{ji}, F_{j'i})) + \\
&\quad \sum_i \sum_{j,j'} (\delta(F_{ji}, F_{j'i}) - \delta(F_{ji}, F_{j'i})).
\end{align*}
\]

Remember that \(F_{ab}\) is non-empty only if \(a\) refers to a small cluster and \(b\) to a large cluster, or if \(a\) refers to a large cluster and \(b\) to a small cluster.

The first term has \(O(k^2)\) terms which are all small by Lemma 13. The next two terms also have \(O(k^2)\) terms which are also all small by Lemma 13.

For the next term, remembering that \(F_{ji} \) is paired up with \(F_{ij'} \) and using \(\delta(x, y) - \delta(x, y') \leq \delta(y, y')\), we get

\[
\delta(F_{ji}, F_{j'i}) - \delta(F_{ji}, F_{ij'}) \leq |F_{ji}| \sum_{(y, y')} \delta(y, y').
\]

If \(C_i\) is large and \(C_j, C_j'\) are small, then by Lemma 13 this is bounded by \(|C_j|O(1)\delta(C_i)/|C_i|\), which is \(O(\epsilon)\delta(C_i)\) because of the gap between sizes of large and small clusters.

If \(C_i\) is small and \(C_j, C_j'\) are large, then by Lemma 13 this is bounded by \(|C_i|O(1)\delta(C_j)/|C_j|\), which is \(O(\epsilon)\delta(C_j')\). Thus in all cases, this term, like the previous terms, is \(O(\epsilon)\epsilon^*\). The last term can be dealt with similarly. Thus the partition \((C''_i)\) is a near-optimal \(k\)-clustering:

\[
\sum_i \delta(C''_i) \leq \sum_i \delta(C'_i) + O(k^2)\epsilon^* \leq (1 + O(k^2 \epsilon))\epsilon^*.
\]

Finally, we need to analyze the use of Max-\(h\)-Cut in the last step of the algorithm; we will present the analysis as if the group was perfect, i.e. consisted of the clusters \(C_i\). (It is easy to see that the proof also goes through when replacing the \(C_i\) by \(C''_i\), at the cost of some bookkeeping of the small errors introduced at every step of the calculation.) In the groups of large clusters, the clusters are not well-separated. From this, we can deduce that \(\epsilon^*\) is \(\Omega(W)\) as follows.

Consider a group \(C_1 \cup C_2 \cup \cdots \cup C_h\). We have:

\[
\delta(C_1 \cup \cdots \cup C_h) = \sum_i \delta(C_i) + \sum_{i \neq j} \delta(C_i, C_j). \tag{4}
\]

For \(i \neq j\), by definition of group, there exists a sequence of length \(m \leq h\),

\[
C_i = C_w, C_w, \ldots, C_{im} = C_j,
\]

where
such that two consecutive clusters in that sequence are not well separated. Writing
\[ \delta(x_{i_0}, x_{i_1}) \leq \delta(x_{i_0}, x_{i_1}) + \delta(x_{i_1}, x_{i_2}) + \cdots + \delta(x_{i_{m-1}}, x_{i_m}) \]
and summing over \( C_{i_0} \times \cdots \times C_{i_m} \), we get
\[
\frac{\delta(C_{i_0}, C_{i_m})}{|C_{i_0}| \times |C_{i_m}|} \leq \frac{\delta(C_{i_0}, C_{i_1})}{|C_{i_0}| \times |C_{i_1}|} + \frac{\delta(C_{i_1}, C_{i_2})}{|C_{i_1}| \times |C_{i_2}|} + \cdots + \frac{\delta(C_{i_{m-1}}, C_{i_m})}{|C_{i_{m-1}}| \times |C_{i_m}|}.
\]
Since the size of any two large clusters differ by a factor of \( \epsilon^k \) at most, we deduce
\[
\delta(C_i, C_j) \leq \frac{1}{\epsilon^2} (\delta(C_{i_0}, C_{i_1}) + \cdots + \delta(C_{i_{m-1}}, C_{i_m})).
\]
By definition of well-separated clusters, we then obtain
\[
\delta(C_i, C_j) \leq \frac{1}{\epsilon^{3k+1}} ((\delta(C_{i_0}) + \delta(C_{i_1})) + \cdots + (\delta(C_{i_{m-1}}) + \delta(C_{i_m})) \leq \frac{2}{\epsilon^{3k+1}} \epsilon^*.
\]
Plugging this into Equation (4) yields
\[
\delta(C_1 \cup \cdots \cup C_h) \leq (1 + \frac{2h(h-1)}{\epsilon^{3k+1}}) \epsilon^*.
\]
Now, doing Max-\( h \)-Cut on \( C_1 \cup \cdots \cup C_h \) with error parameter \( \Theta(\epsilon^{3k+1}/h^2) \) will yield a partition whose cut value is within an additive \( \Theta(\epsilon^{3k+1}/h^2) \delta(C_1 \cup \cdots \cup C_h) \) of optimal. Hence the value of the clustering will be of by
\[
\Theta(\epsilon^{3k+1}/h^2) \delta(C_1 \cup \cdots \cup C_h) = \Theta(\epsilon) \epsilon^*
\]
by Equation (5).

The algorithm then recursively finds a clustering of the removed elements. There are at most \( k \) levels of recursion, each inducing a mistake of order \( 1 + O(k^3) \), for a total relative error of \( O(k^4) \).

Now, let us turn to the running time of the algorithm. The exhaustive search of the first step takes time \( O(n^3 k^4) \). Sampling and computing \( \delta \) in the second step takes time \( O(n+k) = O(n) \). The minimization in the third step takes time \( O(nk) \). The fourth step takes time \( O(n^k) \), excluding the recursive call. The final step uses Max-\( k \)-cut, which is a randomized algorithm and takes time \( O(n^2 + nk^{O(1/\epsilon^2)}) \) (in the version inspired from [32]). Overall, running the algorithm for \( \epsilon' = (\epsilon/k^4)^{3k+1}/k^2 \), the algorithm thus becomes a \( (1 + O(\epsilon)) \)-approximation and has running time
\[
O(n^{k^2} (n + nk + n^k + n^2 + nk^{O(1/\epsilon^2)}) \times k = O(k^2 n^{2k} + k^2 k^{2+k} n^{k+1} 2^{O(1/\epsilon^2)}).
\]

The above discussion proves the following theorem.

**Theorem 14.** For every fixed positive integer \( k \) and for every \( \epsilon > 0 \) there exists an algorithm for Metric Min-Sum All-Pairs \( k \)-clustering that computes a solution of cost within a factor of \( 1 + \epsilon \) of the optimum cost in time \( O(n^{2k} + n^{k+1} 2^{O(1/\epsilon^2)}) \).
5 The Basic Algorithm for Squared Euclidean Distance

In this section we consider a finite input set \( V \subset \mathbb{R}^d \) and distance function \( \delta(x, y) = \| x - y \|^2 \). We give, for every \( \epsilon > 0 \), an \( n^{O(k/\epsilon^2)} \) time algorithm that produces a partition of the input space into \( k \) clusters with cost within a factor of \( 1 + \epsilon \) of the cost of an optimum partition. Our algorithm can be modified to solve the min-sum median case. We indicate the changes needed at the end of the section.

We first present the algorithm, and then proceed to motivate and analyze it.

1. By exhaustive search, guess the optimal cluster sizes \( |C_i| = n_i, n_1 + n_2 + \cdots + n_k = n \).

   By exhaustive search, for each \( i = 1, \ldots, k \), consider all possible multisets \( A_i \) containing \( (\frac{16}{\epsilon})^4 \) points.\(^2\)

2. Consider the following weighted complete \( n \times n \) bipartite graph \( G \). The left side has \( n \) vertices, of which \( n_i \) are labelled \( A_i \), and the right side has \( n \) vertices which correspond to the points of \( V \). The edge between a vertex labelled \( A_i \) and a vertex \( x \) of \( V \) has weight \( \delta(x, C_i) = n_i \cdot \delta(x, A_i) \).

3. Compute a minimum cost perfect matching in the graph \( G \). This defines the following clustering \( C_1', C_2', \ldots, C_k' \): \( C_i \) is the set of points matched to the copies of \( A_i \).

4. Output the best such clustering over all choices of \( \mathcal{A} = (A_1, \ldots, A_k) \) and \( N = (n_1, \ldots, n_k) \).

Our algorithm is motivated by the following bound.

**Lemma 15.** Let \( Y \) be any multi-subset of \( V \). Then, for every \( \epsilon \) such that \( 0 < \epsilon \leq 1 \), there exists a multi-subset \( Z \) of \( Y \) of size \( |Z| = (\frac{16}{\epsilon})^4 \) and such that

\[
|\delta(Y, Z) - \delta(Y, \bar{Y})| \leq \epsilon \cdot \delta(Y, \bar{Y}).
\]

**Proof:** Let \( \mu = \frac{1}{|Y|} \sum_{x \in Y} \delta(x, \bar{Y}) \) denote the average distance between a point \( x \in Y \) and \( \bar{Y} \). Let \( Y_c = \{ x \in Y \mid \delta(x, \bar{Y}) \leq 64 \mu / \epsilon^2 \} \). By Proposition 7, \( \text{diam}(Y_c) \leq \left( 2 \sqrt{64 \mu / \epsilon^2} \right)^2 = 256 \mu / \epsilon^2 \). By Lemma 9, there exists a multi-subset \( Z \) of \( Y_c \) such that \( |Z| = (16/\epsilon)^4 \) and \( \delta(Z, Y_c) \leq \epsilon^2 \text{diam}(Y_c)/16^4 \leq \epsilon^2 \mu / 256 \). We complete the proof by proving the following claim.

**Claim 16.** If \( Z \) is a multiset such that \( \delta(Z, Y_c) \leq \epsilon^2 \mu / 256 \), then

\[
|\delta(Y, Z) - \delta(Y, \bar{Y})| \leq \epsilon \cdot \delta(Y, \bar{Y}).
\]

**Proof:** We want to bound

\[
\delta(Y, Z) - \delta(Y, \bar{Y}_c) = \sum_{x \in Y} (\delta(x, Z) - \delta(x, \bar{Y}_c)).
\]

\(^2\)The constant \( 16^4 = 65536 \) was chosen to simplify our calculations. It can be improved significantly.
We bound each term of the right hand side separately using Proposition 7. This gives
\[ \delta(x, \bar{Z}) - \delta(x, \bar{Y}_c) \leq \delta(\bar{Z}, \bar{Y}_c) + 2\sqrt{\delta(\bar{Z}, \bar{Y}_c)} \cdot \delta(x, \bar{Y}_c). \] Let \( Y_1 = \{ x \in Y \mid \delta(x, \bar{Y}_c) \leq \mu \} \). If \( x \in Y_1 \), then
\[ \delta(x, \bar{Z}) - \delta(x, \bar{Y}_c) \leq \left( \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \cdot \mu. \] (6)
If \( x \in Y \setminus Y_1 \), then \( \delta(\bar{Z}, \bar{Y}_c) \leq \epsilon^2 \mu / 256 < \epsilon^2 \delta(x, \bar{Y}_c) / 256. \) Therefore,
\[ \delta(x, \bar{Z}) - \delta(x, \bar{Y}_c) < \left( \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \delta(x, \bar{Y}_c). \] (7)
By Proposition 6, \( \sum_{x \in Y_c} \delta(x, \bar{Y}_c) \leq \sum_{x \in Y_c} \delta(x, \bar{Y}) \). By Proposition 8,
\[ \delta(\bar{Y}, \bar{Y}_c) \leq \frac{1}{|Y_c|} \sum_{y \in Y_c} \| \bar{Y} - y \|_2^2 \leq \mu, \] (8)
where (8) follows from the definition of \( Y_c \). If \( x \in Y \setminus Y_c \), then \( \delta(x, \bar{Y}) > 64 \mu / \epsilon^2 \). Therefore, using Proposition 7 and (8) we get:
\[ \delta(x, \bar{Y}_c) \leq \delta(x, \bar{Y}) + \delta(\bar{Y}, \bar{Y}_c) + 2 \sqrt{\delta(x, \bar{Y}) \cdot \delta(\bar{Y}, \bar{Y}_c)} \]
\[ < \left( 1 + \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \cdot \delta(x, \bar{Y}). \] (9)
Combining the bounds in (6), (7), and (9), we get
\[
\sum_{x \in Y} \delta(x, \bar{Z}) = \sum_{x \in Y_1} \delta(x, \bar{Z}) + \sum_{x \in Y \setminus Y_1} \delta(x, \bar{Z})
\leq \sum_{x \in Y_1} \delta(x, \bar{Y}_c) + \left( \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \cdot \mu \cdot |Y_1| + \left( 1 + \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \cdot \sum_{x \in Y \setminus Y_1} \delta(x, \bar{Y}_c)
\leq \left( 1 + \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \cdot \left( 1 + \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \cdot \sum_{x \in Y} \delta(x, \bar{Y}) + \left( \frac{1}{8} \epsilon + \frac{1}{256} \epsilon^2 \right) \cdot \mu \cdot |Y|
\leq \left( 1 + \frac{1}{8} \epsilon + \frac{7}{128} \epsilon^2 + \frac{3}{1024} \epsilon^3 + \frac{1}{16384} \epsilon^4 \right) \cdot \sum_{x \in Y} \delta(x, \bar{Y})
\leq \left( 1 + \epsilon \right) \cdot \sum_{x \in Y} \delta(x, \bar{Y}).
\]
On the other hand, by Proposition 6, \( \sum_{x \in Y} \delta(x, \bar{Z}) \geq \sum_{x \in Y} \delta(x, \bar{Y}) \). This completes the proof of Claim 16 and of Lemma 15.

We are now ready for the analysis of our algorithm.

**Theorem 17.** The above algorithm computes a solution whose cost is within a factor of \((1 + \epsilon)\) of the optimum cost in time \( n^{O(k/\epsilon^4)} \).
Proof: By Lemma 15, for every \( i = 1, 2, \ldots, k \), there exists a multi-subset \( Z_i \) of \( C_i^* \) of size \(|Z_i| = (16/\epsilon)^4\) and such that

\[
|\delta(C_i^*, Z_i) - \delta(C_i^*, C_i^*)| \leq \epsilon \cdot \delta(C_i^*, C_i^*).
\]

Consider the iteration of the algorithm where \( A_i = Z_i \) and \( n_i = |C_i^*| \) for every \( i = 1, 2, \ldots, k \). Let \( C_i \) be the set of points matched to the nodes marked \( A_i \) in this iteration, for all \( i = 1, 2, \ldots, k \). Then,

\[
\text{cost}(C_1, C_2, \ldots, C_k) = \sum_{i=1}^{k} |C_i| \cdot \sum_{x \in C_i} \delta(x, \bar{C}_i)
\leq \sum_{i=1}^{k} n_i \cdot \sum_{x \in C_i} \delta(x, \bar{A}_i)
\leq \sum_{i=1}^{k} n_i \cdot \sum_{x \in C_i^*} \delta(x, \bar{A}_i)
\leq (1 + \epsilon) \cdot \sum_{i=1}^{k} |C_i^*| \cdot \sum_{x \in C_i^*} \delta(x, \bar{C}_i^*).
\]

The performance guarantee follows because the algorithm finds a partition whose cost is at least as good as \( \text{cost}(C_1, C_2, \ldots, C_k) \).

As for the running time of the algorithm, there are less than \( n^k \) possible representations of \( n \) as a sum \( n_1 + n_2 + \cdots + n_k \). There are less than \( n^{55536k/\epsilon^4} \) possible choices for \( \mathcal{A} \). Computing a minimum cost perfect matching in \( G \) takes \( O(n^3 \log n) \) time.

To solve the min-sum cluster size, and the multiplication of edges weights in \( G \) by those sizes. Instead of computing a minimum cost perfect matching in \( G \), we assign each point to the closest set to it.

### 6 Outliers

In this section we present a much faster randomized algorithm that clusters at least \((1 - \zeta)n\) points from \( V \) into \( k \) clusters \( C_1, C_2, \ldots, C_k \), such that \( \text{cost}(C_1, C_2, \ldots, C_k) \) is within a factor of \( 1 + \epsilon \) of the optimum cost to cluster all the points into \( k \) clusters (in fact, of the cost to cluster the points the algorithm chooses into \( k \) clusters), with probability at least \( 1 - \rho \).

The algorithm differs from the previous algorithm in the way it enumerates over the choice of \( \mathcal{A} \) and \( N \). This is done as follows. Pick a sample \( Z \) of \( \frac{1}{\gamma} \cdot \frac{k}{\epsilon} \cdot \log(k/\rho) \) points, each chosen independently and uniformly at random from \( X \) (where \( \gamma \) is a sufficiently large constant). Enumerate over all choices for a list \( \mathcal{A} \) of \( t \leq k \) disjoint subsets \( A_1, A_2, \ldots, A_t \) of \( Z \), each containing \( \frac{1}{\gamma} \cdot \log(k/\rho) \) points. For each choice of \( \mathcal{A} \) enumerate over all choices for a list \( \mathcal{N} \) of integers \( n_1, n_2, \ldots, n_t \) such that for all \( i = 1, 2, \ldots, t, n_i = (1 + \zeta)\frac{j_i}{2} \cdot \frac{\epsilon n}{2k} \), for some non-negative integer \( j_i \), and furthermore \( 1 - \frac{\zeta}{2} n \leq \sum_{i=1}^{t} n_i \leq n \). Proceed to compute a
clustering using the graph $G(\mathcal{A}, N)$ as in the previous algorithm. (Notice that the two sides of the graph need not be equal, so a minimum cost maximum matching may fail to assign some of the points to clusters.) Output the best clustering computed over all choices of $\mathcal{A}$ and $N$.

**Theorem 18.** With probability at least $1 - \rho$, the above algorithm computes a solution containing at least $(1 - \zeta)n$ points, whose cost is within a factor of $1 + \epsilon$ of the optimum cost. The algorithm runs in time $O\left(g(k, \epsilon, \zeta, \rho) \cdot n^3 \log n\right)$, where $g(k, \epsilon, \zeta, \rho) = \exp\left(\frac{1}{4} \cdot k \cdot \log(k/\rho) \cdot (\log k + \log(1/\epsilon) + \log(1/\zeta) + \log \log(1/\rho))\right)$.

**Proof:** If there are any clusters among $C^*_1, C^*_2, \ldots, C^*_k$ that contain less than $\frac{\epsilon}{2} \cdot \frac{n}{k}$ points, then by removing them we remove at most $\frac{\epsilon}{2} \cdot n$ points and we do not increase the cost of clustering the remaining points into $k$ clusters. So, consider a cluster $C^*_i$ that contains at least $\frac{\epsilon}{2} \cdot \frac{n}{k}$ points. Let $\mu_i = \frac{1}{|C_i^*|} \sum_{x \in C_i^*} \delta(x, C_i^*)$, and let $Y_i = \{ x \in C_i^* \mid \delta(x, C_i^*) \leq 64\mu_i/\epsilon^2 \}$. By Markov's inequality, $|Y_i| \geq \left(1 - \frac{\epsilon^2}{64}\right) \cdot \frac{\epsilon}{2} \cdot \frac{n}{k}$. Therefore, for every sufficiently large $\lambda$ there exists $\gamma > 0$ such that

$$
\Pr \left[ |Z \cap Y_i| \leq \lambda \epsilon \log(k/\rho) \right] < \frac{\rho}{2k}.
$$

(In the above expression we consider the intersection $Z \cap Y_i$ as a multiset.)

Conditioned on the event $|Z \cap Y_i| \geq \frac{\epsilon}{\gamma} \log(k/\rho)$, the multiset $Z_i$ containing the first $\frac{\epsilon}{\gamma} \log(k/\rho)$ points in $Z \cap Y_i$ is a sample of $|Z_i|$ points picked independently and uniformly at random from $Y_i$. By Lemma 10, assuming $\lambda$ is sufficiently large,

$$
\Pr \left[ \delta(Z_i, Y_i) > \left(\frac{\epsilon}{16}\right)^4 \cdot \text{diam}(Y_i) \right] < \frac{\rho}{2k}.
$$

If $\delta(Z_i, Y_i) \leq \left(\frac{\epsilon}{16}\right)^4 \cdot \text{diam}(Y_i)$, then by Claim 16

$$
\left| \sum_{x \in C_i^*} \delta(x, Z_i) - \sum_{x \in C_i^*} \delta(x, \hat{C}_i^*) \right| \leq \epsilon \cdot \sum_{x \in C_i^*} \delta(x, \hat{C}_i^*).
$$

Let $I \subset \{1, 2, \ldots, k\}$ be the set of indices $i$ such that $C_i^* \geq \frac{\epsilon}{2} \cdot \frac{n}{k}$. Without loss of generality, let $I = \{1, 2, \ldots, |I|\}$. Consider the event $E$ that for every $i \in I$ we have $|Z \cap Y_i| \geq \frac{\epsilon}{\gamma} \log(k/\rho)$ and furthermore $\delta(Z_i, Y_i) \leq \left(\frac{\epsilon}{16}\right)^4 \cdot \text{diam}(Y_i)$. Summing (10) and (11) over all $i \in I$, $\Pr[E] \geq 1 - \rho$. Assuming $E$ holds, consider the iteration of the algorithm where $t = |I|$, for all $i \in I$, $A_i = Z_i$, and $(1 - \frac{\epsilon}{2}) |C_i^*| \leq n_i \leq |C_i^*|$. Let $C_1, C_2, \ldots, C_t$ be the clustering produced by the algorithm in this iteration. Then,

$$
cost(C_1, C_2, \ldots, C_t) \leq \sum_{i=1}^t n_i \cdot \sum_{x \in C_i^*} \delta(x, \hat{A}_i) \leq (1 + \epsilon) \cdot \sum_{i=1}^t |C_i^*| \cdot \sum_{x \in C_i^*} \delta(x, \hat{C}_i^*) \leq (1 + \epsilon) \cdot \text{cost}(C_1^*, C_2^*, \ldots, C_k^*).
$$
Furthermore, the number of points clustered is
\[
\sum_{i=1}^{t} n_i \geq \left(1 - \frac{\zeta}{2}\right) \cdot \sum_{i=1}^{t} |C_i^*| \\
\geq \left(1 - \frac{\zeta}{2}\right)^2 \cdot \sum_{i=1}^{k} |C_i^*| \\
> (1 - \zeta) \cdot n.
\]

It remains to analyze the time complexity of the algorithm. The number of possible choices for \( \mathcal{A} \) is
\[
2^O\left(\frac{1}{\epsilon} \cdot k \cdot \log(k / \rho) \cdot (\log k + \log(1/\epsilon) + \log(1/\zeta) + \log \log(1/\rho))\right).
\]
The number of possible choices for \( N \) is
\[
2^O\left(k \cdot (\log k + \log(1/\zeta))\right).
\]
Each iteration requires the computation of a minimum cost maximum bipartite matching.

\[ \square \]

7 A Faster Min-Sum Median Algorithm

In this section we present an improved polynomial time approximation scheme for min-sum median \( k \)-clustering, building on the ideas of the previous section. We give a randomized polynomial time approximation scheme for min-sum median clustering of a finite input set \( V \subset \mathbb{R}^d \) with distance function \( \delta(x, y) = \|x - y\|_2 \). The running time of our algorithms, for fixed \( k, \epsilon, \) and \( \rho \), is just \( O(n \text{poly log} n) \) (\( \rho \) is the failure probability).

The approximation scheme works as follows. Enumerate over all possible monotonically non-increasing integer sequences \( n_1, n_2, \ldots, n_k \) such that for all \( i = 1, 2, \ldots, k, \ n_i = (1 + \epsilon)^{\frac{a_i}{j_i}} \) for a non-negative integer \( j_i \), and \( n \leq \sum_{i=1}^{k} n_i \leq (1 + \epsilon) \cdot n. \)

Partition \( \{1, 2, \ldots, k\} \) into segments \( B_1, B_2, \ldots, B_t \) as follows. The first segment begins with 1 and every consecutive segment begins with the index following the last index of the previous segment. A segment \( B_s \) that starts with \( a_s \) ends with the first \( s = b_s, s \geq a_s, \) such that \( s = k \) or \( n_{s+1} < \left(\frac{\epsilon}{10k}\right)^2 \cdot n_s \).

Compute a set of candidate clusterings using a depth-\( t \) recursion. It is convenient to think of the recursion as a depth-\( t \) rooted tree \( T \), where every node of \( T \) is labelled by a clustering of a subset of \( X \) into at most \( k \) clusters. The candidate clusterings are the labels of the leaves of \( T \). Output the best candidate clustering.

To proceed with our description, we need some notation. Put \( m_i = n_{a_i} \), for all \( i = 1, 2, \ldots, t \). Put \( m_{i+1} = 0 \). For every \( i = 1, 2, \ldots, t \), every depth-\( i \) node of \( T \) corresponds to a clustering into \( b_i \) clusters, excluding \( \frac{b_i k^2}{2} m_{i+1} \) points. (The root of \( T \) corresponds to an empty clustering.) The label on a node of \( T \) is an extension of the label on its parent. I.e., it is a clustering that adds points and clusters to the label of its parent, but does not change the assignment of points already clustered.

\[ \text{In fact, a coarser approximation by a factor of 2 would suffice.} \]
Let $C_{i-1}$ be a label on a depth-$(i - 1)$ node of $T$, where $1 \leq i \leq t$. We describe how to compute the labels of the children of this node. Denote by $R_{i-1}$ the set of points that are not clustered in $C_{i-1}$. Pick a sample $Z$ of $R_{i-1}$ of $(\frac{\varepsilon}{10\varepsilon})^{2^{k-i}} \cdot \frac{2^\lambda}{\varepsilon}$ points drawn independently and uniformly at random, where $\gamma > 0$ is a constant. Enumerate over all choices for an ordered list of $|B_i|$ disjoint subsets $A_{i_1}, \ldots, A_{i_{|B_i|}}$ of $Z$, each containing $\frac{\varepsilon}{10\varepsilon} \ln k$ points, where $\lambda > 0$ is a constant. (Both $\gamma$ and $\lambda$ are determined in the analysis below.) Every such choice generates a child of $C_{i-1}$. (In the analysis it will be convenient to assume that every depth-$i$ node of $T$ includes, in addition to its label, the list $A_1, A_2, \ldots, A_{i_{|B_i|}}$, where its prefix $A_1, A_2, \ldots, A_{i_{|B_i|}}$ is inherited from its parent.) Augment $C_{i-1}$ by finding a minimum cost assignment of $|R_{i-1}| = \frac{16k^2}{\varepsilon} \cdot m_{i+1}$ points from $R_{i-1}$ to $C_1, C_2, \ldots, C_{i_{|B_i|}}$, where the cost of assigning $x \in R_{i-1}$ to $C_j$ is $\delta(x, \tilde{A}_j)$. This completes the specification of the algorithm. We now proceed with its analysis.

Claim 19. For all $i = 1, 2, \ldots, t$, $n_{b_j} \geq (\frac{\varepsilon}{10\varepsilon})^{2^{k-i}} m_i$.

Proof: By construction, for every $j \in \{a_{i_1} + 1, \ldots, b_{i_{|B_i|}}\}$, $n_j \geq (\frac{\varepsilon}{10\varepsilon})^2 n_{j_{|B_i|}}$. Therefore, putting $s = b_i - a_i$, $n_{b_i} \geq (\frac{\varepsilon}{10\varepsilon})^{2s} n_{a_i}$. As $s < k$, the claim follows. □

Claim 20. Among the sequences $n_1, n_2, \ldots, n_k$ that the algorithm enumerates over there exists one such that for every $j = 1, 2, \ldots, k$, $|C_j^*| \leq n_j \leq (1 + \varepsilon) \cdot |C_j^*|$.

Proof: Clearly for every $j$ there is a valid choice of $n_j$ that satisfies the bounds in the claim. Because for these values $n \leq \sum_{j=1}^k n_j \leq (1 + \varepsilon) \cdot n$, there is an iteration where the whole sequence is considered. □

Thus, from now on we analyze the iteration of the algorithm for which the bounds in Claim 20 hold. Consider a depth-$(i - 1)$ node $u$ of $T$ with label $C_1, C_2, \ldots, C_{i_{|B_i|}}$, list $A_1, A_2, \ldots, A_{i_{|B_i|}}$, and set of unclustered points $R_{i-1}$. To generate a child $v$ of $u$, we add to the list sets $A_j$, for $j = a_i, \ldots, b_i$. We are interested in a particular choice of those sets. Let $K_{a_i}, \ldots, K_{b_i} \subset R_{i-1}$ be mutually disjoint sets such that $K_j = R_{i-1} \cap C_j^*$ if $|R_{i-1} \cap C_j^*| \geq (\frac{\varepsilon}{10\varepsilon})^3 \cdot n_j$, and otherwise $K_j$ is an arbitrary set of size $n_j$. (Notice that as $|R_{i-1}| = \frac{16k^2}{\varepsilon} \cdot m_i \geq k \cdot m_i \geq \sum_{j \in B_i} n_j$, such a choice of sets exists.)

Claim 21. For every $\rho > 0$ and for every sufficiently large $\lambda > 0$, there exists $\gamma > 0$ such that with probability at least $1 - \frac{\varepsilon}{k}$, the sample $Z$ from $R_{i-1}$ has the following property. For every $j \in B_i$, $|Z \cap K_j| \geq \frac{\lambda}{k} \ln k$.

Proof: The sets $K_j$, $j \in B_i$, are disjoint. There are at most $k$ such sets, and each set has size at least $(\frac{\varepsilon}{10\varepsilon})^3 n_{b_i} \geq (\frac{\varepsilon}{256}) \cdot (\frac{\varepsilon}{10\varepsilon})^{2k} \cdot |R_{i-1}|$. Then, $|Z \cap K_j|$ is the sum of $(\frac{16k^2}{\varepsilon})^{2k} \cdot \frac{\gamma}{k} \ln k$ Bernoulli trials with success probability $\frac{\varepsilon}{256} \cdot (\frac{\varepsilon}{10\varepsilon})^{2k}$. Thus, by standard Chernoff bounds, for $\gamma$ sufficiently large, the probability that $|Z \cap K_j| < \frac{\lambda}{k} \ln k$ is at most $\frac{\rho}{k}$. Summing this probability for $j \in B_i$ completes the proof. □
Claim 22. For every $\rho > 0$ there exist $\lambda > 0$ and $\gamma > 0$ such that with probability at least $1 - \frac{c}{\epsilon}$, $u$ has a child $v$ with list $A_1, A_2, \ldots, A_{b_i}$ such that for every $j \in B_i$,

$$\left| \sum_{x \in K_j} \delta(x, \tilde{A}_j) - \sum_{x \in K_j} \delta(x, \tilde{K}_j) \right| \leq \frac{\epsilon}{8} \cdot \sum_{x \in K_j} \delta(x, \tilde{K}_j).$$

Proof: Following the proof of Theorem 18 put, for every $j \in B_i$, $\mu_j = \frac{1}{|K_j|} \sum_{x \in K_j} \delta(x, \tilde{K}_j)$, and $Y_j = \{x \in K_j \mid \delta(x, \tilde{K}_j) \leq 6\mu_j/\epsilon^2\}$. Set $\lambda$ so that the following property holds. For every $j \in B_i$, a multi-subset $Z_j$ of $\frac{\lambda}{2\epsilon^2} \ln k$ independent, uniformly distributed, points of $Y_j$ satisfies $\Pr[\delta(\tilde{Z}_j; \tilde{Y}_j) > (\frac{\lambda}{128})^4 \cdot \text{diam}(Y_j)] < \frac{\epsilon}{8\lambda}$. (This is possible by Lemma 10.) Set $\gamma$ so that with probability at least $1 - \frac{\epsilon}{8\lambda}$ the bound in Claim 21 holds. Conditioned on this event, for every $j \in B_i$ $Z$ contains a sample of $\frac{\lambda}{2\epsilon^2} \ln k$ independent, uniformly distributed, points from $K_j$. Notice that $Y_j$ contains more than two-thirds of the points in $K_j$. If $\lambda$ is sufficiently large, then the probability that $Z_j = Z \cap Y_j$ has at least $\frac{\lambda}{2\epsilon^2} \ln k$ points is at least $1 - \frac{\epsilon}{8\lambda}$. Conditioned on this assumption, $Z_j$ is a sample of independent, uniformly distributed, points of $Y_j$ as discussed above. If $\delta(\tilde{Z}_j; \tilde{Y}_j) \leq (\frac{\lambda}{128})^4 \cdot \text{diam}(Y_j)$, then, by Claim 16, $\left| \sum_{x \in K_j} \delta(x, \tilde{Z}_j) - \sum_{x \in K_j} \delta(x, \tilde{K}_j) \right| \leq \frac{\epsilon}{8} \cdot \sum_{x \in K_j} \delta(x, \tilde{K}_j)$. The probability that all our assumptions are true is at least $1 - \frac{\epsilon}{8\lambda}$. In this case, $v$ is the child of $u$ corresponding to the choice $A_j = Z_j$, for all $j \in B_i$. \hfill \Box

Claim 23. With constant probability, $T$ contains a depth-$t$ node $l$ with label $C_1, C_2, \ldots, C_t$ and list $A_1, A_2, \ldots, A_t$ such that the directed path $p$ in $T$ from its root to $l$ has the property that every parent-child pair along $p$ satisfies the bound in Claim 22.

Proof: By a trivial induction on the level $i$. \hfill \Box

Assume from now that the event in Claim 23 occurs. Denote, for every $x \in X$, by $j_x$ the index of the cluster that $x$ gets assigned to by the algorithm, and denote by $j^*_x$ the index for which $x \in C^*_j$. Let $J$ be the set of indices $j$ such that $K_j \subseteq C^*_j$. For $i = 1, 2, \ldots, t$, let $J_i = \{ j \in J \mid j \leq b_i \}$. For $i = 1, 2, \ldots, t$, let $D_i$ be the set of points assigned to clusters at the depth-$i$ node of $p$. A point $x \in D_i$ is premature iff $j^*_x > b_i$. Let $P_i$ denote the set of premature points in $D_i$. A point $x \in D_i$ is leftover iff $K^*_j \not\subseteq C^*_j$ and $j^*_x \leq b_i$. Notice that in this case, almost all points from $C^*_j$ must be premature at some depth less than $i$. Let $L_i$ denote the set of leftover points in $D_i$.

Let $j \notin J$. Let $L^j$ denote the set of leftover points from $C^*_j$. By definition, $|L^j| < (\frac{n_j}{10})^3 n_j$. Sort the points in $C^*_j \setminus L^j$ by non-decreasing order of $w(x) = \max\{\delta(x, \tilde{C}^*_j), \delta(x, \tilde{A}^*_j)\}$. (These are all premature points.) Assign these points to the points in $L^j$ in round-robin fashion. Let $Q(x)$ be the set of points assigned to $x \in L^j$. Let $q(x)$ be a point in $Q(x)$ with smallest $w(x)$. (Notice that $\{q(x) \mid x \in L^j\}$ is a set of $|L^j|$ points with smallest $w(\cdot)$ value in $C^*_j \setminus L^j$.)

For every $x \in X$ let

$$\phi(x) = \begin{cases} 
\text{undefined} & \text{if } x \in P_i; \\
\phi_{q(x)} & \text{if } x \text{ is leftover;} \\
\phi_x & \text{otherwise.}
\end{cases}$$
Claim 24. For every $j \notin J$

$$\sum_{x \in L_j} \delta(x, A_{\phi(x)}) \leq \left( 1 + \frac{\epsilon}{3} \right) \cdot \sum_{x \in L_j} \delta(x, C_j^*) + \frac{\epsilon}{6} \cdot \sum_{x \in L_j} \sum_{y \in Q(x)} w(y).$$

**Proof:** Let $x \in L_j$. By the triangle inequality,

$$\sqrt{\delta(x, A_{\phi(x)})} \leq \sqrt{\delta(x, C_j^*)} + \sqrt{\delta(q(x), C_j^*)} + \sqrt{\delta(q(x), A_{\phi(x)})}.$$

By definition, $j = j^*_x = j^*_q(x)$. If $w(q(x)) \leq (\frac{\epsilon}{16})^2 \cdot \delta(x, C_j^*)$, we get that

$$\delta(x, A_{\phi(x)}) \leq \left( \sqrt{\delta(x, C_j^*)} + \sqrt{\delta(q(x), C_j^*)} + \sqrt{\delta(q(x), A_{\phi(x)})} \right)^2$$

$$\leq \left( \sqrt{\delta(x, C_j^*)} + 2 \cdot \sqrt{\left( \frac{\epsilon}{16} \right)^2 \cdot \delta(x, C_j^*)} \right)^2$$

$$= \left( \left( 1 + \frac{\epsilon}{8} \right) \cdot \sqrt{\delta(x, C_j^*)} \right)^2$$

$$\leq \left( 1 + \frac{\epsilon}{3} \right) \cdot \delta(x, C_j^*).$$

Otherwise, for every $y \in Q(x)$, $w(y) > (\frac{\epsilon}{16})^2 \cdot \delta(x, C_j^*)$. Moreover,

$$|Q(x)| = \frac{|C_j^* \setminus L_j|}{|L_j|}$$

$$\geq \frac{1 - \epsilon \cdot n_j}{(\frac{\epsilon}{16})^3 \cdot n_j}$$

$$> \frac{1}{2} \left( \frac{16}{\epsilon} \right)^3$$

Therefore, in this case,

$$\sum_{y \in Q(x)} w(y) > \frac{1}{2} \left( \frac{16}{\epsilon} \right)^3 \cdot \left( \frac{\epsilon}{16} \right)^2 \cdot \delta(x, C_j^*) = \frac{8}{\epsilon} \cdot \delta(x, C_j^*),$$

and

$$w(q(x)) < 2 \cdot \left( \frac{\epsilon}{16} \right)^3 \cdot \sum_{y \in Q(x)} w(y).$$

Thus, we get

$$\delta(x, A_{\phi(x)}) \leq \left( \sqrt{\delta(x, C_j^*)} + \sqrt{\delta(q(x), C_j^*)} + \sqrt{\delta(q(x), A_{\phi(x)})} \right)^2$$

$$< \left( \sqrt{\frac{\epsilon}{8} \cdot \sum_{y \in Q(x)} w(y)} + 2 \cdot \sqrt{2 \cdot \left( \frac{\epsilon}{16} \right)^3 \cdot \sum_{y \in Q(x)} w(y)} \right)^2$$

$$< \frac{\epsilon}{6} \cdot \sum_{y \in Q(x)} w(y).$$
Summing these bounds over all $x \in L^j$ completes the proof. \hfill \Box

Put $Q_i = \{x \in X \mid j^*_i \in J_i \text{ and } x \in R_i\}$. Let $S_i$ be a set of $|P_i|$ points in $Q_i$ with smallest $\delta(x, A_{\phi(x)})$ value (notice that by definition $Q_i$ cannot contain premature points, so $\phi(x)$ is defined for every $x \in Q_i$).

Claim 25.

$$\sum_{i=1}^t \sum_{x \in S_i} \delta(x, A_{\phi(x)}) \leq \frac{\epsilon}{8} \sum_{i=1}^t \sum_{x \in D_i \setminus P_i} \delta(x, A_{\phi(x)}).$$

Proof: Fix $i \in \{1, 2, \ldots, t\}$. The set $P_i$ is a subset of $\bigcup_{j \in J_i} C^*_j$ and therefore $|P_i| \leq k \cdot m_{i+1}$.

On the other hand, $|Q_i| \geq |R_i| - k \cdot m_{i+1} = \left(\frac{16k^2}{\epsilon} - k \right) \cdot m_{i+1} > \frac{8k^2}{\epsilon} \cdot m_{i+1}$. Thus,

$$\frac{\sum_{x \in S_i} \delta(x, A_{\phi(x)})}{\sum_{x \in Q_i} \delta(x, A_{\phi(x)})} \leq \frac{|S_i|}{|Q_i|} = \frac{|P_i|}{|Q_i|} \leq \frac{\epsilon}{8k}.$$

Moreover, $Q_i \subset X \setminus (\bigcup_{j \in J_i} K_j)$, so $\sum_{x \in Q_i} \delta(x, A_{\phi(x)}) \leq \sum_{j \in J} \sum_{x \in D_i \setminus P_i} \delta(x, A_{\phi(x)})$. Summing over $i$, which takes $t \leq k$ values, completes the proof. \hfill \Box

Claim 26.

$$\sum_{i=1}^t \sum_{x \in D_i \setminus P_i \setminus L_i} \delta(x, A_{\phi(x)}) \leq \left(1 + \frac{\epsilon}{8}\right) \sum_{j \in J} \sum_{x \in F_j} \delta(x, C^*_j).$$

Proof: Notice that the lhs sums precisely over the points in $\bigcup_{j \in J} K_j$. Moreover, for $j \in J$, $x \in K_j$, $\phi(x) = j^*_i = j$. As we are assuming that the bound in Claim 22 holds, the proof is complete. \hfill \Box

Theorem 27. With constant probability the above algorithm computes a solution whose cost is within a factor of $1 + \epsilon$ of the optimum cost. The running time of the algorithm is $O(g(k, \epsilon) \cdot n \cdot (\log n)^k)$, where $g(k, \epsilon) = \exp \left(\frac{k}{2} \cdot k^2 \ln k \cdot (\ln \frac{1}{\epsilon} + \ln k)\right)$.

Proof: With constant probability the recurrence $T$ will contain a computation path $p$ as per Claim 23. Assuming this occurs, consider the clustering $C_1, C_2, \ldots, C_k$ computed at the leaf $l$ reached by the path $p$.

For every $i = 1, 2, \ldots, t$, the set $D_i \cup S_i \setminus P_i$ is a subset of $R_{i-1} \setminus R_i$. Therefore, assigning every $x \in D_i \cup S_i \setminus P_i$ to $C_{\phi(x)}$ is a feasible augmentation of $C_{i-1}$, so its cost $\sum_{x \in D_i \cup S_i \setminus P_i} \delta(x, A_{\phi(x)})$ cannot be smaller than the cost of the augmentation that the algorithm chooses which is $\sum_{x \in X} \delta(x, A_{\phi(x)})$. Therefore,

$$\sum_{x \in X} \delta(x, A_{\phi(x)}) = \sum_{i=1}^t \sum_{x \in D_i} \delta(x, A_{\phi(x)}) \leq \sum_{i=1}^t \sum_{x \in D_i \setminus P_i} \delta(x, A_{\phi(x)})$$

23
\[
\begin{align*}
&\leq \sum_{j=1}^{k} \sum_{x \in L_j} \delta(x, \tilde{A}_j) + \sum_{i=1}^{t} \sum_{x \in S_i} \delta(x, \tilde{A}_i) + \sum_{i=1}^{t} \sum_{x \in D_i \setminus P_i \setminus L_i} \delta(x, \tilde{A}_i) \\
&\leq \left(1 + \frac{\epsilon}{8}\right) \cdot \left( \sum_{j=1}^{k} \sum_{x \in L_j} \delta(x, \tilde{A}_j) + \sum_{i=1}^{t} \sum_{x \in D_i \setminus P_i \setminus L_i} \delta(x, \tilde{A}_i) \right) \\
&\leq \left(1 + \frac{\epsilon}{8}\right) \cdot \left( \left(1 + \frac{\epsilon}{3}\right) \cdot \sum_{j \in J} \sum_{x \in L_j} \delta(x, \tilde{C}_j) + \frac{\epsilon}{6} \cdot \sum_{j \in J} \sum_{x \in L_j} \sum_{y \in Q(x)} w(y) \right) + \\
&\quad \quad \left(1 + \frac{\epsilon}{8}\right)^2 \cdot \sum_{j \in J} \sum_{x \in K_j} \delta(x, \tilde{C}_j) \\
&\leq \left(1 + \frac{\epsilon}{2}\right) \cdot \sum_{x \in X} \delta(x, \tilde{C}_j) + \frac{\epsilon}{3} \sum_{i=1}^{t} \sum_{x \in P_i} \delta(x, \tilde{A}_i).
\end{align*}
\]

Moving terms around, we get
\[
\sum_{x \in X} \delta(x, \tilde{A}_j) \leq \frac{1 + \epsilon/2}{1 - \epsilon/3} \cdot \sum_{x \in X} \delta(x, \tilde{C}_j) \\
< (1 + \epsilon) \cdot \sum_{x \in X} \delta(x, \tilde{C}_j).
\]

On the other hand,
\[
\text{cost}(C_1, C_2, \ldots, C_k) = \sum_{j=1}^{k} \sum_{x \in C_j} \delta(x, \tilde{C}_j) \\
\leq \sum_{j=1}^{k} \sum_{x \in C_j} \delta(x, \tilde{A}_j) \\
= \sum_{x \in X} \delta(x, \tilde{A}_j).
\]

As the algorithm outputs a clustering which is at least as good as \(C_1, C_2, \ldots, C_k\), this establishes the performance guarantee of the algorithm.

As for the running time of the algorithm, the number of sequences \(n_1, n_2, \ldots, n_k\) that the algorithms has to enumerate over is \(O\left(\left(\log_{1+\epsilon} n\right)^k\right)\). The size of \(T\) is at most
\[2^{\frac{1}{3} \cdot k^2 \cdot \log k \cdot (\log k + \log n)}\].

Computing the augmentation at each node of \(T\) requires \(O(n)\) distance computations, where the hidden constant depends mildly on \(k\) and \(\epsilon\). \(\square\)
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