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Abstract
This short note provides a clarification of the relationship between circuit size and KT complexity.
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We were recently made aware of a misunderstanding concerning part 2 of Theorem 11

of [1]. An alert reader [3] pointed out that, since the empty set is accepted by a circuit of
size O(1), it should follow that Size(0n) = O(1), whereas KTA(0n) must be at least ⌊log n⌋
for infinitely many n (since n can be retrieved from the description d underlying KTA(0n),
at least one of the 2ℓ−1 values of n of any given bitlength ℓ = ⌊log n⌋ + 1 needs to have
|d| ≥ ℓ − 1). This seems to contradict the second part of Theorem 11.

The best way that we can explain this apparent contradiction, is by asserting that we
had intended that the definition of “circuit size” should entail that a circuit Cn taking inputs
of length n should have size at least n. Some later work dealing with KT complexity has
explicitly required that the size of Cn be at least n. For example, consider [2, Lemma 2.3];
the paragraph before Lemma 2.3 describes states that it is a “convention” that an n-input
circuit has “size” at least n (which is probably more accurate than to present this as a
“lemma”).

In [1] circuit size is defined as the number of connections, which does not preclude having
circuits of size O(1). A suitable definition for our purposes is the sum of the number of input
gates and the number of connections. The first term guarantees that the size of Cn is at
least n; the second term guarantees that the length of oracle queries made by Cn does not
exceed the size of Cn.

If “size” is defined in this way, then both parts of Theorem 11 in [1] are true, although
we should have considered the cases where i > |x| in both parts and have described how to
distinguish between those cases and the ones where i ≤ |x| when analyzing KTA(x).
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