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Abstract

Traditionally, communication networks are composed of routing nodes, which relay and duplicate data. Work in recent years
has shown that for the case of multicast, an improvement in both rate and code-construction complexity can be gained by replacing
these routing nodes by linear coding nodes. These nodes transmit linear combinations of the inputs transmitted to them. In this
work, we deal with bounds on the alphabet size of linear codes for multicast. We show both lower and upper bounds as a function
of sink-set size and graph topology. We show that these bounds apply, as well, to a special case of multicast, static broadcast.
We also show how node-memory addition can increase the effective alphabet-size available for coding.

Index Terms
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I. INTRODUCTION

In this paper, we consider the field size necessary for communicating information, by linear codes, from a single source to
multiple sinks, across a network. Work in recent years (see [1], [6], [8], and [9], among others) has shown that for the case
of network multicast, linear coding within a network can increase transfer rate and decrease code construction complexity.

We show that known bounds on MDS (maximum distance separable) codes can be applied to bound the alphabet-size
necessary and sufficient for linear multicast-codes. We then show that these bounds also pertain to a case less considered
in previous network-multicast work, static broadcast, wherein the source transmits the same set of data to sinks at different
rates. Finally, we show how the addition of a small amount of memory to internal nodes can be used to increase the effective
alphabet-size available for coding.

A. Paper Layout

We continue the introduction with definitions and notations in Subsection I-B, a brief review of the transmission scheme in
Subsection I-C, and a short review of related work in Subsection I-D. In Section II we show an alphabet-size lower-bound. In
Section III we show a field size upper bound. In Section IV we discuss static broadcast. In Section V we describe how node
memory can increase the effective field-size available for coding. We conclude in Section VI.

B. Definitions and Notations.

We consider a network over an acyclic, directed, graph G = (V,E), where parallel edges are allowed. We denote the number
of nodes in G by, n = |V |. When there is no ambiguity, we denote an edge between nodes u, v ∈ V by (u, v). For any node
v ∈ V , we use E− (v) and E+ (v) to denote the set of edges reaching and leaving node v, respectively. For any edge e ∈ E,
we use v− (e) and v+ (e) to denote the tail and head of e, respectively.

Node s ∈ V is the source node, T ⊆ V is the set of sink nodes, d = |T | is the number of sink nodes, and h is the minimum,
taken over all t ∈ T , of the size of the minimum cut separating s from t. The capacity of a link (i.e., edge) e ∈ E, is a single
symbol from a field F , with size q = |F|, and the value carried by the link is denoted by y(e). A process at node s observes
a random process X with entropy1 H(X) = h · log(q) per time unit, and wishes to transmit the information of this process to
all t ∈ T . In some of the work, we explicitly consider a sequential setting, in which, for some N � max{n, q, h}, s transmits
the values which X attains in N consecutive time units.

† Also at IBM’s Haifa Research Labs.
1We use H(·) and log(·) to denote the binary entropy function and logarithm to base 2, respectively.
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C. The Transmission Scheme

The transmission scheme in linear multicast was described in [6], [8], and [9], and we repeat the description here in brief.
We introduce a virtual vertex s′ /∈ V , and h parallel virtual edges from s′ to s, es′

1 , . . . , es′

h (this is done for notational
convenience throughout the paper). The values carried by these h edges, y(es′

1 ), . . . , y(es′

h ), are any h symbols from F which
describe the process X . The code is determined by means of a set of auxiliary functions

me : E− (v− (e)
)
→ F , (e ∈ E). (1)

The determination of me will be described in Section III. For any edge e ∈ E s.t. y(e′) has been determined for all e′ ∈
E− (v− (e)), the value carried by e is

y(e) =
∑

e′∈E−(v−(e))

me(e
′)y(e′). (2)

We call a code good, if for any t ∈ T , there is a subset Et ⊆ E− (t) s.t. y(es′

1 ), . . . , y(es′

h ) can be reconstructed from
{y(e)|e ∈ Et}

D. Related Work

Ahlswede et. al. [1] have shown that a source can multicast information at a rate approaching h to all sinks, as the symbol
size approaches infinity. Li et. al. [9] constructively showed that linear coding can be used for multicast with rate h and finite
symbol-size. Koeter and Medard [6] showed, through an algebraic framework for network-coding which they developed, that
a finite field of size2 O(d ·h) is sufficient for rate h multicast, and showed how to verify the validity of a given code. Sanders
et al. [8] showed the first polynomial-time algorithms for constructing linear codes for multicast, and showed that a field of
size O(d) is sufficient for this. Our work is an extension of [8], and utilizes many of its ideas and notations.

II. ALPHABET-SIZE LOWER-BOUND

In this section we prove a lower bound on the alphabet size:
Theorem 1: For some graphs, the alphabet size must obey:

q ≥ 2 ·
√

d · (1− o (1)) . (3)

We prove the lower bound by constructing the graph G, which is shown in Figure 1. In this graph, let m by a number which
we will later specify, and let M =

(
m
2

)
.
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Fig. 1. Graph construction for the alphabet-size lower-bound.

The graph is constructed as follows. Let3 i ∈ [m] , j ∈ [M ], and k ∈ [2], be arbitrary indices. The source s is connected
to nodes u1 and u2 via a single link to each. Both u1 and u2 are connected to all nodes vi. Each node vi is connected to a
corresponding node v′

i via a single link. For each pair of nodes in {v′
1, . . . , v

′
m}, there is a node wj , with links from the nodes

of the pair to wj . Each node wj is connected to a sink tj via 2 links (or equivalently, via a link of capacity 2). The source is

2As part of an expression containing a variable x, we use O(x) (respectively o(x)) to denote a function f(x) s.t. limx→∞ f(x) � ∞ (limx→∞ f(x) = 0).
3For any `, we use [`] to denote {1, . . . , `}.
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connected to each of zj via h − 2 links (or equivalently, via a link of capacity h − 2). Each node zj is connected to tj via
h− 2 links (or equivalently, via a link of capacity h− 2).

Clearly, this graph is cycle free, and there is a min-cut of capacity h between s and each of tj . By the Max-Flow Min-Cut
theorem, h symbols can be sent from s to any sink tj individually. It follows from [1], [6], [8], [9] that s can multicast h
symbols of information to all tj simultaneously.

We define some random processes observed at graph nodes:

Zj =
{
y(e) | e ∈ E− (zj)

}
, j ∈ [M ]

Uk = {y((s, uk))} , k = 1, 2

V ′
i =

{
y(e) | e ∈ E− (v′

i)
}

, i ∈ [m]

Wj =
{
y(e) | e ∈ E− (wj)

}
, j ∈ [M ]

Tj =
{
y(e) | e ∈ E− (tj)

}
, j ∈ [M ]

(4)

Lemma 1: For j ∈ [M ], the entropies of the processes defined in (4), satisfy the following:

H(U1, U2|Wj , Zj) = 0 (5)

H(Wj , Zj) = h · log(q) (6)

H(U1, U2, Zj) = h · log(q) (7)

H(U1, U2|Zj) = 2 · log(q). (8)

Proof: From the Max-Flow Min-Cut theorem, we clearly have that

H(Uk) ≤ log(q), (9)

H(Zi) ≤ (h− 2) · log(q). (10)

Also,

h · log(q)
(a)
= H(Tj) (11)

(b)

≤ H(Zj ,Wj)

≤ H(Zj) + H(Wj)
(c)

≤ H(Zj) + H(U1, U2)

≤ H(Zj) + H(U1) + H(U2)
(d)

≤ h · log(q),

where (a) follows from the fact that the process at tj can reconstruct the information of X , (b) and (c) follow from the
data-processing inequality ([3]), and (d) follows from the Max-Flow Min-Cut theorem.

It follows from 11) that

H(Zj) + H(U1) + H(U2) = h · log(q). (12)

We obtain (6) from (9), (10), and (12). In a similar manner, we can obtain (7). We obtain (8) from (9), (10), and (11). To
obtain (5), note that

H(U1, U2|Wj , Zj) + H(Zj ,Wj) (13)

= H(Wj , Zj , U1, U2)

= H(Zj , U1, U2) + H(Wj |Zj , U1, U2)

= H(Zj , U1, U2)
(a)⇒
H(U1, U2|Wj , Zj) = 0, (14)

where (a) follows from (6), and (7).

We can now prove Theorem 1:
Proof: Let

Ez = {e | v− (e) = s ∧ v+ (e) = zj}
Ev′

= {e | v− (e) = vi ∧ v+ (e) = v′
i}

. (15)
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For any fixed values of y(e), e ∈ Ez , it follows from (8) that y(s, u1), y(s, u2) obtain all values from F ×F . It also follows
from (5) that given any e1, e2 ∈ EV , y(e1), y(e2) are sufficient for determining y(s, u1), y(s, u2). Thus, y(e′), e′ ∈ Ev′

, is
effectively an MDS (maximal distance separable) code. By known bounds on MDS codes ([5]),

m =
∣∣∣Ev′

∣∣∣ ≤ q · (1 + o (1)) , (16)

and so

d = M ≤
(

q · (1 + o (1))

2

)
. (17)

III. ALPHABET-SIZE UPPER-BOUND

An upper bound as a function of terminal-set size was shown in [8]. As an extension of this work, we show in this section
that for some graph topologies, the alphabet size is somewhat smaller.

Consider the three networks depicted in Figure 2. In terms of coding, network (a) requires coding, whereas networks (b)
and (c) do not. In terms of flows from s to t1 and t2, the flow paths in (a) “clash” in some sense, whereas those in (b) and
(c) do not; the flow paths in (a) are the only ones in which the edges of two flow paths merge into a single edge.
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Fig. 2. Graph constructions illustrating flow clashes.

This section is organized as follows. In Subsection III-A we repeat, in brief, the determination of the auxiliary functions me

using global coding vectors [8]. In Subsection III-B we define the clash set and minimal clash set, two sets which are relevant
for the determination of me. This subsection is relevant for Section V as well. In Subsection III-C we show how the minimal
clash set can be used for determining me, a consequence of which is an upper bound on the alphabet size.

A. Global Coding Vectors

Let Gf
t =

(
V f

t , Ef
t

)
(t ∈ T ) be subgraphs of G, each composed of h edge-disjoint paths from s′ to t. A subgraph Gf

t can

be constructed from G by running any appropriate flow algorithm (see [2]). For any e ∈ Ef
t \ {es′

1 , . . . , es′

h }, let f−
t (e) denote

the immediate-predecessor edge of e on the path in Gf
t containing e. As an extension, for any e ∈ Ef

t \ {es′

1 , . . . , es′

h } and any
T ′ ⊆ T , let f−

T ′(e) denote
⋃

t′∈T ′ f−
t′ (e).

We associate with each edge e ∈
(⋃

t∈T Ef
ti

)
a global coding vector4 b(e) ∈ Fh. We first set the global coding vectors for

es′

k , (k ∈ [h]), as

b(es′

k ) = [0k−1, 1, 0h−k]. (18)

The global coding vector of any other edge e ∈
⋃

i=1,...,d Gf
ti

is set so that it satisfies the invariant

b(e) =
∑

e′∈E−(v−(e))

me(e
′) · b(e′). (19)

Assume the algorithm terminates after ` steps. We generate ` · d edge-sets, C1
t1

, . . . , C1
td

, . . . . . . , C`
t1

, . . . , C`
td

. Let j ∈ [`]

be an arbitrary step of the algorithm, and let i ∈ [d] be the index of an arbitrary terminal node. Each C j
ti

is composed of h

edges, one from each path between s and ti in Gf
ti

, Initially, we set C1
t1

= · · · = C1
td

= {es′

1 , . . . , es′

h }. At the termination

4We use x to denote a row vector, and x+ to denote its transpose.
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of the algorithm, we have Cm
ti
⊆ E− (ti). At step j an edge ej is chosen so that, for some i, ej ∈ Gf

ti
and f−

ti
(ej) ∈ Cj−1

ti
.

Then, me is set according to an invariant shown below (see Lemma 2), and through it, b(e). Step j is completed by assigning

Cj
t =

{
Cj−1

t , f−
t (ej) /∈ Cj−1

t(
Cj−1

t \ f−
t (ej)

) ·⋃ {ej}, f−
t (ej) ∈ Cj−1

t

. (20)

The following lemma was proved in [8].
Lemma 2: Let me be set with the invariant that for j ∈ [`], and i ∈ [d],

Rank
({

b(e) | e ∈ Cj
ti

})
= h. (21)

Then the code is good.

B. Clash Sets

In this subsection, we define two sets which are relevant for the determination of mej
, where ej is the edge chosen in step

j.

Definition 1: (Clash Set) The clash set of ej ∈ E, is

T ′(ej) = T
⋂{

t | ∃jej ∈ Gf
t

}
. (22)

Since we assume that G is an acyclic graph, there is a natural order that can be imposed on any edge e ∈ E. It follows that
ej , can be chosen so that it satisifes

∀t′∈T ′(ej)f
−
t′ (ej) ∈ Cj−1

t′ , (23)

i.e., that ... . In the remainder of the section, we assume, without loss of generality, that (23) holds.

Definition 2: (Minimum Clash-Set) Let ej ∈ E and T ′(ej) ⊆ T be be an edge and its clash set, respectively. The minimum
clash-set of ej , T ′′(ej), is a minimum subset T ′′(ej) ⊆ T ′(ej) satisfying

∀t′∈T ′(ej)\T ′′(ej)∃t′′∈T ′′(ej)∀e′∈C
j

t′
\f

−

t′
(ej)

(24)

Rank
(
{b(e′)}

⋃{
b(e′′) | e′′ ∈ Cj

t′′ \ f−
t′′(ej)

})
= h− 1.

Figure 3 shows an example of a clash set and a minimum clash set. In the graph shown in part (a) of the figure, let
e = (w1,2,3, w

′
1,2,3), and e′i = (ui, u

′
i), for i = 1, 2, 3. As is shown in part (b) of the figure, the clash set of e is T ′ = {t1, t2, t3}.

The minimum clash set of E is T ′′ = {t1, t2}, since b(e′1) and b(e′2) are not linearly dependent, but b(e′3) is linearly dependent
on b(e′1).
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Fig. 3. Example of a clash set and a minimum clash set.

The following lemma follows from a straightforward counting argument.
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Lemma 3: At step j, the size of any minimum clash set is at most

(∣∣∣
{

b(e) | ∃t∈T e ∈ Cj
t

}∣∣∣
h− 1

)
. (25)

C. Setting Global Coding Vectors Using Minimal Clash Sets

In this subsection, we show how the minimum clash set determines the alphabet size needed for setting mej
, where ej is

the edge chosen in step j.

Lemma 4: Let T ′′(ej) be the minimum clash set of ej . If mej
is set so that

∀t′′∈T ′′(ej) (26)

Rank
(
{b(ej)}

⋃{
b(e′′) | e′′ ∈ Cj

t′′ \ f−
t′′(ej)

})
= h,

then the code is good.

Proof: We prove, by induction on j = 1, . . . , `, that for i ∈ [i], (21) holds. By Lemma 2, it will follow that the code is
good.

The induction base, i.e., j = 1, holds trivially by the determination of the global coding vectors between s′ and s. Assume
that (21) holds for j − 1, and that b(ej) is set so that (26) is satisfied. Clearly then, b(ej) 6= 0. For any t′′ ∈ T ′′(ej), (21)
holds by definition. For any t′ ∈ T ′(ej), there is a t′′ ∈ T ′′(ej), and a matrix Be′

e′′ , s.t.

[b(e′1), . . . , b(e′h−1)] = [b(e′′1), . . . , b(e′′h−1)] ·Be′

e′′ , (27)

for e′1, . . . , e
′
h−1 = Cj

t′ \f−
t′ (ej), and e′′1 , . . . , e′′h−1 = Cj

t′′ \f−
t′′(ej). It follows that b(ej) 6= 0 cannot be a linear combination of

b(e′1), . . . , b(e′h−1), since, by (27) it would be then also be a linear combination of b(e′′1), . . . , b(e′′h−1), which would contradict
(26).

The following is a slight variation of a lemma in [8]:
Lemma 5: If at step j of the algorithm, |T ′′(ej)| ≤ q, then mej

can be set so that (26) is satisfied.

Using Lemma 5, we find an upper bound on the alphabet size as a function of the number of “flow-path clashes”:
Theorem 2: Let m be the number of “clashes”, once the flows are found, i.e.,

m =
∣∣∣[`]
⋂
{j | |T ′(ej)| ≥ 2}

∣∣∣ . (28)

Then the sufficient alphabet-size is bounded by

qmax =

{
2, h = 1

min{d,
(
h+m
h−1

)
}, h ≥ 2

(29)

Proof: The case of h = 1 is trivial, and so we consider only h ≥ 2. the upper bound of d was proven in [8]. Prior to the
first clash,

∣∣{b(e) | ∃t∈T e ∈ C1
t

}∣∣ = h, and each clash increments the size of this set by at most 1. The theorem now follows
by Lemmas 3 and 5.

IV. STATIC BROADCAST

The previous work, mentioned in Section I, has focused on the sender transmitting at rate equal to the minimum of the set
of min-cuts separating s from all t ∈ T . In this section we discuss static broadcast [4]. Let i ∈ [d] be an arbitrary index of a
sink. Assume that the minimum of min cuts from s to t1, . . . , td, is h1, . . . , hd, respectively. Regardless of the difference in
rates, s wishes to broadcast a static (i.e., fixed, identical) set of data to all t ∈ T .

Intuitively, if hj , hk are s.t. hj 
 hk, then the sink tj should be able to receive and decode the information before the sink
tk. This might necessitate encoding the source, in some cases. Consider cases (a) and (b) in Figure 4. In case (a), each sink
can indeed receive the same number of symbols as the min cut from s to it. In case (b), if the same symbols are sent to t1
and t3, then t2 does not receive information at the rate indicated by the min-cut from s to it.

For the case of a sequential transmission, we show that there is an asymptotically optimal encoding. Assume that the values
that X attains between times 1 and N � hmax are to be transmitted to all t ∈ T . Let hmax = maxi hi be the maximum of
min cuts between s and any ti, c 
 1 be any number, and

α (N, c) = N + c · logq (N)
(
ln
(
c · logq(N)

)
+ 1
)
. (30)
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Fig. 4. Static broadcast possibilities.

Theorem 3: There is a transmission scheme in which the source transmits between times 1 and α(N,c)
h

, s.t. with probability
at least 1− d

Nc−1 , each ti can reconstruct the N values of X at rate

N
α(N,c)

hi

N→∞−→ hi. (31)

For the proof of Theorem 3, we first compose a graph G′ = (V ′, E′) from G = (V,E), by adding edges from s to t ∈ T ,
so that the minimum of the set of min-cuts separating s from any t ∈ T is h. That is,

V ′ = V (32)

E′ = E

·⋃
(

·⋃

i

{
eti

1 , . . . , eti

hmax−hi

}
)

, (33)

where for any i, and j ∈ [h− hti
], v−

(
eti

j

)
= s and v+

(
eti

j

)
= ti (e.g., G,G′ are the graphs in cases (b),(c) in Figure 4,

respectively). We then run the algorithm from [8] (as described in Section III) on G′.

Let

x = x1,1, . . . , x1,hmax
, . . . . . . , xN,1, . . . , xN,hmax

(34)

be an (N · hmax)-dimensional vector, consisting of N sub-vectors of h elements, s.t. each sub-vector describes a value of X .
For some m which we will specify later, we generate m · hmax vectors, each of dimension N · hmax,

a1,1, . . . , a1,hmax
, . . . . . . , am,1, . . . , am,hmax

, (35)

whose each symbol is distributed i.i.d. from5 UN ·hmax

F . At time j, s transmits the hmax symbols
{

xj,1, . . . , xj,hmax
, j ≤ N

aj−N+1,1 · x+, . . . , aj−N+1,hmax
· x+, N < j ≤ N + m

.

Let ti be a sink node, Gf
ti

be the flow graph from s to ti described in Section III, and
{
b1, . . . , bhi

}
=
{

b(e) | e ∈ Gf
ti
\
{
eti

1 , . . . , eti

hmax−hi

}}
. (36)

Lemma 6: For N < j ≤ N + m, j′ = j −N + 1, and k ∈ [hi], the distribution of

[b+
k+1] · [a+

j,1, . . . , a
+
j′,hmax

]+ (37)

given

[b+
1 , . . . , b+

k ] · [a+
j′,1, . . . , a

+
j′,hmax

]+, (38)

is UN ·hmax

F .
Proof: The proof is by the following series of inequalities:

N · hmax · log(q) = H
(
[aj′,1, . . . , aj′,hmax

]
)

(39)
(a)
= H

(
[b+

1 , . . . , b+
hmax

] · [a+
j′,1, . . . , a

+
j′,hmax

]+
)

(b)

≤ H
(
[b+

1 , . . . , b+
k ] · [a+

j′,1, . . . , a
+
j′,hmax

]+
)

+H
(
[b+

k+1] · [a+
j′,1, . . . , a

+
j′,hmax

]+
)

+H
(
[b+

k+2, . . . , b
+
hmax

] · [a+
j′,1, . . . , a

+
j′,hmax

]+
)

≤ N · hmax · log(q).

5For any m, we signify that the distribution of an m-dimension vector with elements from F is uniform over all qm possibilities, by Um

F
.
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In the above, (a) follows from the fact that the algorithm in [8] constructs the set
{

b(e) | e ∈ Gf
ti

}
, so that its rank is hmax,

and so there is a bijection

[a+
j′,1, . . . , a

+
j′,hmax

]←→ (40)

[b+
1 , . . . , b+

hmax
] · [a+

j′,1, . . . , a
+
j′,hmax

]+.

Inequality (b) follows by the independence bound on entropy [3].

To prove Theorem 3, we use the above, the following theorem (whose proof is in the appendix), and the union bound.
Lemma 7: Let N ′

i = N hi

hmax

, Ñi = N ′
i − hi + 1, and Ai be the matrix

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

s1,1 . . . s1,hmax

...
...

...
shi,1 . . . shi,hmax

. . .
. . .
s

Ñi,N−hmax+1 . . . s
Ñi,N

...
...

...
sN ′

i
,N−hmax+1 . . . sN ′

i
,N

sN ′

i
+1,1 · · · · · · · · · · · · sN ′

i
+1,N

...
...

...
...

...
...

sα(N,c),1 · · · · · · · · · · · · sα(N,c),N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

,

where each empty entry represents 0, the entries in the first N ′
i rows are set so that each batch of hi rows are linearly

independent, and the entries in the remaining rows are set randomly i.i.d. over GF (q).
Then with probability at least 1− 1

Nc−1 , Ai contains a non-singular N ×N sub-matrix.

V. INCREASING THE CODING ALPHABET-SIZE BY USING NODE MEMORY

As shown in Sections II, III, and IV, the use of linear codes for multicast requires an underlying field with (non-tight) lower
and upper bounds on its size. It is possible that the capacity of the links dictates a field F whose size is lower than the upper
bound or even the lower bound.

Consider a network whose links transmit symbols over a field F ′, of size q′ = |F ′|, which is large enough for linear
multicast of h · log(q′) symbols per time unit. Ideally, a network over an isomorphic graph, whose links transmit symbols from
F , could transmit

h · log(q)⌈
logq(q

′)
⌉ (41)

symbols per time unit. However, q might not be sufficiently large for linear multicast. We now show that the addition of node
memory can suffice for the case of sequential multicast.

In this section, let

k = k(q, q′) =
⌈
logq(q

′)
⌉
. (42)

Assume that there is a multicast code (over F ′), s.t. at every k-th time unit, s transmits H(x) information, and each link
carries a symbol from F ′ (i.e., the transmission rate is N ·H(X)

N ·k = H(X)
k

).

It is clear that by accumulating every k consecutive symbols reaching a node by an edge, a code over F ′ can be simulated:
Theorem 4: By adding in each node an additional

k ·
(

max
v∈V

∣∣∣∣∣E
− (v)

·⋃
E+ (v)

∣∣∣∣∣+ 1

)
(43)

units of memory over F , a good multicast code can be built, s.t. at every time unit each link carries a symbol from F , and
which can transmit N H(X)

k
information in N + k · n time units.
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VI. CONCLUSIONS AND FUTURE WORK

In this work we have shown lower and upper alphabet-size bounds for linear codes for multicast. As can be seen from
Sections II and III, there is a gap between the lower and upper bound. We do not know whether any of these bounds is tight
for general graphs, nor do we know any meaningful specification of graph topology which is relevant to the tightness of these
bounds.

Another issue we are considering is that of the rate in cyclic networks with small alphabet-size. Previous work [1], [6],
[8], [9] has dealt with cyclic graphs by means very similar to a TTL (time to live) packet field (see [7]), affecting the rate
negligibly when the alphabet size is large. It is unclear whether the existence of cycles affects the rate negligibly as well, when
the alphabet size is small.
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APPENDIX

In this section we prove Theorem 7 from Section IV.
Proof: Let SN ′

i
+1, . . . , SN , be a partition of the rows of Ai’s rectangular part, s.t.

|Sj | = (44){
1, j = N ′

i + 1, . . . , N − c · logq(N) + 1
c·logq(N)

N−j+1 , j = N − c · logq(N) + 2, . . . , N
.

Let s1, . . . , sN ′

i
be the vectors in the first rows of the above matrix. We choose N−N ′

i vectors sj ∈ Sj , so that sj maximizes
Rank ({s1, . . . , sj−1, sj}). Let Vj be the event

∀s∈Sj
Rank ({s1, . . . , sj−1, s}) = Rank ({s1, . . . , sj−1}) . (45)

It follows that

P




⋃

j=N ′

i
+1,...,N

Vj


 ≤

N∑

j=N ′

i
+1

P (Vj) (46)

≤
N∑

j=N ′

i
+1

(
qj−1

qN

)|Sj |

≤
N∑

j=N ′

i
+1

q−c·logq(N) ≤ 1

N c−1
.

The total number of vectors generated is

α(N, c) = N ′
i +

∑

j=N ′

i
+1,...,N

Nj = (47)

N − c · logq(N) + 1 + c · logq(N)

c·logq(N)−1∑

k=1

1

k
≤

N + c · logq (N)
(
ln
(
c · logq(N)

)
+ 1
)
.
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