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Abstract

In this short note we show that for any integer \( k \), there are languages in the complexity class PP that do not have Boolean circuits of size \( n^k \).

1 Introduction and Definitions

Proving circuit lower bounds for specific problems such as SAT is one of the most fundamental and difficult problems in complexity theory. In particular establishing super-linear circuit lower bound for SAT is far from being settled.

A more tractable approach is to prove circuit lower bounds for some language in a uniform complexity class. In the early eighties Kannan [Kan82] showed that for any integer \( k \) there are languages in \( \Sigma_2^p \cap \Pi_2^p \) with circuit complexity \( n^k \). Kannan used diagonalization together with Karp-Lipton [KL80] collapse to prove his result. Recent improvements in the Karp-Lipton collapse result has improved Kannan’s \( \Sigma_2^p \cap \Pi_2^p \)-bound [KW98, Cai01] to \( S_2^p \); a complexity class which is contained in \( \Sigma_2^p \cap \Pi_2^p \). Currently showing that there are languages in NP (or even MA) with super-linear circuit complexity is a significant open problem in the area. Existence of oracles relative to which NP has circuits of size \( 3n \) adds to the difficulty of this problem [Wil85].

In this short note we show that for any fixed \( k \), there are languages in PP with circuit complexity \( n^k \). This result is incomparable with the lower bound for \( S_2^p \) since we do not know any direct relations between PP and \( S_2^p \). While the proof of the theorem is simple and uses the standard line of argument, it does seem to require a combination of results from complexity theory. To best of our knowledge this result is not published.

1.1 Definitions

For standard complexity theoretic notations and definitions including those of complexity classes such as NP and PH, please refer to [Pap94]. Here we give definitions of probabilistic and nonuniform classes that we use in this note. A language \( L \) is in PP if there exists a probabilistic polynomial-time machine \( M \) so that for all inputs \( x \),

\[
x \in L \iff \Pr[M(x) \text{ accepts}] \geq \frac{1}{2}
\]
For any complexity class $C$, we can define its bounded probabilistic version $\text{BP} \cdot C$ as follows: a language $L \in \text{BP} \cdot C$ if there exist a polynomial $p$ and a language $A \in C$ so that for all inputs $x$,

\[
x \in L \Rightarrow \Pr_{y \in \{0,1\}^{|x|}}[\langle x, y \rangle \in A] \geq 2/3
\]
\[
x \notin L \Rightarrow \Pr_{y \in \{0,1\}^{|x|}}[\langle x, y \rangle \in A] \leq 1/3
\]

We will also use well-known interactive complexity classes AM and MA. AM can be defined using $\text{BP} \cdot$ operator as $\text{BP} \cdot \text{NP}$. A language $L \in \text{MA}$ if there exist a polynomial $p$ and a probabilistic polynomial-time machine $M$ such that for all inputs $x$,

\[
x \in L \Rightarrow \exists y \in \{0,1\}^{|x|} \Pr[M(x,y) \text{ accepts}] \geq 2/3
\]
\[
x \notin L \Rightarrow \forall y \in \{0,1\}^{|x|} \Pr[M(x,y) \text{ accepts}] \leq 1/3
\]

The containment $\text{MA} \subseteq \text{PP}$ is known [Ver92]. By applying $\text{BP} \cdot$ operator to the class $\text{MA}$ we get the class $\text{BP} \cdot \text{MA}$. But this class is shown to be equal to AM [Bab85].

Finally we consider circuit complexity classes. Let $\text{SIZE}(n^k)$ denote the class of languages accepted by Boolean circuit families of size bounded by $n^k$. Then $P/poly = \bigcup_k \text{SIZE}(n^k)$. Kannan showed that for any fixed $k$, $\Sigma_2^P \cap \Pi_2^P \not\subseteq \text{SIZE}(n^k)$ [Kan82].

2 Main Result

We now prove that for any $k$, $\text{PP}$ has languages with circuit complexity $n^k$. This lower bound result is a corollary to the following theorem.

**Theorem 1** One of the following holds:

(a) $\text{PP} \not\subseteq \text{P}/\text{poly}$.

(b) For any integer $k$, $\text{MA} \not\subseteq \text{SIZE}(n^k)$.

**Proof**

Suppose (a) is not true and $\text{PP} \subseteq \text{P}/\text{poly}$. In this case we will show that actually $\text{PH} = \text{MA}$. Since for any integer $k$, $\text{PH} \subseteq \text{SIZE}(n^k)$, the theorem follows.

From [BFL91] we know that $\text{PP} \subseteq \text{P}/\text{poly} \Rightarrow \text{PP} \subseteq \text{MA}$. From an extension of Toda’s theorem for a number of counting classes including $\text{PP}$, we know that $\text{PH} \subseteq \text{BP} \cdot \text{PP}$ [TO92]. Hence we have $\text{PH} \subseteq \text{BP} \cdot \text{MA} = \text{AM}$ [Bab85]. Since $\text{NP} \subseteq \text{PP}$, $\text{NP} \subseteq \text{P}/\text{poly}$. From [AKSS95] we have, $\text{NP} \subseteq \text{P}/\text{poly} \Rightarrow \text{AM} = \text{MA}$. Therefore $\text{PH} = \text{MA}$.

**Corollary 2** (Main Result) For any integer $k$, $\text{PP} \not\subseteq \text{SIZE}(n^k)$.

**Proof**

If $\text{PP} \not\subseteq \text{P}/\text{poly}$ then the result holds. Otherwise from the above theorem $\text{MA} \not\subseteq \text{SIZE}(n^k)$. But we know that $\text{MA} \subseteq \text{PP}$ [Ver92] and hence $\text{PP} \not\subseteq \text{SIZE}(n^k)$.
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