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Abstract. For a proof system P we introduce the complexity class DNPP(P)
of all disjoint NP-pairs for which the disjointness of the pair is efficiently
provable in the proof system P. We exhibit structural properties of proof
systems which make the previously defined canonical NP-pairs of these
proof systems hard or complete for DNPP(P). Moreover we demonstrate
that non-equivalent proof systems can have equivalent canonical pairs and
that depending on the properties of the proof systems different scenarios for
DNPP(P) and the reductions between the canonical pairs exist.

1 Introduction

Disjoint NP-pairs (DNPP) naturally occur in cryptography (cf. [GS88]). The in-
vestigation of disjoint NP-pairs in connection with propositional proof systems was
initiated by Razborov [Raz94] and further developed by Pudlak [Pud03] and Kébler
et al. [KMTO03]. These applications attracted more complexity theoretic research on
the structure of the class of disjoint NP-pairs (cf. [GSS04,GSSZ04,GSZ05,Bey04a)).

Various disjoint NP-pairs have been defined from propositional proof systems
which model properties of these proof systems. Razborov [Raz94] was the first to
associate a canonical pair with a proof system. This pair corresponds to the reflec-
tion property of the proof system. Pudldk [Pud03] showed that also the automa-
tizability of the proof system which is of great importance for automated theorem
proving is tightly connected to the separability of the canonical pair. Pudlak also
introduced an interpolation pair of a proof system which captures the notion of
feasible interpolation of the proof system. In [Bey04a] we defined another canonical
pair which plays a similar role as Razborov’s canonical pair for a stronger reduction
introduced in [KMTO03].

In this paper we analyse the reductions between these pairs. We also explain
different techniques to construct non-equivalent proof systems which have equivalent
canonical pairs. We define the notions of propositional representations for NP-sets
and pairs. The complexity class DNPP(P) contains all disjoint NP-pairs for which
there exist short P-proofs of its disjointness with respect to some representation
of the pair. In [Raz94] and [Bey04a] these complexity classes were considered for
strong systems corresponding to arithmetic theories with the main goal to obtain
information on the open problem of the existence of complete pairs for the class of
all DNPP. However, the results of [Raz94] and [Bey04a] do not apply for weaker
systems like resolution or cutting planes which are nevertheless of great interest.

The aim of this paper is to demonstrate that also weak proof systems P satisfy-
ing certain regularity conditions define reasonable complexity classes DNPP(P) for
which the canonical pairs are complete or hard under the respective reductions. The
mentioned regularity conditions are of logical nature: it should be feasible to carry
out basic operations like modus ponens or substitutions by constants in the proof
system. We also show that proof systems P not satisfying these conditions do not
define natural complexity classes DNPP(P). A recent result of Glafler et al. [GSZ05)
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states that every DNPP is equivalent to the canonical pair of some proof system.
However, the proof systems constructed for this purpose do not satisfy our regularity
conditions. The observations of this paper indicate that the Cook-Reckhow frame-
work for propositional proof systems might be too broad for the study of naturally
defined classes of disjoint NP-pairs (and in fact for other topics in proof complexity
as well). It therefore seems to be natural to make additional assumptions on the
properties of proof systems. Consequently, in our opinion, the canonical pairs of
these natural proof systems deserve special attention.

The paper is organized as follows. In Sects. 2 and 3 we recall relevant material
about propositional proof systems and disjoint NP-pairs. We also define and inves-
tigate natural properties of proof systems which we use throughout the paper. In
Sect. 3 we introduce propositional representations for NP-pairs and the complexity
class DNPP(P).

In Sect. 4 we analyse a weak notion of simulation for proof systems introduced
in [KP89] but not much studied elsewhere. This simulation is provably weaker than
the ordinary reduction between proof systems but is equivalent with respect to the
existence of optimal proof systems.

In Sect. 5 we provide different ways to construct non-equivalent proof systems
with equivalent canonical pairs. A first example for this situation is due to Pudldk
[Pud03]. Here we prove that all proof systems that are equivalent with respect to
the weak simulation from Sect. 4 posses equivalent canonical pairs. Some results of
Sects. 4 and 5 are included in the technical report [Bey04b] but not in [Bey04a].

Section 6 is devoted to the complexity class DNPP(P). We demonstrate that
proof systems P with different properties give rise to different scenarios for DNPP(P)
and the reductions between the NP-pairs associated with P.

2 Proof Systems with Natural Properties

Propositional proof systems were defined in a very general way by Cook and Reck-
how in [CR79] as polynomial time functions P which have as its range the set of
all tautologies. A string © with P(7) = ¢ is called a P-proof of the tautology ¢.
By P F<m ¢ we indicate that there is a P-proof of ¢ of length < m. If @ is a
set of propositional formulas we write P -, @ if there is a polynomial p such that
P l<pep @ for all o € @. If @ = {p, |n > 0} is a sequence of formulas we also
write P b, ¢, instead of P -, .

Given two proof systems P and S we say that .S simulates P (denoted by P < .S)
if there exists a polynomial p such that for all tautologies ¢ and P-proofs 7 of ¢ there
is a S-proof 7’ of ¢ with |7’| < p (|7|). If such a proof 7’ can even be computed from 7
in polynomial time we say that S p-simulates P and denote this by P <, S. A proof
system is called (p-)optimal if it (p-)simulates all proof systems. A proof system P
is called polynomially bounded if there is a polynomial p such that P F<,q,) #
for all tautologies ¢. By a theorem of Cook and Reckhow in [CR79] polynomially
bounded proof systems exist iff NP = coNP.

We call a proof system line based if proofs in the system consist of sequences
of formulas and formulas such a sequence are derived from earlier formulas in the
sequence by the rules available in the proof system. Most of the studied proof
systems like resolution, cutting planes and Frege systems are line based in this sense.
The most interesting proof system for us will be the extended Frege proof system EF
that is a usual textbook proof system based on axioms and rules and augmented by
the possibility to abbreviate complex formulas by propositional variables to reduce
the proof size (see e.g. [Kra95]).

In the following we will often enhance line based proof systems by additional
axioms. We will do this in two different ways. Let @ be a set of tautologies which can



be decided in polynomial time. By P + @ we denote the proof system P augmented
by the possibility to use all formulas from & as axiom schemes. This means that
formulas from @ as well as substitution instances of these formulas can be freely
introduced as new lines in P + @ -proofs. In contrast to this we use the notation
P U @ for the proof system that extends P by formulas from @ as new axioms. The
difference to P + @ is that in P U@ we are only allowed to use formulas from @ but
not their substitution instances in proofs.

We say that a line based proof system P allows efficient deduction if there exists
a polynomial p such that for all finite sets of tautologies @

PUPF<my implies  PEcyinimy (N ¢) =9
ped

where m' = | A cg ¢|- Along the lines of the proof of the deduction theorem for
Frege systems (see e.g. [Kra95]) we can prove:

Theorem 1 (Deduction theorem for EF'). EF allows efficient deduction.

Proof. For every F-rule
Ay, .. A,
Bi==—73—
we fix a F-proof m; of the tautology
((g—=A)N...Ag—4)) = (¢— A) .

Note that for r = 0 this also includes the case that R; is an axiom scheme.

Let ¢1,..., ¢, be tautologies and let (61,...,0;) be a proof of ¢ of size m in
the system FFU{p1,...,¢n} Let m" =3 ;. By induction on j we construct
proofs of the implications

We distinguish three cases on how the formula §; was derived.
If 0; was inferred from 6;,,...,0; by the F-rule R; then we can get from m; a
F-proof of size O(m' + 10;| + Y_;_, |6;,|) of the tautology

n n n

(A @) = 0) A AN 9i) = 050) = ((\ wi) = 6)) -

i=1 i=1 i=1

Using modus ponens and the earlier proved implications

in a proof of size O(m +m’).

If 0, is one of the formulas from {¢1,...,¢,} then we get (A, ¢;) — 6; in a
proof of size O(m/).

Let now 60; be derived by the extension rule, i.e.

0; = (g 0)



with a new variable ¢. In this case we also use the extension rule to get (¢ <« 6) and

then derive
n n

('\/ﬂ@i)V(QHG):(/\%)H(QHG) :

in a proof of size O(m’ + |0]). 0

In the following we will often consider proof systems satisfying some additional
properties. We say that a proof system P is closed under modus ponens if there
exists a polynomial p such that for all formulas ¢ and ¥

Prepe and Pl<, o —1% imply P ng(m_m) P .

This definition is a weak form of saying that modus ponens is available as a rule
in the proof system. If P is closed under modus ponens then we can apply modus
ponens constantly many times with only polynomial increase in the proof length. In
Frege systems, however, modus ponens can be used arbitrarily often whereas with
our definition this might produce exponentially long proofs. Therefore a stronger
form of closure under modus ponens would be to infer from P F<,, ¢ and P <,
¢ — ¢ that P F<p4yn . In this paper, however, we only need the first weaker
variant.

P is closed under substitutions if there exists a polynomial ¢ such that P <, ¢
implies P F<g(nt]o(e))) 0(p) for all formulas ¢ and all substitutions o. Likewise we
say that P is closed under substitutions by constants if there exists a polynomial
q such that P <, o(z,7) implies P F<,m) (a,y) for all formulas ¢(Z,y) and
constants a € {0, 1}17.

Occasionally we will also consider other properties. We say that a proof system
evaluates formulas without variables if these formulas have polynomially long proofs.
As this is true even for truth table evaluations all proof systems simulating the
truth table system evaluate formulas without variables. A system P is closed under
disjunctions if there is a polynomial g such that P k<., ¢ implies P F< gy |y 9V
for arbitrary formulas 1. Similarly we say that a proof system P is closed under
conjunctions if there is a polynomial ¢ such that P F<,, ¢ At implies P F<gn) ¢
as well as P F<g() ¥. Another natural assumption is that P can perform basic
operations with formulas. By this we mean for example that a proof of ¢ — % can
be modified to a proof of = V ¢ with only polynomial increase in proof length.

A class of particularly well behaved proof systems is formed by reqular proof
systems which correspond to arithmetic theories. To explain this correspondence
we have to translate first order arithmetic formulas into propositional formulas.
IT%-formulas have only bounded universal quantifiers and describe coNP-predicates.
A ITP-formula ¢(z) is translated into a sequence ||¢(z)||" of propositional formulas
containing one formula per input length for the number . We use ||¢(x)]| to denote
the set {|¢(@)||" | n > 0}.

The reflection principle for a propositional proof system P states a strong form
of the consistency of the proof system P. It is formalized by the VII}-formula

RFN(P) = (Vr)(Vo)Prf p(m, ) — Taut(yp)

where Prfp and Taut are suitable arithmetic formulas describing P-proofs and
tautologies, respectively. A proof system P has the reflection property if

Pl |[REN(P)|" .

In [KP90] a general correspondence between arithmetic theories T' and proposi-
tional proof systems P is introduced. Pairs (T, P) from this correspondence possess
in particular the following two properties:



1. For all ¢(x) € IT? with T F (Vz)p(x) we have Pk, ||o(z)||".
2. P is the strongest system for which T proves the correctness, i.e. T - REN(P)
and if T+ RFN(S) for a proof system S then S <, P.

The most prominent example for this correspondence is the pair (Si, EF) (cf.
[Bus86]). Furthermore, a combination of our extra assumptions on proof systems
guarantees the regularity of the system, namely:

Theorem 2. Let P be a proof system such that EF < P and P has reflection and
is closed under modus ponens and substitutions. Then EF + ||RFN(P)| = P. Hence
P is reqular and corresponds to the theory S3 + RFN(P).

The proof of Theorem 2 requires a series of propositions which will also be useful
in later sections.

Lemma 3. Let P be a proof system such that EF < P and P is closed under
modus ponens and substitutions. Let @ be some polynomial time set of tautologies
such that P+, &@. Then EF + & < P.

Proof. Let EF4+9 F<,, ¢. This means that there are substitution instances 91, ..., ¥y
of formulas from @ such that

EFU{¢1)"';¢k} FSm © -
Using the deduction theorem for FF we get

k
EF Fepm) (\ i) = ¢

i=1

where p is the polynomial from the deduction theorem. The hypothesis P > EF
gives us

k
Preomy (N W) — ¢
i=1
for some polynomial r. Since P +, @ and P is closed under substitutions we get
polynomial size P-proofs of /\f:1 1;. Finally using the closure of P under modus
ponens we obtain polynomial size P-proofs of ¢. a

We will mostly use Lemma 3 in the following form:

Corollary 4. Let P be a proof system with the reflection property such that EF <
P and P is closed under modus ponens and substitutions. Then

EF + |REN(P)|| < P .

Further comparing the proof systems EF + |RFN(P)|| and P we now come to
the reverse reduction shown in [Kra95]. This reduction is even a <,-reduction and
no assumptions on P are necessary.

Proposition 5 (Krajicek [Kra95]). Let P be a proof system. Then
P <, EF + |REN(P)]| .

Proof. Let m be a P-proof of ¢. Because RFN(P) is available as an axiom we get
by substitution a polynomial size EF + |[RFN(P)||-proof of

[Prfp(z,y)||(z/m,y/¢) — [ Taut(y)||(y/¢) ,

where the suffix (z/7) indicates that the propositional variables for  are substituted
by the bits of 7, and similarly for (y/¢). |Prfp(z,y)||(x/7,y/¢) can be evaluated in
EF to T, giving a polynomial size proof of || Taut(y)|| (y/¢) in the proof system EF+
IRFN(P)||. From this we get again by a polynomial size EF-proof the tautology ¢.
As these proofs can be constructed in polynomial time we get the <,-reduction. O



The previous proposition can be seen as a propositional version of property 2
of the correspondence to arithmetic theories and documents the importance of the
proof systems EF + ||[RFN(P)||. For later use we now prove a lemma which is very
similar to Proposition 5.

Lemma 6. Let P be a proof system and ® be some polynomial time set of tautolo-
gies. Then
EF + &+, |REN(P)||™ implies P<EF+® .

Proof. Let m be a P-proof of ¢. Because EF + & ., |REN(P)||™ and EF + & is
closed under substitutions we get a polynomial size EF + ®-proof of

[Prfp(z,y)||(z/my/¢) — [ Taut(y)||(y/¢) -

IPrfp(z,y)||(x/7,y/¢) can be evaluated in EF to T, giving a polynomial size EF +
&-proof of | Taut(y)||(y/¢). From this we get again by a polynomial size EF-proof
the tautology . Combining these proofs by modus ponens we get the E'F + ®-proof
of ¢. a

Note that the reduction in the last lemma is only < as the EF + ®-proofs of
[REN(P)||™ are not assumed to be constructible in polynomial time.
Now we come to the proof of Theorem 2.

Proof of Theorem 2. Let P be a proof system such that EF < P and P has
reflection and is closed under modus ponens and substitutions. By Corollary 4 we
have EF + |RFN(P)|| < P and Proposition 5 gives P <, EF + | RFN(P)||. Hence
EF + |RFN(P)|| and P are <-equivalent.

Next we have to check the axioms of the correspondence for S5 + RFN(P) and
P. Suppose ¢ is a VII-formula such that

Sy +RFN(P)F ¢ .

The proof of the correspondence of S and EF in [Bus86] generalizes to the case
that S2 and EF are enhanced by additional axioms. Hence we get

EF + |[REN(P)[| F« [l -

By Corollary 4 we have
EF +||RFEN(P)|| < P .

and therefore P F, ||¢]|™. This proves part 1 of the correspondence.
It remains to check the second part. Clearly

S1 4+ RFN(P) F RFN(P) .

Finally suppose
S +RFN(P) F RFN(Q)

for some proof system Q. Again the results from [Bus86] and Corollary 4 give us
Q < EF +||REN(P)|| < P .

O

In [Kra95] a sequence of tautologies ,, is called hard for a proof system P if oy,
is constructible in polynomial time and P t£, ¢,. The next theorem from [Kra95]
collects some of the most important information on optimal proof systems.

Theorem 7 (Krajicek [Kra95]). For all proof systems P > EF that are closed
under modus ponens and substitutions the following conditions are equivalent:



1. There exists a sequence of tautologies hard for P.
2. The proof system P is not optimal.
3. There is a proof system Q such that Pt/ |REN(Q)||™.

Since we are interested in the degree of a proof system and not in the particular
representative of that degree we should only study properties of proof systems which
are robust in the sense that the property is preserved when we change to a <-
equivalent system. Closure under modus ponens and closure under substitutions
are robust properties in this sense. Moreover they are also independent as the next
proposition shows.

Proposition 8. 1. Let P = Q) be proof systems. If P is closed under modus ponens
then also Q) is closed under modus ponens. The same applies for closure under
substitutions and substitutions by constants.

2. There exist proof systems which are closed under substitutions but not under
modus ponens. There are also proof systems that are closed under modus ponens
but not under substitutions by constants.

Proof. To prove the first part of the proposition assume that P is closed under
modus ponens and let p be the polynomial from the definition of closure under
modus ponens. Let ¢; and g2 be the polynomials from P < @ and @ < P, respec-
tively. If Q F<m ¢ and Q F<pn ¢ — ¥ then P <y ) ¢ and P F<g,n) ¢ — . By
closure of P under modus ponens we have P F <y (g, (m)+q.(n)) ¥ and by P < Q we
get Q gy (p(aa(m) +a2(n))) V-

Robustness of closure under substitutions and substitutions by constants follow
in an analogous manner.

To prove part 2 of the proposition let P be a non-optimal proof system that is
closed under substitutions. Because P is not optimal we know by Theorem 7 below
that there exists a polynomial time constructible sequence of tautologies v, such
that P t/, ¥,,. We may assume that the formulas v,, do not contain implications.

Let ¢, be an arbitrary polynomial time constructible sequence of tautologies
with polynomially long P-proofs. We define the system @ as:

P(r") if #=0n’
Q(m) =< o(pn — Un) if 7 = 10"1o for some substitution o
T otherwise.

Because P is closed under substitutions this is also true for @ according to the
second line of its definition. From P F, ¢, and P <, @ we get Q k. ¢,. We
also have @ F. ¢, — 9, according to the definition of Q). By hypothesis we have
P V. 1,. Substitution instances of ¢,, — 1, are different from the formulas 1,
because the former are implications whereas the latter do not contain the connective
—. Therefore also @ 1/« ¥, and hence @ is not closed under modus ponens.

To construct a proof system that is closed under modus ponens but not under
substitutions by constants let P be a non-optimal line based proof system that has
modus ponens available among its rules. Hence P is closed under modus ponens.
Let ¢, be a sequence of polynomial time constructible tautologies with P t, ¢,.
Then the proof system PU{¢, |n > 0} is closed under modus ponens but not under
substitutions by constants. ]

Unfortunately, unlike the other properties, reflection is not robust as the next
proposition shows.

Proposition 9. For every regular non-optimal proof system P there exists a proof
system Q =, P that does not have the reflection property.



Proof. Let P be a regular and non-optimal proof system. Because P is not optimal
there exists a proof system R such that R £ P. We define the system @ as:

P(r") if m=0n'
Q(r) = { R(m") if 7 = 17" and R(7") € {T, L}
T otherwise.

Then P and @ are <p,-equivalent because P <,-reduces to @ via 7 — O and the
opposite reduction Q) <, P is given by:

{ﬂ’ if 7 =0n'
m =

0 if r=1n'

where g is a P-proof of T. We have to show that @ does not have the reflection
property. Assume on the contrary that @ . [|[RFN(Q)||. P =, @ implies that also
P . |RFEN(Q)||. Because of line 2 of the definition of @ this means that we can
efficiently prove in P that there is no R-proof of L, i.e. P proves the consistency
statement of R. For strong systems short proofs of the propositional consistency
statements of a proof system imply short proofs of the reflection principle. There-
fore P F, |RFEN(R)||. Because P is regular we infer with Lemma 6 R < P in
contradiction to the choice of the system R. Hence ) does not have reflection. O

3 NP-pairs Defined from Proof Systems

A pair (A, B) is called a disjoint NP-pair (DNPP), if A, B € NP and AN B = (.
A DNPP (A, B) is polynomially reducible to a DNPP (C, D) ((4,B) <, (C, D)),
if there exists a polynomial time computable function f such that f(A) C C and
f(B) C D. Note that because also elements from AU B can be mapped to CUD a
reduction (A4, B) <, (C, D) does not in general imply that A and B are reducible to
C and D, respectively. This is, however, the case for the following stronger reduction
defined in [KMTO03]: (A4, B) <, (C, D) if there exists a function f € FP such that
f~YC)=Aand f~Y(D) = B.

In order to speak about disjoint NP-pairs in proof systems we need to define a
propositional encoding of NP-sets.

Definition 10. Let A be a NP-set over the alphabet {0,1}. A propositional repre-
sentation for A is a sequence of propositional formulas ¢, (ZT,q) with the following
properties:

1. ¢n(Z,y) has propositional variables T and § such that T is a vector of n propo-
sitional variables.

2. There exists a polynomial time algorithm that on input 1™ outputs ¢, (T, 7).

3. Leta € {0,1}". Then a € A if and only if p,(a,y) is satisfiable.

Once we have a propositional description of NP-sets we can also represent dis-
joint NP-sets in propositional proof systems. This notion is captured by the next
definition.

Definition 11. Let P be a proof system. A disjoint NP-pair (A, B) is representable
in P if there are representations on(Z,y) of A and (T, Z) of B such that T are
the common variables of on(Z,7) and Y (Z,Z) and

P, ﬁ(Pn(i‘ag)\/ﬁ'(/}n(i'az) .

By DNPP(P) we denote the class of all disjoint NP-pairs which are representable
n P.



We remark that the provability of the disjointness of a pair (A4, B) in some proof
system depends crucially on the choice of the representations for A and B.

Proposition 12. Let P be a non-optimal proof system that fulfills the following
assumptions:

1. P is closed under conjunctions and can perform basic operations with formulas.
2. There exists a polynomial p such that for all formulas 7 P F<, 7(0) V 7(0)
implies P &< p(m) T(0) where @ and v are disjoint tuples of variables.

Let (A, B) € DNPP(P). Then there exist representations ¢, of A and 1, of B such
that P . —pn V by,

Proof. Let (A, B) be representable in P via the representations ¢!, and v/, i.e.
P+, ¢, V. Because P is not optimal there exists by Theorem 7 a sequence 7,
of hard tautologies for P. We define

on(Z,7,1) = 0, (2,7) V ~7n (1)

(T, 2,0) = ), (T,2) V =7, (0)
where all tuples of variables Z, g, Z, 4 and ¥ are pairwise disjoint. As =7, (@) is not
satisfiable ¢ (%, y) V =7, (@) represents A. Similarly, v, is a propositional represen-

tation for B. But P does not prove the disjointness of A and B with respect to the
representations ¢, and ,. Assume on the contrary that

Py —pp Vi, .
By definition this means
P by (e (2,9) V 2ma(@) V ~(1,(7,2) V (1))

P can perform basic operations with formulas. Hence we get polynomial size P-
proofs of

(0 (2, GV, (T, 2)) A (2, (2, )V () A (0, (T, 2) VT (0)) A (70 (0) VTR (D))
Because P is closed under conjunctions we obtain
P b, 7 (@) V1o (D) .

Using our extra assumption on P we derive P F, 7,(@). This contradicts the choice
of 7, as hard tautologies for P. O

Razborov [Raz94] associates a disjoint NP-pair (Ref(P),SAT*) with a proof
system P with

Ref(P) = {(¢,1") | P F<m ¢}
SAT* = {(;p,1™) | ~p € SAT} .

(Ref(P),SAT™) is called the canonical pair of P. The canonical pair corresponds
to the reflection principle of the proof system. Using the above terminology we can
express this more precisely as: if P has reflection then (Ref(P),SAT*) € DNPP(P).
Canonical pairs of strong systems provide candidates for complete NP-pairs. Namely,
Razborov showed that if P is an optimal proof system then the canonical pair of P
is <p-complete for the class of all DNPP.

The canonical pair is also linked to the automatizability of the proof system,
a concept that is of great relevance for automated theorem proving. In [BPROO]
a proof system P is called automatizable if there exists a deterministic procedure



that takes as input a formula ¢ and outputs a P-proof of ¢ in time polynomial
in the length of the shortest P-proof of ¢ provided that ¢ is a tautology. This
is equivalent to the existence of a deterministic polynomial time algorithm that
takes as input (p,1™) and produces a P-proof of ¢ if (¢,1™) € Ref(P). From
this reformulation of automatizability it is clear that automatizable proof systems
have p-separable canonical pairs. The converse is probably not true as the following
proposition shows.

Proposition 13. There exists a proof system P that has a p-separable canonical
pair. But P is not automatizable unless P = NP.

Proof. We define the proof system P as follows:

® if 7= (p,1™) and m > 214l
Pr)=< VT if T = (p,a) and « is a satisfying assignment for ¢
T otherwise .

The following algorithm separates the canonical pair of P:

Input: (p,1™)
IF p =% VT or ¢ =T THEN output 1
IF m > 2l°l THEN
IF ¢ € TAUT THEN output 1
output 0 .

O d W N

The test ¢ € TAUT in line 4 can be performed in polynomial time by checking all
assignments because the parameter m is big enough according to line 3. Hence the
algorithm is efficient.

Since formulas ¢ = ¢V T are always tautological the algorithm only outputs 1 if
the formula ¢ is a tautology. Therefore (p,1™) € SAT* always leads to the answer
0 whereas inputs (¢,1™) € Ref(P) are always answered by 1 according to lines 2
and 4.

The proof system P is not automatizable because this would mean that on
input ¢ V T we would have to produce in polynomial time a satisfying assignment
of ¢ provided ¢ € SAT. This implies in particular the existence of a deterministic
polynomial time algorithm to decide SAT and hence P = NP. O

This example is not entirely satisfactory as the proof system constructed in
the last proof is not very natural. But it might be hard to prove Proposition 13 for
natural proof systems as it is conjectured that the canonical pairs of all studied proof
systems are not p-separable (cf. [Pud03]). At least for proof systems stronger than
bounded depth Frege systems we have good reason to believe that their canonical
pairs are not p-separable because cryptographic pairs reduce to the canonical pairs
of these systems [KP98,BPROO].

As we have seen the p-separability of the canonical pair might not imply the
automatizability of the system but at least it implies that there exists a stronger
automatizable system as the next theorem by Pudlak shows.

Theorem 14 (Pudldk [Pud03]). Let P be a proof system. Then (Ref(P),SAT™)
is p-separable if and only if there exists an automatizable proof system @ which
p-stmulates P.

This theorem indicates that instead of concentrating on automatizability it might
be more important to investigate the p-separability of the canonical pairs. There-
fore proof systems which have automatizable extensions ) >, P are called weakly
automatizable (cf. [AB02]). Alekhnovich and Razborov establish in [AR01] the non-
automatizability of resolution under an assumption from parameterized complexity
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(W[P] is not tractable). The question whether resolution is weakly automatizable

is still open. Atserias and Bonet [AB02] show that this question is equivalent to

whether an extension of resolution Res(2) has the efficient interpolation property.
Pudldk [Pud03] introduced a second NP-pair for a proof system:

L(P) ={(p,¢,7) | P(r) = ¢V, Var(p) N Var(y)) = and —p € SAT}
L(P) = {(¢,v,m) | P(7) = ¢ V1, Var(p) N Var(y)) = B and —p € SAT}

where Var(p) denotes the set of propositional variables occurring in ¢. This pair is
p-separable, if and only if the proof system P has the efficient interpolation property.
Efficient interpolation has been successfully used to show lower bounds to the proof
size of a number of proof systems like resolution and cutting planes.

In [Bey04a] we have defined another kind of canonical pair which is quite similar
to the previous pair and which corresponds to the stronger reduction <j:

Ui(P) = {(¢,%,1™) | Var(p) N Var(yp) =0, ¢ € SAT and P k<., ¢ V ¢}
Uz = {(¢,¥,1™) | Var(p) N Var(y) = 0 and —) € SAT} .

Using the correspondence to bounded arithmetic we proved in [Bey04a] the follow-
ing:

Theorem 15. Let P be a regular proof system. Then (U1 (P),Us) and (I1(P), I2(P))
are <g-complete for DNPP(P). In particular (U1(P),Us) =5 (I1(P), I2(P)).

In Sect. 6 we will analyse this situation for non-regular proof systems.

4 A Weak Reduction Between Proof Systems

Besides < and <, we can also study weaker reductions for propositional proof
systems. In [KP89] a weak reduction <’ is defined between proof systems P and @
as follows: P <’ @ holds if for all polynomials p there exists a polynomial ¢ such
that

PE<pen ¢ implies  QF<gqp)) ¢

for all tautologies . Using the notation -, which hides the actual polynomials we
can also express the reduction <’ more compactly as: P <’ @ iff for all sets @ of
tautologies

Pr,® implies QF,d .

Let us try to motivate the above definition. If we express combinatorial principles
in propositional logic or if we translate true arithmetic formulas into propositional
logic as explained earlier we arrive at collections @ of tautologies that typically
contain one tautology per input length. We say that a proof system P proves a
combinatorial principle or an arithmetic formula if there exist polynomially long P-
proofs of the corresponding collection of tautologies. If P < @ then every principle
that is provable in P is also provable in Q). The Q-proofs are allowed to be longer
than the P-proofs but only up to fixed polynomial amount independent of the
principle proven. The reduction <’ is more flexible as it allows a different polynomial
increase for each principle.

To prove P £ @ one typically shows super-polynomial lower bounds on the
length of @Q-proofs of some principle like e.g. the pigeon hole principle whereas
the principle is provable in P. As basically all separations between proof systems
are achieved in this manner all these results also separate the corresponding proof
systems with respect to the weaker <’-reduction.

11



To further motivate the definition we remark that we can characterize an ordi-
nary <-simulation of P by @Q by

(3¢ € Poly)(Vp € Poly)(Ve) PF<po)) ¢ = QF<qp(iel) ¢

where Poly denotes the set of all polynomials. On the other hand it is easily seen
that P <’ @ holds iff

(Vp € Poly)(3g € Poly) (V) P F<p(o) ¢ = QF<qm(e)) ¢ -

Hence we get the definition of <’ by changing the order of the quantifiers from J¢Vp
to Vpdq in the above characterization of <.

It is clear from the above explanation that < is a refinement of <’. We first
observe that it is indeed a proper refinement, i.e. we can separate < and <’. It is,
however, not possible to achieve this separation with regular proof systems.

Proposition 16. 1. Let P be a proof system that is not polynomially bounded.
Then there exists a proof system Q such that P <' Q but P £ Q.
2. Let P and Q be regular proof systems. Then P <’ Q implies P < Q.

Proof. To prove part 1 let P be a proof system that is not polynomially bounded.
We define the system Q. @Q-proofs consist of multiple copies of P-proofs where the
number of copies depends on the length of the P-proof, more precisely Q(7) = ¢ iff
there exists a P-proof 7’ of ¢ such that m = (7’)! where the number [ of the copies
of ' is determined as follows. Let k be a number such that |p|¥=1 < |7/| < |¢|*.
Then [ is chosen as | = || *~ V¥, Hence we have

_ — 2_ _ 2
l[F | E=DF = ¥ =1 < || < |gp[*|p| FDE = || .

P is g’—simulaQted by @Q because for each polynomial p majorized by n* we can
choose ¢ as n*, i.e.

P|_§|Lp|k Y = Q}_SWVCZ © .

But if P is not polynomially bounded then there is apparently no polynomial ¢ such
that

P"gm@ = Q}_gq(m)(p )

ie. PL£Q.

Now we prove part 2. Let P and @ be regular proof systems such that P <’
Q. The regularity of P implies P F, [[REN(P)||"™. Because P <’ ) we also have
Q .« ||REN(P)||™. Since also @ is regular we can use Lemma 6 to infer P < @ as
claimed. O

We call a proof system <’-optimal if it <’-simulates all proof systems. Krajicek
and Pudlak [KP89] proved that the existence of a <’-optimal proof system already
implies the existence of an optimal proof system. Comparing < and <, it is inter-
esting to mention that it is neither known how to separate these reductions nor how
to infer from the existence of an optimal proof system the existence of a p-optimal
proof system. For the sake of completeness we give a proof.

Theorem 17 ([KP89]). There exists an optimal proof system if and only if there
exists a <'-optimal proof system.

Proof. The forward direction is immediate as < is a refinement of <’.
For the reverse implication let P be a <’-optimal proof system. We claim that
the proof system
P' = EF + | REN(P)||

12



is optimal. To see this let @ be a proof system. Consider the proof system Q' =
EF + ||RFN(Q)||- Obviously @ . |[RFN(Q)||™. Because P is <’-optimal we have
Q' <’ P and hence P F, |RFN(Q)||"™. From the definition of P’ and Proposition 5
we get P <, P’ and therefore also P’ , [|[RFN(Q)||™. Since P’ is regular we infer
with Lemma 6 Q < P’ as desired. ]

As Razborov in [Raz94] already noted that optimal proof systems imply com-
plete DNPP we can formulate the following corollary:

Corollary 18. If there exists a <'-optimal proof system then there ewist disjoint
NP-pairs which are <,- and <,-complete for the class of all DNPP.

5 Proof Systems with Equivalent Canonical Pairs

The simulation order of proof systems is reflected in reductions between canonical
pairs as the following well known proposition shows (see e.g. [Pud03]):

Proposition 19. If P and Q are proof systems with P < Q then the canonical pair
of P is <p,-reducible to the canonical pair of Q.

Proof. The reduction is given by (¢,1™) — (¢, 17(™)) where p is the polynomial
from P < Q. a

If P £ @ then we can not hope to reduce (Ref(P), SAT™) to (Ref(Q), SAT™) by
a reduction of the form (¢,1™) — (p,1™) that changes only the proof length but
leaves the formula unchanged. However, unlike in the case of simulations between
proof systems the reductions between canonical pairs have the flexibility to change
the formula.

The aim of this section is to provide different techniques for the construction
of non-equivalent proof systems with equivalent pairs. One such example is given
by Pudldk in [Pud03] where he shows that two versions of the cutting planes proof
system C'P which do not <-simulate each other have <,-equivalent canonical pairs.
Here we search for general conditions on proof systems which imply the equivalence
of the canonical pairs. The first condition will be the <’-equivalence of the proof
systems. For this we show an analogue of Proposition 19 for <’.

Proposition 20. Let P be a proof system that is closed under disjunctions and let
Q be a proof system such that P <" Q. Then (Ref(P),SAT") <, (Ref(Q),SAT").

Proof. We claim that for some suitable polynomial ¢ the mapping
(9,1™) = (p v L™, 1907)

performs the desired <,-reduction where L™ stands for L V...V _L (m disjuncts). To
see this let first (i, 1™) € Ref(P). Because P is closed under disjunctions there exists
a polynomial p such that P F<,, ¢ implies P <) ¢ V L™. Because of P <" Q
there is a polynomial ¢ such that @ F<gom) @V L™, ie (¢ V L™, 190m) € Ref(Q).

If (p,1™) € SAT™ then the satisfiability of - is transferred to —(¢ V L™)
“pANTA...AT.

all

Combining Propositions 16 and 20 we get the afore mentioned counterexamples
to the converse of Proposition 19.

Corollary 21. Let P be a proof system that is closed under disjunctions and is not
polynomially bounded. Then there exists a proof system Q such that

P#£Q and (Ref(P),SAT™) =, (Ref(Q),SAT™) .
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Proof. The proof system @Q constructed from P in Proposition 16 fulfills P <’ Q < P
and P £ Q. Hence P # Q.

By Proposition 19 we have (Ref(Q),SAT*) <, (Ref(P),SAT™) and applying
Proposition 20 we conclude (Ref(P), SAT™) <,, (Ref(Q), SAT™). O

The proof systems P and @ from the last corollary have equivalent canonical
pairs and are also <’-equivalent. Moreover it follows from Proposition 20 that the
canonical pair of a disjunctively closed proof system is already determined by the
<’-degree of the system. More precisely:

Proposition 22. Let P and Q be <'-equivalent proof systems that are closed under
disjunctions. Then (Ref(P),SAT*) =, (Ref(Q), SAT™).

Nevertheless we can also construct proof systems that have equivalent canonical
pairs but are not <’-equivalent. We show this in the next proposition.

Proposition 23. Let P be a proof system that is not optimal. Then there exists a
proof system @ such that

Q# P and (Ref(P),SAT") =, (Ref(Q),SAT™) .

Proof. Because P is not optimal there exists by Theorem 7 a sequence of polynomial
time constructible tautologies ¢, such that P I/, ¢,. We define @ as

P(n") if #=0n’
Q(m) =4 ¢n if m = 1, for some n
T otherwise.

Clearly P < @ and therefore (Ref(P),SAT*) <, (Ref(Q),SAT"). The converse
reduction from (Ref(Q),SAT™) to (Ref(P),SAT™) is given by

(¥, 1%) if ¢ = ¢, for some n or p =T
m bl
(p,17) = { (o, 1m~1) otherwise

where 1 is some fixed tautology with a P-proof of length k.
Finally, since P t/, ¢, and Q . ¢, we have Q £’ P. O

The proof systems @ constructed in Proposition 23 have the drawback that they
do not satisfy the normality conditions from Sect. 2. In the next proposition we will
construct proof systems with somewhat better properties.

Proposition 24. Let P be a line based proof system that allows efficient deduction
and let @ be a sparse set of tautologies which can be generated in polynomial time.
Then

(Ref(P), SAT™) =, (Ref(P UP),SAT™) .

Proof. As P is simulated by P U & we get
(Ref(P),SAT™) <, (Ref(P U D), SAT™) .

Now we describe the converse reduction. Let p be the polynomial from the
efficient deduction property of P. Because @ is a sparse set there exists a polynomial
g such that for each number m @ contains at most ¢(m) tautologies of length < m.
Let @, = ® N X<™ be the set of these tautologies.

Then (Ref(P U ®),SAT™) reduces to (Ref(P),SAT™) via the function

W 1™) = (N 9) =@, 1pomatmrmy

PEDPm
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To verify the claim assume that (i, 1™) € Ref(P U ®). Let m be a P U ®-proof of
1 of length < m. This proof m can use only formulas of length < m from @ of
which there are only < ¢(m) many. Hence the tautologies used in the proof 7 are
contained in /\apeém . Therefore we know that 7 is also a proof for ¢ in the proof
system PU®,,. Using the efficient deduction property of P we get a P-proof of size

< p(mg(m) +m) of (A eq, ») — ¥
Now assume (), 1™) € SAT™. Then —) is satisfiable and therefore

(A ©—=v) = (N oA

PEPm PEDm
is also satisfiable because (¢4, ¥) is a tautology. i

By Theorem 7 we know that for any non-optimal proof system we can find a
sequence of hard tautologies. Hence we get:

Corollary 25. For any non-optimal line based proof system P that admits effi-
cient deduction there exists a sparse set @ of tautologies which can be generated in
polynomial time such that

PU® Z' P and (Ref(P),SAT*) =, (Ref(P U®),SAT") .

Because EF admits efficient deduction (Theorem 1) we can formulate the fol-
lowing corollary:

Corollary 26. Let @ be a sparse set of tautologies which can be generated in poly-
nomaal time. Then we have

(Ref(EF),SAT*) =, (Ref(EF U ®), SAT*) .

As explained in Sect. 2 every proof system P is simulated by EF + | RFN(P)]].
Clearly | RFN(P)]| is a sparse polynomial time set of tautologies. From this informa-
tion together with Corollary 26 it might be tempting to deduce that the canonical
pair of EFF' is <,-complete for the class of all disjoint NP-pairs. The problem, how-
ever, is that Corollary 26 only holds for the system EFU|RFN(P)| whereas to show
the <,-completeness of (Ref(EF'), SAT*) we would need it for EF + |RFN(P)]|.
We can formulate this observation somewhat differently as:

Proposition 27. At least one of the following is true:

1. The canonical pair of EF is complete for the class of all disjoint NP-pairs.
2. There exists a proof system P such that

EF <, EFU|RFN(P)|| <, EF + |RFN(P)||
s a chain of pairwise non-equivalent proof systems.

Proof. Assume that 2 fails. We will show that (Ref(EF),SAT™) is complete for the
class of all DNPP. To prove this let (A4, B) be a disjoint NP-pair. Choose some proof
system P such that (A, B) is representable in P and P is closed under substitu-
tions by constants and modus ponens and can evaluate formulas without variables.
Because (A, B) is representable in P we can use Proposition 29 below to infer that

(A,B) <, (Ref(P),SAT") .

Since condition 2 fails for P we have EF = EF U ||RFN(P)|| or EF U ||RFN(P)| =
EF + |RFN(P)|. If EF = EF U|[RFN(P)| then EF -, [|[RFN(P)||. By Lemma 6
this implies P < E'F and hence Proposition 19 yields

(A, B) <, (Ref(EF),SAT*) .

15



Now assume that EF U |REN(P)|| = EF + |RFN(P)]| is satisfied for P. By
Proposition 5
P <, EF+|[REN(P)||

and hence
(Ref(P),SAT*) <, (Ref(EF + |RFN(P)||),SAT") .

By assumption we have
EF +||RFN(P)|| < EFU|REN(P)| .
Hence Proposition 19 and Corollary 26 give us
(Ref(EF+||REN(P)]|),SAT") <, (Ref(EFU||RFN(P)|)),SAT") <, (Ref(EF),SAT™) .
Combining all these reductions we arrive at
(A,B) <, (Ref(EF),SAT™) ,

as desired. 0

6 The Complexity Class DNPP(P)

In this section we investigate DNPP(P) for non-regular proof systems. Translating
the reductions to the propositional level we have to work with uniform circuit fam-
ilies computing the reduction functions. We start by giving sufficient conditions for
the closure of DNPP(P) under <,. Since it is possible in resolution to prove the
uniqueness of circuit computations we can show the following:

Proposition 28. Let P be a proof system which simulates resolution and is closed
under disjunctions. Then DNPP(P) is closed under <,.

Proof. Let (A, B) and (C, D) be disjoint NP-pairs. Let (C, D) be representable in
P, i.e. there exist representations ¢, (Z, %) and 1, (Z, z) of C' and D, respectively,
such that
P+, ﬁ(pn(i’,y) \ —\djn(f,,?) .
Assume further that (A, B) is <,-reducible to (C, D) via the polynomial time com-
putable function f. We have to show that also (A, B) is representable in P. For
this we fix arbitrary representations x,,(z,7) and 0,,(Z, 5) for A and B, respectively.
Without loss of generality we may assume that the reduction function f generates
on inputs of length n outputs of length exactly p(n) for some fixed polynomial
p. This can be achieved for example by adding leading zeros to outputs of length
< p(n). Let
C, : {0,1}™ — {0,1}P(™

be a uniform circuit family which computes the function f. The computation of
the circuits C,, can be described by propositional formulas C,,(Z, p, @) which state
that on input corresponding to the propositional variables & the circuit produces
the output corresponding to p. The variables @ are auxiliary variables for the gates
of the circuit.

Consider the sequence of propositional formulas

Xn(g_svf) /\Cn(fvﬁv ﬂ) /\@p(n)(ﬁa Z,_I) . (1)

These formulas provide a propositional representation of the set A because they
propositionally express that Z € A and there exists a computation of C,, on input
Z that outputs an element from the set C'. Similarly the sequence

On (j’ §) NGy, (jv q, 77) A ’(/}p(n) ((ja 2) (2)
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represents B. We have to check that P proves the disjointness of A and B with
respect to these representations. The P-proof proceeds along the following lines. By
hypothesis we have polynomial size P-proofs for the formulas

TPp(n) (ﬁa g) \ ﬁ’(/};n(n) (ﬁv 2) . (3)

By induction on the number of gates of a circuit we can show that resolution proves
the uniqueness of computations of Boolean circuits in polynomial size resolution
proofs. Because P simulates resolution this means that we have polynomial size
P-proofs of the formulas

Cn(Z,p,u) A Cn(Z,¢,0) — (P Q) - (4)
From (3) and (4) we obtain polynomial size P-proofs of

Cn (jvpv ’17,) NCy (ja q, T)) — T¥p(n) (ﬁa g) 4 ﬁ’(/}p(n) (Qa 2) . (5)

Because P is closed under disjunctions we get from (5) polynomial size P-proofs of
“Xn(Z,7) V 205 (2, 5) V ~Cn(Z, p,u) V =Cn(Z,4,0) V ~0pn) (D, Y) V ~Ypn) (T, Z) -

But this exactly means that P proves the disjointness of A and B with respect to
the propositional representations (1) and (2). Hence (A, B) € DNPP(P). |

Next we show the hardness of the canonical pair for DNPP(P) for non-regular
proof systems P.

Proposition 29. Let P be a proof system that is closed under substitutions by
constants and modus ponens and can evaluate formulas without variables. Then
(Ref(P),SAT™) is <,-hard for DNPP(P).

Proof. Let (A, B) be a DNPP and let ¢,,(Z, %) and ¥, (Z, Z) be propositional repre-
sentations of A and B, respectively, such that

P, ﬁ(pn(ﬂ_ﬁ,g) \/_‘wn(fvz) .

We have to show that
(A,B) <, (Ref(P),SAT™) .

We claim that the reduction is given by
a — (_'¢|a|(aa 2)3 lp(\a\))

for some suitable polynomial p. To see the correctness of the reduction let first be
a € A. Then there exists a witness b such that = ¢, (a, 1_7)._ From the P-proof of
Q10| (Z,7) V 79q|(Z, Z) we get by substituting @ for Z and b for § a polynomially
longer P-proof of —p|4((@,b) V =14/ (@, Z). 2¢q|(@,b) is a false propositional formula
without free variables and hence can be refuted with polynomial size P-proofs. An
application of modus ponens gives a P-proof of =), (a, 2) as desired.

Assume now a € B. Then ——,(a,2) = 1)4/(a, 2) is satisfiable and hence

(—q (@, 2),17U09D) € SAT™. O

The next proposition shows that the hypothesis that P is closed under substi-
tutions by constants seems indeed to be necessary.

Proposition 30. For all disjoint NP-pairs (A, B) which are not <,-reducible to
(Ref(EF),SAT™) there exists a proof system P with the following properties:

1. P evaluates formulas without variables and is closed under modus ponens.
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2. (A, B) is representable in P.
3. (A, B) £, (Ref(P), SAT™).

Proof. Let (A, B) £, (Ref(EF'), SAT™). Choose some representations ¢,, and 1, of
A and B, respectively. We define the system P as

P=EFU{~p, V-1, |n>0}.

Clearly P can evaluate formulas without variables and is closed under modus po-
nens. By definition we have P . -y, V =, hence (A, B) is representable in P.
By Corollary 26 we have (Ref(EF),SAT*) =, (Ref(P),SAT"). Hence (A, B) <,
(Ref(P),SAT™) would imply (A, B) <, (Ref(EF),SAT") in contradiction to our
assumption. g

Disjoint NP-pairs (A, B) £, (Ref(EF),SAT™) exist if (Ref(EF), SAT™) is not
<p-complete for the class of all DNPP. By using Proposition 24 we can also establish
a version of Proposition 30 for other line based proof systems which admit efficient
deduction.

We can interpret Propositions 29 and 30 in such a way that the canonical pairs
of sufficiently well defined proof systems like regular proof systems are meaningful
as complete pairs for some class of DNPP but that this property is lost for canonical
pairs defined from arbitrary proof systems. Therefore the canonical pairs of regular
proof systems seem to deserve special attention.

Analogously to Proposition 29 we can also prove a propositional variant of The-
orem 15.

Proposition 31. Let P be a proof system that is closed under substitutions by
constants. Then (U1(P),Us) is <s-hard for DNPP(P).

Proof. Let (A, B) be a DNPP and let ¢,,(Z, %) and ¥, (Z, Z) be propositional repre-
sentations of A and B, respectively, such that

Py _‘Wn(fvg) \ _'%/Jn(i”, Z) :
We claim that there exists a polynomial p such that

a = (=e(@7), (@, z), 170D)

realizes a <,-reduction from (A, B) to (U1(P),Us).

Let first a be an element from A of length n. Because ¢, (Z, §) represents A the
formula ¢, (a,q) is satisfiable. As P is closed under substitutions by constants we
have

P l_Sp(n) ﬁ‘pn(dv :lj) v ﬁwn(dv 2)

for the appropriate polynomial p. This confirms that (=, (@, 7), (@, 2), 17(") €
U (P).

If a € B then v, (a, 2) is satisfiable and hence (-, (@, §), ~¥|4/(@, 2), 17U9D) €
Us.

If a ¢ AU B then neither ¢, (a,y) nor v),(a,z) is satisfiable and hence
(ﬁw‘a‘(d’2>7ﬁw‘a‘(d72)71p(‘a‘)) €U1(P)UU2. O

The next proposition contains the well known observation (see e.g. [Pud03]) that
the reflection property of a proof system corresponds to the representability of the
canonical pair in the proof system.

Proposition 32. Let P be a proof system. Then P has the reflection property if
and only if the canonical pair of P is representable in P with respect to the standard
representations of Ref(P) and SAT™.
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Proof. By the standard representation of Ref(P) and SAT* we mean the |.||-
translations of the first order formulas

(Fr) |7] < m A Prip(m, )

for Ref(P) and
(Fa) ol < e[ Aok —p
for SAT*. The representability of (Ref(P),SAT*) with respect to these representa-

tions means

P |[(0,1™) & Ref(P) v (0, 1) & SAT) ||,

i.e.
Pty [[=Prfp(m, ) Va [ -l ™™ .

(Va) |a| < || A a = —@ is equivalent to Taut(y), hence
PF, |-Prfp(rm, @) V Taut(o)|™™ ,

ie.
P+, [[Prfp(m, ) — Taut(p) ™™ ,

which is by definition P t, |REN(P)||. O

Hence the Propositions 29 and 31 immediately imply:

Proposition 33. Let P be a proof system that has the reflection property. Assume
further that P is closed under substitutions by constants, modus ponens and dis-
junctions and can evaluate formulas without variables. Then the following holds.

1. (Ref(P),SAT™) is <,-complete for DNPP(P).
2. (U1(P),Us) is <s-complete for DNPP(P).

Proof. The first part follows directly from Propositions 29 and 32.

For the second part we can use a reduction from (U (P),Us) to (Ref(P), SAT™)
as given by Proposition 35 below to infer with Propositions 28 and 32 that (U (P), Uz)
is representable in P. Together with Proposition 31 this yields the <;-completeness
of (U1(P),Us) for DNPP(P). 0

What is actually needed for Proposition 33 is not the reflection property of P
but the representability of (Ref(P),SAT") in the proof system P. As we pointed
out in Proposition 32 reflection for P implies (Ref(P),SAT*) € DNPP(P). The
converse, however, is not true as we show in the next proposition.

Proposition 34. Let P be a regular proof system. Let further QQ be proof system
such that
QLP but (Ref(Q),SAT™) <, (Ref(P),SAT") .

Then (Ref(Q),SAT") is representable in P but the disjointness of (Ref(Q),SAT™)
is mot provable in P with respect to the standard representation of (Ref(Q),SAT™).

Proof. Suppose the function f performs the <,-reduction from (Ref(Q), SAT™) to
(Ref(P),SAT™). From this we conclude with Propositions 28 and 32 the repre-
sentability of (Ref(Q),SAT™) in P. Going back to the proof of Proposition 28 we
see that P proves the disjointness of (Ref(Q), SAT*) with respect to the following
representations:

Ref(Q) = {(»,1™) [ (#,1™) € Ref(Q) and f(p,1™) € Ref(P)}

and
SAT™ = {(p,1™) | (p,1™) € SAT* and f(p,1™) € SAT*} .
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But if P proves the disjointness of (Ref(Q),SAT™) with respect to the standard
representations

Ref(Q) = {(¢, 1) | (3n) |7| < m A Prip(m, @)}

and
SAT" = {(¢,1™) | (Ha) |a] < |¢| A a | —p}

this means P F, ||[RFN(Q)|| and by Lemma 6 we get @ < P in contradiction to the
hypothesis @ £ P. a

We summarize the results obtained so far in this section in the following table:

| proof system P || (Ref(P),SAT") [(U1(P),Us) [(I1(P), I2(P))] closed under |

resolution, C P <p-hard* <s-hard* | p-separable |subst. + MP
EF + ¢ <p-complete* | <;-compl* | <,-compl.* |subst. + MP
EFuU® not <,-hard for DNPP(P)** MP

* for DNPP(P) ** unless (Ref(EF'), SAT™) is a <,-complete pair

In the second row the statements apply to all proof systems EF + & for poly-
nomial time sets @ C TAUT according to Theorem 15. The last row requires a
suitable choice of the polynomial time set & C TAUT as in the proof of Proposi-
tion 30. Additionally, to prove that a particular pair is not <,-hard for some class
of DNPP we need a suitable hypothesis, in this case that (Ref(EF),SAT") is not
<p-complete for the class of all DNPP. It would be interesting to weaken or modify
this hypothesis but some assumption is certainly necessary as P = NP for example
implies that all pairs with nonempty components are <,-complete for the class of
all DNPP.

For regular proof systems we have shown the < -equivalence of (Uy(P),Uz) and
(I1(P), I5(P)) as well as the <,-equivalence of (Ref(P),SAT") and (U;(P),Us).
Now we investigate these reductions for other proof systems for which we can not
use the strong tools of arithmetic theories. The canonical pairs of such proof systems
as resolution or C'P are nevertheless of great interest. We start with the relationship
between (Ref(P), SAT*) and (U (P), Us).

Proposition 35. 1. Let P be a proof system that is closed under disjunctions.
Then (Ref(P),SAT") <, (U1(P),Us).

2. Let P be a proof system that is closed under substitutions by constants and
modus ponens and evaluates formulas without variables. Then (U1 (P),Us) <p
(Ref(P),SAT™).

Proof. The first reduction is given by
(1) = (L, 1707

for a suitable polynomial p. To verify the correctness of the reduction let first
(p,1™) € Ref(P). This means that P F<,, ¢ and because P is closed under dis-
junctions we infer P <) ¢V L for the respective polynomial p. We assume that
the variables of ¢ and L are chosen disjoint and since =L = T is satisfiable we get
(L, p,1P(M)) € Uy (P).

If (p,1™) € SAT* then -y is satisfiable, hence (L, @, 1P(™) € Us.

The reduction in part 2 of this proposition is performed by

(P, ¥, 1) = (¥, 170™))

for some suitable polynomial p depending on the proof system P.
To verify the reduction let first (¢(Z), 4 (g),1™) € U1(P). Then P F<,, ©(Z) V
¥(g) and —p(Z) € SAT. Choose a satisfying assignment @ for —p(Z). Because P
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is closed under substitutions by constants we get polynomially long P-proofs of
v(@) vV (). (@) is a false propositional formula without variables which can be
evaluated in P to L in polynomially long proofs. Using modus ponens we obtain a
P-proof of (7).

If (p,,1™) € Uy then —¢p € SAT and hence (¢, 1™) € SAT™. O

Now we come to the question how the interpolation pair (I (P), I2(P)) compares
to (U1(P),Uz). For regular proof systems this question is settled by Theorem 15.
Clearly, for all proof systems (¢, 1, 7) — (p, 1, 1171) computes a <p-reduction from
(I1(P), I2(P)) to (U1(P),Us). For weak systems like resolution or cutting planes
the opposite reduction is not possible unless the system is weakly automatizable.
This is the contents of the next proposition.

Proposition 36. Let P be a proof system that has the feasible interpolation prop-
erty and is closed under disjunctions. Then (U1(P),Us) <, (I1(P), I2(P)) implies
that P is weakly automatizable.

Proof. Feasible interpolation for P means that (I1(P), I2(P)) is p-separable. There-
fore (U1(P),Uz2) <, (I1(P), I2(P)) implies that also (U (P), Us) is p-separable. Clo-
sure of P under disjunctions together with Proposition 35 guarantees

(Ref(P),SAT™) <, (U(P),U2) ,

hence also (Ref(P),SAT™) is p-separable and therefore P is weakly automatizable.
O

Of course we can use part 2 of Proposition 35 together with an analogous argu-
ment as above to infer that weak automatizability of P is also a sufficient condition
to reduce (Ui(P),Uz) to (I1(P),I2(P)). Instead we just state the reduction for
automatizable proof systems.

Proposition 37. Let P be an automatizable proof system. Then
(Ur(P),U2) <p (Li(P), 12(P)) .

Proof. Let P be automatizable. Hence there exists a polynomial time computable
function f that on input (p, 1™) produces a P-proof of ¢ provided (¢, 1™) € Ref(P).
If (¢, 1™) & Ref(P) the behaviour of f is unspecified. The desired reduction is given
by

(0015, 17) 1o {(%w,f(wvz/f,l ) I P(fle Ve, 1) =gV

(0, %0, m0) otherwise

where (@0, 1o, Tp) is a fixed triple from I3(P). O

It is also interesting to compare (Ref(P), SAT™) and (U (P), Uz) with respect to
the strong reduction <;. At least for regular systems we know that (Ref(P),SAT™) <
(U1(P), Us). Since Uy (P) is NP-complete the NP-completeness of Ref(P) is a nec-
essary condition for the opposite reduction to exist. To determine the complexity
of Ref(P) for natural proof systems seems to be an interesting open problem. Ap-
proaching this question we note the following;:

Proposition 38. 1. For every proof system P that is closed under disjunctions
there is a proof system P’ with P' =, P such that Ref(P") is NP-complete.

2. On the other hand there are proof systems P and P’ such that P =, P’ and
Ref(P) is decidable in polynomial time while Ref(P’) is NP-complete.
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Proof. To show part 1 of the proposition let P be a proof system that is closed
under disjunctions. Closure under disjunctions implies in particular the existence of

polynomial size proofs of all formulas of the form ¢ V T for arbitrary formulas .
We define P’ as

P(r')  if w = 02IP)D 1/
P(r)y=4 oV T if = (p, @) and « is a satisfying assignment for ¢
T otherwise

with some polynomial ¢ such that

q(n) =2 max{|(p,a)| || vV T| =n} .

Obviously P’ is a correct proof system with P =, P'. Furthermore Ref(P’) is NP-
complete because SAT reduces to Ref(P’) via

o (VT, 1q(\<PVT|)) )

For part 2 we define the proof system P as follows: (m, @) is a P-proof of ¢, if
either 7 is a correct truth table evaluation of ¢ with all entries 1, or ¢ is of the form
¥V T for some formula ¢ and 7 = 11Var@®)ll,

The proof system P satisfies the condition P -, ¢V T for all formulas . Hence
by the proof of part 1 of this proposition there is a proof system P’ with P =, P’
and NP-complete Ref(P’). On the other hand the set

Ref(P) = {(¢,1™) | ¢ € TAUT, m > 2IVar@ll 1 o} U
{(p vV T,1™) | ¢ is a formula, m > ||Var(y)|| + |[¢|}

is decidable in polynomial time. ]
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