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Abstract

Gopalan et al. studied in [14] connectivity properties of the solution-space of Boolean formulas, and investigated complexity issues on connectivity problems in Schaefer’s framework [26]. A set $S$ of logical relations is SCHAEFER if all relations in $S$ are either bijunctive, Horn, dual Horn, or affine. They conjectured that the connectivity problem for SCHAEFER is in $P$. We disprove their conjecture by showing that it is coNP-complete for Horn and dual Horn relations. This, together with the results in [14], implies a dichotomy theory within SCHAEFER and a trichotomy theory for the connectivity problem. We also show that the connectivity problem for bijunctive relations can be solved in $O(\min\{n|\varphi|, T(n)\})$ time, where $n$ denotes the number of variables, $\varphi$ denotes the corresponding 2-CNF formula, and $T(n)$ denotes the time needed to compute the transitive closure of a directed graph of $n$ vertices. Furthermore, we investigate a tractable aspect of Horn and dual Horn relations.

1 Introduction

The Boolean satisfiability problem (satisfiability problem for short) is one of the central problems in the computational complexity theory. Schaefer proposed in [26] a framework for expressing variants of the satisfiability problem, and showed a dichotomy theorem: the satisfiability problem for certain classes of Boolean formulas is in $P$ while it is $NP$-complete for all other classes. From this theorem, we have that 2-SAT and HORN-SAT are in $P$, while $k$-SAT for $k \geq 3$, NAE-SAT (or NOT-ALL-EQUAL SAT), and XSAT (or EXACT SAT) are all $NP$-complete. Since then, dichotomies or trichotomies have been established for several aspects of the satisfiability problem such as optimization [3, 5, 24], counting [4], inverse satisfiability [23], minimal satisfiability [16], unique satisfiability [15], 3-valued satisfiability [2] and propositional abduction [6].

Very recently, Gopalan et al. studied in [14] connectivity properties of the solution-space of Boolean formulas, and investigated complexity issues on connectivity problems in Schaefer’s framework [26], where the connectivity properties of disjunctive normal forms (DNFs) were studied by Ekin et al. [11]. The connectivity problem (CONN) is to decide if the solutions of a given Boolean
Relations | $\text{Sat}(S)$ | $\text{Conn}(S)$ | $\text{ST-Conn}(S)$
---|---|---|---
bijunctive | | | 
affine | $\mathcal{P}$ [26] | $\mathcal{P}$ [*] (implied by [14]) | $\mathcal{P}$ [14]
Horn | | coNP-complete [*] | $\mathcal{P}$ [14]
dual Horn | | $\mathcal{NP}$-complete [26] | $\mathcal{NP}$-complete [14]
tight and non-Schaefer | $\mathcal{NP}$-complete [26] | coNP-complete [14] | $\mathcal{NP}$-complete [14]
non-tight | | | $\mathcal{PSPACE}$-complete [14]

Figure 1: Complexity of the connectivity and st-connectivity problems

A formula $\varphi$ on $n$ variables induce a connected subgraph of the $n$-dimensional hypercube, while the st-connectivity problem (ST-Conn) is to decide if two specific solutions $s$ and $t$ of $\varphi$ are connected. As mentioned in [14], connectivity properties of Boolean satisfiability merit study in their own right, since they shed light on the structure of the solution-space, and moreover, structural studies on the solution-space are important to analyze the satisfiability problem and algorithms for it. They [14] established a dichotomy for the st-connectivity problem: It is polynomially solvable if given Boolean relations are tight, while it is $\mathcal{PSPACE}$-complete in all other cases. This reveals that the tractable side is larger than the one for the satisfiability problem. Namely, the tight class properly contains Schaefer that consists of the classes of bijunctive, Horn, dual Horn, and affine relations. For the connectivity problem, they established a dichotomy with the same boundary: One side is in coNP and the other side is $\mathcal{PSPACE}$-complete. Furthermore, they showed that the connectivity problem for the class of non-Schaefer and tight is coNP-complete. However, they did not give us a complete picture of the complexity status of the connectivity, and conjectured that the connectivity problem for Schaefer is in $\mathcal{P}$.

In this paper, we disprove their conjecture by showing that it is coNP-complete for Horn and dual Horn relations. This, together with the results in [14], implies a dichotomy theory within Schaefer and a trichotomy theory for the connectivity problem. We also show that the connectivity problem for bijunctive relations can be solved in $O(\min\{n|\varphi|, T(n)\})$ time, where $n$ denotes the number of variables, $\varphi$ denotes the corresponding 2-CNF formula, and $T(n)$ denotes the time needed to compute the transitive closure of a directed graph of $n$ vertices. It is known [27] that $T(n) = \tilde{O}(n^\omega)$, where $\omega \leq 2.376$ and we write $f = \tilde{O}(g)$ if $f = O(g \log^k g)$ for some constant $k$. We also give the proof of the polynomially solvability for affine relations to have a self-contained paper within Schaefer.

Figure 1 summarizes complexity of the satisfiability, connectivity and st-connectivity problems, where our results are marked by *.

We also investigate a tractable aspect of the intractable side (i.e., Horn and dual Horn re-
We review the basic concepts of the classification of Boolean constraint satisfaction problems, which were introduced by Schaefer [26]. A logical relation $R$ over $k$ Boolean variables, which is called a $k$-arity relation, is a mapping from $\{0,1\}^k$ to $\{0,1\}$. We say that a $k$-arity relation $R$ is satisfied by an assignment $t \in \{0,1\}^k$ if and only if $R(t) = 1$. Let $S$ be a (finite) set of relations, and $X$ be a set of Boolean variables. An $S$-constraint over $X$ is defined as the form of $R(y_1, \cdots, y_k)$ for some $k$-arity relation $R \in S$ and some $\{y_1, \cdots, y_k\} \subseteq X$. We say that a collection $\varphi$ of $S$-constraints over $n$ variables is satisfied by an assignment $t \in \{0,1\}^n$, denoted by $\varphi(t) = 1$, if every $S$-constraint of $\varphi$ is satisfied by $t$. We call such an assignment $t$ a satisfying assignment or a solution for $\varphi$. In this framework, the satisfiability problem SAT($S$) is to decide if there exists a solution for a given collection $\varphi$ of $S$-constraints. In this framework, several problems have been investigated. In this paper, we consider the connectivity problem, denoted by $\text{Conn}(S)$, which was introduced by [14].

Let $H_n$ be the $n$-dimensional hypercube. Given a collection $\varphi$ of $S$-constraints over $n$ variables, we denote by $G(\varphi) = (V_\varphi, E_\varphi)$ the subgraph of $H_n$ induced by the solutions of $\varphi$, that is, $V_\varphi = \{t \in \{0,1\}^n : \varphi(t) = 1\}$, and $(t, t') \in E_\varphi$ for $t, t' \in V$ if and only if the Hamming distance $d(t, t')$ between $t$ and $t'$ is one. The connectivity problem $\text{Conn}(S)$ is to decide if $G(\varphi)$ is connected for a given collection $\varphi$ of $S$-constraints. In this paper, we assume that readers are familiar with the standard notions and notations of graph theory such as path, cycle and connected component.

Let $X$ be a set of Boolean variables. A literal is a variable $x \in X$ or its negation $\bar{x}$, which are respectively called positive and negative. A clause is a disjunction of literals, whose length is defined as the number of literals in it. A clause is called unit if its length is one. A formula is called conjunctive normal form (CNF) if it is a conjunction of clauses. A CNF formula is called 2-CNF if each clause is of length at most two, and Horn (resp., dual Horn) if each clause has at most one positive (resp., negative) literal. Given a formula $\varphi$ over $X$, a set of $\{y_1, \cdots, y_k\} \subseteq X$, and $a_1, \cdots, a_k \in \{0,1\}$, we denote by $\varphi|_{y_1=a_1,\cdots,y_k=a_k}$ the formula obtained from $\varphi$ by assigning $y_i$ to $a_i$ for $i = 1, \ldots, k$.

In this paper, we are interested in the connectivity problem $\text{Conn}(S)$ with respect to the following four types of relations.
Definition 1 Let $R$ be a relation. We say that $R$ is (1) *bijunctive* if it is expressible as a 2-CNF formula, (2) *Horn* if it is expressible as a Horn formula, (3) *dual Horn* if it is expressible as a dual Horn formula, and (4) *affine* if it is expressible as a system of linear equations over $\mathbb{GF}(2)$.

Definition 2 A set $S$ of relations is *Schaefer* if at least one of the following holds: (1) Every relation in $S$ is bijunctive; (2) Every relation in $S$ is Horn; (3) Every relation in $S$ is dual Horn; (4) Every relation in $S$ is affine.

Since we are concerned with only these four types of relations, we simply deal with CNF formulas and systems of linear equations over $\mathbb{GF}(2)$, instead of relations representing them.

Given two assignments $t, t' \in \{0, 1\}^n$, we define a coordinate-wise partial order $\leq$ as follows: $t \leq t'$ if $t_i \leq t'_i$ for all $1 \leq i \leq n$. Given a formula $\varphi$, we say that a satisfying assignment $t$ is *locally minimal* for $\varphi$ if and only if, for each $i$ with $t_i = 1$, there exists a clause $C$ in $\varphi$ that is falsified by flipping the value of $t_i$ from $t$. In the latter case, we say that $t$ satisfies the *locally minimal condition*. A path $P = t(0), t(1), \ldots, t(k)$ in $G(\varphi)$ is called *monotone* (decreasing) if $t^{(i-1)} \geq t^{(i)}$ for all $i = 1, \ldots, k$.

For the connectivity of Horn formulas, the following characterization is known.

**Lemma 1 (Gopalan et al. [14])** Let $\varphi$ be a Horn formula. Then, every component of $G(\varphi)$ contains a unique locally minimal assignment. Moreover, every satisfying assignment is connected to the locally minimal solution in the same component by a monotone path.

We make use of the following lemma, which is easily derived from the above.

**Lemma 2** Let $\varphi$ be a Horn formula without unit clauses over $n$ variables (i.e., a Horn formula such that $\varphi(0^n) = 1$). Then, $G(\varphi)$ is connected if and only if there exists no locally minimal assignment other than $0^n$.

### 3 A Dichotomy Theorem within Schaefer

In this section, we provide a dichotomy theorem within Schaefer.

#### 3.1 Tractable cases for $\text{CONN}(S)$

This subsection shows that $\text{CONN}(S)$ is polynomially solvable, if $S$ is either bijunctive or affine.

First, we briefly see the affine case. Given an affine formula $\varphi$, we note that $d(t, t') \geq 2$ for every pair of (distinct) satisfying assignments $t$ and $t'$ for $\varphi$. From this observation, $G(\varphi)$ is connected if and only if $\varphi$ has at most one satisfying assignment. Thus, it suffices to check whether $\varphi$ is satisfiable and whether $\varphi$ is uniquely satisfiable, if so. Any affine formula $\varphi$ with $n$ variables and $m$ clauses can be regarded as a linear system $Ax = 1$ over the finite field $\mathbb{GF}(2)$, where $A$ is an $m \times n$ 0-1 matrix, and $x$ and 1 are respectively the transposes of $(x_1, \ldots, x_n)$ and $1^n$. We can easily see that $\varphi$ is satisfiable if and only if $\text{rank}(A) = \text{rank}([A, 1])$, and $\varphi$ is uniquely satisfiable if and only if $\text{rank}(A) = \text{rank}([A, 1]) = n$. Since we can obtain the rank of a matrix in polynomial time, we have the following result.
Theorem 1 Let $S$ be a set of affine relations. Then $\text{CONN}(S)$ is polynomially solvable.

We next consider the bi-junctive case, i.e., 2-CNF formulas. In what follows, we assume that a given 2-CNF formula is satisfiable, since otherwise, we can easily decide the connectivity.

We first note that we may assume that a given (not necessary 2-CNF) formula has no unit clause.

Proposition 1 Let $\varphi$ be a formula over $\{x_1, \ldots, x_n\}$. For an $i$ with $1 \leq i \leq n$ and an $a \in \{0,1\}$, if $V_\varphi = V_{\varphi|x_i=a} \times \{a\}$ (i.e., unit clause $x_i$ is implied by $\varphi$ if $a = 1$, and $\overline{x}_i$ is implied by $\varphi$ if $a = 0$), then $G(\varphi)$ is connected if and only if $G(\varphi|x_i=a)$ is connected.

From this proposition, we deal with formulas without unit clauses: If a given formula $\varphi$ contains a unit clause, say $x_i$, then we regard $\varphi|x_i=1$ as an input formula. This can be applied until the resulting formula contains no unit clause. Note that this is possible in linear time.

We next note that a given 2-CNF formula may be assumed to be Horn.

Proposition 2 Let $\varphi$ be a formula over $n$ variables. For an assignment $a \in \{0,1\}^n$, let $\psi$ be a formula obtained from $\varphi$ by renaming $a$, i.e., $\psi(x) = \varphi(x \oplus a)$, where $\oplus$ denotes the component-wise exclusive-or. Then $G(\varphi)$ is connected if and only if $G(\psi)$ is connected.

Proof. It follows from the fact that $d(t, t') = 1$ if and only if $d(t \oplus a, t' \oplus a) = 1$ for any assignments $t$ and $t'$.

From this proposition, we deal with Horn 2-CNF formulas: If a given 2-CNF formula $\varphi$ is not Horn, then we construct a Horn formula $\psi(x) = \varphi(x \oplus a)$ by computing a satisfying assignment $a$ for $\varphi$. Since $\psi(0^n) = 1$, we can see that $\psi$ is Horn, and it can be computed in linear time [1].

In what follows, we assume that a given 2-CNF formula $\varphi$ is satisfiable and Horn without unit clauses, which is equivalent to the condition that $\varphi$ is satisfiable by $0^n$. We now present a notion of core set, followed by our key lemma.

Definition 3 Let $\varphi$ be 2-CNF formula over $X$. We say that a subset $Y = \{y_1, \ldots, y_k\}$ of $X$ is a core set for $\varphi$, if $k \geq 2$ and $\varphi$ contains clauses $y_1 \lor \overline{y}_2, y_2 \lor \overline{y}_3, \ldots, y_{k-1} \lor \overline{y}_k, y_k \lor \overline{y}_1$ that form a cycle called a core cycle for $\varphi$. Furthermore, we say that a core set $Y$ is satisfiable if $\varphi|_{y=1:y \in Y}$ is satisfiable.

Lemma 3 Let $\varphi$ be a 2-CNF formula, which is satisfiable and Horn without unit clauses. Then, $G(\varphi)$ is connected if and only if there exists no satisfiable core set for $\varphi$.

Proof. Since $\varphi(0^n) = 1$ by assumption, we recall Lemma 2, i.e., $G(\varphi)$ is connected if and only if $\varphi$ has no locally minimal non-zero assignment. We first show the only-if part. Let $X = \{x_1, \ldots, x_n\}$ be a variable set, and let $Y = \{x_1, \ldots, x_k\}$ be a satisfiable core set for $\varphi$, We assume that $\varphi$ is satisfied by $t \in \{0,1\}^n$ such that $t_1 = 1, \ldots, t_k = 1, t_{k+1} = 1, \ldots, t_l = 1, t_{l+1} = 0, \ldots, t_n = 0$, where $2 \leq k \leq l \leq n$. Let $t'$ be an assignment such that $t' \leq t$ and $t'_j = 0$ for exactly one $j$ with $1 \leq j \leq k$. Since $\varphi$ contains a core cycle, this means that $t'$ does not satisfy $\varphi$. Hence we have no monotone path from $t$ to $0^n$, which proves the only-if part.
We next show the if part. Assume that \( G(\varphi) \) is not connected. Then \( \varphi \) has a locally minimal non-zero assignment \( t \), say, \( t_1 = 1, \ldots, t_l = 1, t_{l+1} = 0, \ldots, t_n = 0 \). Since \( \varphi \) is not satisfied by \( t - e^{(j)}, j = 1, \ldots, l \), where \( e^{(j)} \) is the \( j \)-th unit assignment, \( \varphi \) contains a \( x_j \lor \overline{t}_{j'} \) with \( 1 \leq j' \leq l \). This implies that there exists a core cycle in these clauses. Hence there is a satisfiable core set \( Y \) for \( \varphi \) such that \( Y \subseteq \{x_1 \cdots, x_l\} \), which completes the if part. \( \square \)

By this lemma, it is not difficult to see that the connectivity problem for bijunctive relations is solvable in polynomial time.

Let \( \varphi \) be a 2-CNF formula \( \varphi \), where we assume that it is satisfiable and Horn without unit clauses. We construct a directed graph \( G = (V,E) \) from \( \varphi \) in the standard way \cite{1}; i.e., \( V = \{x, \overline{t} : x \in X\} \) and \( E = \{(\overline{t}, y), (\overline{t}, x) : x \lor y \in \varphi\} \). As shown in \cite{1}, \( G \) represents implications for \( \varphi \). Namely if \( G \) has a path from \( x \) to \( y \), then \( x = 1 \) always implies \( y = 1 \), i.e., \( \overline{x} \lor y \). Note that, by the assumption on \( \varphi \), each strongly connected component consists of either only positive literals or only negative literals. Thus by the symmetricity of \( G \) (i.e., \( (x, y) \in E \) if and only if \( (\overline{t}, \overline{t}) \in E \)), we write strongly connected components in \( G \) by \( G_i = (V_i, E_i) \) and \( G_i' = (V_i', E_i') \) for \( 1 \leq i \leq k \), where \( V_i \subseteq X \) and \( V_i' = \{\overline{t} : x \in V_i\} \). We note that any core cycle is contained in a single connected component \( G_i \), and any connected component \( G_i \) with \( |V_i| \geq 2 \) contains a core cycle. Thus it suffices to check if, for each component \( G_i = (V_i, E_i) \) with \( |V_i| \geq 2 \), \( \varphi|_{x=1:x \in V_i} \) is satisfiable. This simply can be done as follows.

Let \( H = (V_H = \{V_i, V_i' : 1 \leq i \leq k\}, E_H) \) be a directed graph obtained from \( G \) by identifying each connected component to a single vertex.

**Lemma 4** Let \( \varphi \) be a 2-CNF formula \( \varphi \), which is satisfiable and Horn without unit clauses, and let \( H \) be defined as above. Then \( G(\varphi) \) is connected if and only if, for every \( V_i \) with \( |V_i| \geq 2 \), there exists a path in \( H \) from \( V_i \) to \( V_i' \).

**Proof.** Let us first show the if part. Since \( H \) has a path from \( V_i \) to \( V_i' \), \( x = 1, x \in V_i \), always implies \( \overline{x} = 1 \). Thus we have no satisfiable core set for \( \varphi \), which proves the if part by Lemma 3.

On the other hand, if \( G(\varphi) \) is connected, we have no satisfiable core set for \( \varphi \). Since any core set is contained in a connected component, say \( V_i, \varphi|_{x=1:x \in V_i} \) is unsatisfiable. This means that \( H \) contains two directed paths \( P_1 \) from \( V_i \) to \( V_j \) and \( P_2 \) from \( V_i \) to \( V_j' \) for some \( i \). By the symmetricity of \( H \), \( P_2 \) implies that \( H \) has a path \( P_3 \) from \( V_j \) to \( V_j' \). Therefore, by concatenating \( P_1 \) and \( P_3 \), we have a path from \( V_i \) to \( V_i' \). \( \square \)

It follows from Lemma 4 that the connectivity problem for bijunctive relations can be solved in \( O(|\varphi|) \) time by checking the existence of \( n \) paths in \( H \), where we note that \( H \) can be computed in linear time. If we first compute the transitive closure \( H^* \) of \( H \), it can be computed in \( O(n^\omega) \) time, where \( \omega \leq 2.376 \) and this is the current best bound for computing the transitive closure of a graph with \( n \) vertices.

Formally, our algorithm can be described in Figure 2.

**Lemma 5** Let \( \varphi \) be a 2-CNF formula of \( n \) variables. Then \texttt{two-sat-conn}(\( \varphi \)) correctly solves the connectivity problem for \( \varphi \) in \( O(\text{min}\{n|\varphi|, T(n)\}) \) time, where \( T(n) \) denotes the time needed to compute the transitive closure of a directed graph of \( n \) vertices.
two-sat-conn(ϕ) /* ϕ: a 2-CNF formula over X */

If ϕ is not satisfiable, then we output YES and halt.

Update ϕ to a Horn 2-CNF formula without unit clauses by using a satisfying assignment a for ϕ.

Construct a directed graph \( G = (V, E) \) from ϕ by \( V = \{ x, \overline{x} : x \in X \} \) and \( E = \{ (\overline{x}, y), (\overline{y}, x) : x \lor y \in \varphi \} \).

/* Let \( G_i = (V_i, E_i) \) and \( G'_i = (V'_i, E'_i) \), \( 1 \leq i \leq k \), be the strongly connected components of \( G \), where \( V_i \subseteq X \) and \( V'_i = \{ \overline{x} : x \in V_i \} \). */

Construct \( H \) from \( G \) by identifying each connected component to a single vertex.

for each \( V_i \) of \( V_1, \cdots, V_k \)

if \( |V_i| \geq 2 \) and there is no path in \( H \) from \( V_i \) to \( V'_i \), then output NO and halt.

end-for-each

Output YES.

end-of-two-sat-conn

Figure 2: An algorithm for bijunctive relations

Therefore, we have the following positive result.

**Theorem 2** Let \( S \) be a set of bijunctive relations. Then \( \text{Conn}(S) \) is polynomially solvable.

### 3.2 CoNP-hardness for Horn and dual Horn relations

In this subsection, we prove our main theorem.

**Theorem 3** Let \( S \) be a set of relations such that either of the following holds:

1. Every relation in \( S \) is Horn.
2. Every relation in \( S \) is dual Horn.

Then \( \text{Conn}(S) \) is coNP-complete.

We only consider Horn relations \( S \) and show that the complement of \( \text{Conn}(S) \) is NP-complete, since dual Horn relations are handled in a similar way.

First we characterize a necessary and sufficient condition for non-connectivity of Horn relations.

In this section, we assume formulas contain no unit clause to make discussion easier. By Lemma 2, a Horn formula is not connected if and only if there exists a locally minimal non-zero satisfying assignment, which can be represented by the following Boolean formula.

\[
\Phi(\varphi) = \varphi \land \bigwedge_{x_i \in X} \left( \overline{x}_i \lor \bigvee_{C \in \varphi : P(C) = \{ x_i \}} \bigwedge_{y \in N(C)} y \right). \tag{1}
\]

Here, for a clause \( C \), \( P(C) \) and \( N(C) \) respectively denote sets of variables that occur positively and negatively in \( C \). Note that if \( \{ C \in \varphi : P(C) = \{ x_i \} \} \) is empty, then \( (\bigvee_{C \in \varphi : P(C) = \{ x_i \}} \bigwedge_{y \in N(C)} y) \) is interpreted as false.
Lemma 6 (Logical formulation of non-connectivity) Let $\varphi$ be a Horn formula without unit clauses. Then there exists a locally minimal non-zero assignment of $\varphi$ if and only if $\Phi(\varphi)$ is satisfied by a non-zero assignment.

Proof. For the if part, let $t$ be a non-zero satisfying assignment of $\Phi(\varphi)$. Note that $t$ also satisfies $\varphi$. To confirm that this $t$ satisfies the locally minimal condition, pick an arbitrary variable $x_i$ such that $t_i = 1$. Since $t$ satisfies $\bigvee_{C \in \varphi, P(C) = \{x_i\}} \left(\bigwedge_{y \in N(C)} y\right)$, $\varphi$ contains a clause $C$ such that $t$ satisfies $\bigwedge_{y \in N(C)} y$, which implies that $t - e^{(i)}$ does not satisfy $\varphi$. Here $e^{(i)}$ denotes the $i$-th unit assignment. This completes the if part.

For the only-if part, let $t$ be a locally minimal non-zero assignment of $\varphi$. For all $x_i \in X$, we show that $t$ satisfies $\bigvee_{C \in \varphi, P(C) = \{x_i\}} \left(\bigwedge_{y \in N(C)} y\right)$. It is obvious for $x_i$ with $t_i$ = 0. For $x_i$ with $t_i$ = 1, we have a clause $C$ in $\varphi$ such that $P(C) = \{x_i\}$ and $N(C) \subseteq \{x_j : x_j \in X : t_j = 1\}$. This proves the claim. □

By Lemmas 2 and 6, we have the following characterization.

Corollary 1 (Characterization of non-connectivity) Let $\varphi$ be a Horn formula without unit clauses. Then $G(\varphi)$ is non-connected if and only if $\Phi(\varphi)$ is satisfied by a non-zero assignment.

Now we are ready to prove the theorem.

The proof of Theorem 3. It follows from Proposition 1 and Corollary 1 that the complement of $\text{CONN}(S)$ for Horn relations $S$ belongs to $NP$. To show the $NP$-hardness, we reduce to it $3$-Uniform Hypergraph 2-Colorability, which is known to be $NP$-complete (see SP4 in [13]).

Let $\mathcal{H} = (V, \mathcal{E})$ be a 3-uniform hypergraph, where a hypergraph is called 3-uniform if $|E| = 3$ holds for all $E \in \mathcal{E}$. From $\mathcal{H}$, we construct a Horn formula $\varphi_{\mathcal{H}}$ over a variable set $X \cup X' \cup Y \cup \{q\}$, where $X = \{x_v : v \in V\}$, $X' = \{x'_v : v \in V\}$, and $Y = \{y_E : E \in \mathcal{E}\}$, as follows:

$$\varphi_{\mathcal{H}} \equiv \bigwedge_{E \in \mathcal{E}} \left(\bigvee_{v \in E} \overline{x_v}\right) \wedge \bigwedge_{E \in \mathcal{E}} \left(\bigwedge_{v \in E} (y_E \lor \overline{x_v})\right) \wedge \left(\bigvee_{E \in \mathcal{E}} \overline{y_E} \lor q\right) \wedge \bigwedge_{v \in Y} \left(\overline{x_v} \lor x'_v \lor \overline{q}\right). \quad (2)$$

Example 1 Let $\mathcal{H} = (V, \mathcal{E})$ be a 3-uniform hypergraph defined by $V = \{1, 2, 3, 4\}$ and $\mathcal{E} = \{E_1 = \{1, 2, 3\}, E_2 = \{2, 3, 4\}\}$. Then $\varphi_{\mathcal{H}}$ in (3) is given by

$$\varphi_{\mathcal{H}} = (\overline{f_1} \lor \overline{f_2} \lor \overline{f_3})(\overline{f_2} \lor \overline{f_3} \lor \overline{f_4}) \wedge (y_{E_1} \lor \overline{f_1})(y_{E_1} \lor \overline{f_2})(y_{E_2} \lor \overline{f_2})(y_{E_2} \lor \overline{f_3})(y_{E_2} \lor \overline{f_4}) \wedge (\overline{f_{E_1}} \lor \overline{f_{E_2}} \lor q)(\overline{f_1} \lor x'_1 \lor \overline{q})(x_2 \lor x'_2 \lor \overline{q})(x_2 \lor x'_2 \lor \overline{q}) \wedge (\overline{f_3} \lor x'_3 \lor \overline{q})(x_3 \lor x'_3 \lor \overline{q})(\overline{f_4} \lor x'_4 \lor \overline{q})(x_4 \lor x'_4 \lor \overline{q}).$$

Lemma 7 Let $\mathcal{H}$ be a 3-uniform hypergraph and $\varphi_{\mathcal{H}}$ be a Horn formula constructed from $\mathcal{H}$ as above. Then $\mathcal{H}$ is 2-colorable if and only if $G(\varphi_{\mathcal{H}})$ is non-connected.
Proof. Since $\varphi_\mathcal{H}$ constructed from a given $\mathcal{H}$ contains no unit clause by 3-uniformity of $\mathcal{H}$, we make use of the characterization of non-connectivity. The corresponding formula $\Phi(\varphi_\mathcal{H})$ in (1) can be written as follows:

$$\begin{align*}
\Phi(\varphi_\mathcal{H}) &= \varphi_\mathcal{H} \\
&= \bigwedge_{E \in \mathcal{E}} \left( \overline{y}_E \lor \bigvee_{v \in E} x_v \right) \\
&\quad \wedge \left( \overline{q} \lor \bigwedge_{E \in \mathcal{E}} y_E \right) \\
&\quad \wedge \bigwedge_{v \in V} \left( (\overline{x}_v \lor x'_v q)(\overline{x}_v \lor x_v q) \right).
\end{align*}$$

Example 2 For a 3-uniform hypergraph $\mathcal{H}$ in Example 1, we have

$$\begin{align*}
\Phi(\varphi_\mathcal{H}) &= \varphi_\mathcal{H} \land \bigwedge_{E \in \mathcal{E}} \left( \overline{y}_E \lor x_1 \lor x_2 \lor x_3 \lor x_4 \right) \\
&\quad \land \left( \overline{q} \lor \bigwedge_{E \in \mathcal{E}} y_E \right) \\
&\quad \land \bigwedge_{E \in \mathcal{E}} \left( \overline{x}_E \lor x'_E q \right).
\end{align*}$$

To see the condition that $\Phi(\varphi_\mathcal{H})$ is satisfied by a non-zero assignment, we consider two cases depending on the value of $q$.

Fact 1 $\Phi(\varphi_\mathcal{H})|_{q=0}$ is satisfied only if all the remaining variables are set to be 0.

Proof. Setting $q = 0$ induces unit clauses $\overline{x}_v, x'_v$ for every $v \in V$ by (7). This, together with (5) induces unit clause $\overline{y}_E$ for every $E \in \mathcal{E}$. These imply Fact 1.

Fact 2 $\Phi(\varphi_\mathcal{H})|_{q=1}$ is satisfiable if and only if $\mathcal{H}$ is 2-colorable.

Proof. Setting $q = 1$ induces $\bigwedge_{E \in \mathcal{E}} y_E$ by (6), that simplifies $\Phi(\varphi_\mathcal{H})|_{q=1}$ as follows:

$$\begin{align*}
\Phi(\varphi_\mathcal{H})|_{q=1} &= \bigwedge_{E \in \mathcal{E}} \left( \bigvee_{v \in E} \overline{x}_v \right) \land \left( \bigvee_{v \in E} x_v \right) \\
&\quad \land \bigwedge_{v \in V} \left( \overline{x}_v \lor x'_v \right). \quad (8)
\end{align*}$$

Here we note that (8) is obtained from (4) and (5), while (9) is obtained from (7). It is easy to see that (8) is satisfiable if and only if $H$ is 2-colorable. Since (9) just forces $x_v = x'_v$ for every $v \in V$, we have Fact 2.

These facts, combined with Corollary 1, prove Lemma 7.

This completes the proof of Theorem 3.
Remark 1 The connectivity problem for Horn formulas is \( \mathcal{NP} \)-complete, even if we restrict Horn formulas to 3-CNF, i.e., each clause contains at most three literals. This can be shown by slightly modifying \( \varphi_H \) as follows. Let \( E = \{ E_1, \ldots, E_k \} \), and let \( z_i, i = 1, \ldots, k - 2 \), be new variables. We replace clause \( (\overline{y}_E \lor y_{E_2} \lor \cdots \lor y_{E_k} \lor q) \) in (3) by
\[
(\overline{y}_{E_1} \lor \overline{y}_{E_2} \lor z_1)(\overline{z}_1 \lor \overline{y}_{E_3} \lor z_2)(\overline{z}_2 \lor \overline{y}_{E_4} \lor z_3) \cdots (\overline{z}_{k-2} \lor \overline{y}_{E_k} \lor q).
\]
The correctness can be proved in a similar manner.

This together with Theorem 2 gives us a tractability-intractability border for Horn connectivity problem. Namely, Horn connectivity problem is solvable in polynomial time if a given Horn formula \( \varphi \) is 2-CNF, while it is \( \text{coNP} \)-complete if \( \varphi \) is \( k \)-CNF for \( k \geq 3 \).

4 Horn Relations Represented by Characteristic Set

In this section, we investigate a tractable aspect of Horn and dual Horn relations. Specifically, we show that if we are given the characteristic set of Horn relations, the connectivity problem is solvable in polynomial time.

We recall that Horn relations have a well-known semantical characterization. Let for assignments \( t, t' \in \{0,1\}^n \) denote \( t \land t' \) their component-wise AND, and let for a set of assignment \( M \subseteq \{0,1\}^n \) denote \( Cl_\land(M) \) the closure of \( M \) under \( \land \). Then, for every \( M \subseteq \{0,1\}^n \), it holds that \( M \) is the set of satisfying assignments for some Horn formula \( \varphi \) (i.e, \( M = V_\varphi \)) if and only if \( M = Cl_\land(M) \) [25] (see e.g., [7, 21] for proofs). Namely, the set of satisfying assignments of a Horn formula is closed under the intersection \( \land \), and any set of assignments which is closed under the intersection can be represented by a Horn formula. By this characterization, it is easy to see that any Horn formula has a unique minimal satisfying assignment. Here a satisfying assignment \( t \) for \( \varphi \) is called minimal (resp., maximal) if there exists no other satisfying assignment \( t' \) for \( \varphi \) such that \( t' \leq t \) (resp., \( t' \geq t \)). By definition, minimal assignments for \( \varphi \) are locally minimal, but not vice versa.

As discussed by Kautz et al. [17], a Horn formula \( \varphi \) is semantically represented by its characteristic assignment, where \( v \in V_\varphi \) is called characteristic (or extreme [7]), if \( v \notin Cl_\land(V_\varphi \setminus \{v\}) \). The set of all characteristic assignments of \( \varphi \), the characteristic set of \( \varphi \), is denoted by \( char(\varphi) \). Note that \( char(\varphi) \) is unique and that \( char(\varphi) \) contains all maximal satisfying assignments for \( \varphi \).

Lemma 8 For a Horn formula \( \varphi \), let \( t^* \) be the unique minimal satisfying assignment for \( \varphi \). Then \( G(\varphi) \) is connected if and only if, for each maximal satisfying assignment \( t \) for \( \varphi \), \( G(\varphi) \) contains a monotone path between \( t^* \) and \( t \).

Proof. Since the only-if part is easily derived from Lemma 1, we only show the if part. We assume that, for each maximal assignment \( t \) of \( \varphi \), \( G(\varphi) \) contains a monotone path from \( t \) to \( t^* \). We show that there is no locally minimal assignment other than \( t^* \). This, together with Lemma 1 implies that \( G(\varphi) \) is connected.

Let \( v \) be an arbitrary satisfying assignment for \( \varphi \) which is not maximal. Let \( t \) be a maximal assignment such that \( t \geq v \). Since \( G(\varphi) \) contains a monotone path from \( t \) to \( t^* \), there exists an edge \((u, w)\) in the path such that \( u \geq v \) and \( v \geq (v \land w) \). Note that \( v \land w \) is a satisfying assignment, and \( d(v, v \land w) = 1 \). This means that \( v \) is not locally minimal. \( \Box \)
By Lemma 8, the following simple algorithm checks the connectivity of Horn relations represented by the characteristic set.

Since \( t \in V \) if and only if \( t = \bigwedge_{v \in \text{char}(\varphi)} v \), for each assignment \( t \) in \( \text{char}(\varphi) \) that includes maximal assignments for \( \varphi \), the algorithm checks if \( G(\varphi) \) contains a monotone path between \( t \) and \( t^* \). Thus, from Lemma 8, algorithm \text{horn-sat-conn-from-charset}(\varphi) \) checks the connectivity of Horn functions.

\[
\text{horn-sat-conn-from-charset}(\text{char}(\varphi))
\]

\[
/* \text{char}(\varphi): \text{the characteristic set of a Horn formula } \varphi */
\]

Let \( t^* := \bigwedge_{t \in \text{char}(\varphi)} t \) and \( M := \text{char}(\varphi) \)

\[
\text{while } (M \neq \{t^*\})
\]

Let \( t \) be an arbitrary element in \( M \setminus \{t^*\} \)

if there exists an index \( j \) s.t. \( t_j = 1 \) and \( t - e^{(j)} = \bigwedge_{v \in \text{char}(\varphi)} v \geq t - e^{(j)} v \)
then \( M := (M \setminus \{t\}) \cup \{t - e^{(j)}\} \)
Otherwise, output \text{NO} and halt

end-while

Output \text{YES}

end-of-horn-sat-conn-from-charset

Figure 3: A naive algorithm for the Horn connectivity from the characteristic set

**Theorem 4** Given the characteristic set \( \text{char}(\varphi) \) of a Horn formula \( \varphi \), algorithm \text{horn-sat-conn-from-charset}(\varphi) \) checks its connectivity in \( O(n^3|\text{char}(\varphi)|^2) \) time.

**Proof.** Since the correctness of the algorithm follows from Lemma 8 and the discussion before the description, we only show its time complexity.

Clearly, we can initialize \( M \) and \( t^* \) in \( O(n|\text{char}(\varphi)|) \) time. For each \( t \in M \setminus \{t^*\} \), we can test if there exists an index \( j \) such that \( t_j = 1 \) and \( t - e^{(j)} = \bigwedge_{w \in \text{char}(\varphi)} w \geq t - e^{(j)} w \) in \( O(n^3|\text{char}(\varphi)|) \) time. Since we have at most \( n|\text{char}(\varphi)| \) such \( t \)'s, this requires \( O(n^3|\text{char}(\varphi)|^2) \) time. Therefore, in total, the algorithm requires \( O(n^3|\text{char}(\varphi)|^2) \) time. \( \square \)

We now improve the complexity. For an assignment \( t \), let \( S_t = \{j \mid t_j = 0\} \). It is not difficult to see that algorithm \text{horn-sat-conn-from-charset2}(\text{char}(\varphi)) \) checks the connectivity of a Horn formula \( \varphi \): In the for-loop, we check if there exists a monotone path from each \( t \in \text{char}(\varphi) \) to \( t^* \). In the while-loop, we maintain a variable set \( X \) such that the corresponding assignment \( t^X \) (i.e., \( t^X_j = 0 \) if \( j \in X \), and 1 otherwise) is reachable from \( t \) by a monotone path. Observe that \( t^X \) is not locally minimal if and only if there is a set \( S \) in the current \( S \) such that \( |S\setminus X| = 1 \). Moreover, the while-loop requires \( O(n|\text{char}(\varphi)|) \) time, if \( S \) is stored in the proper data structure. Thus we have the following theorem.

**Theorem 5** Given the characteristic set \( \text{char}(\varphi) \) of a Horn formula \( \varphi \), algorithm \text{horn-sat-conn-from-charset2}(\varphi) \) checks its connectivity in \( O(n|\text{char}(\varphi)|^2) \) time.
horn-sat-conn-from-charset2(char(\varphi))

/* char(\varphi): the characteristic set of a Horn formula \varphi */

Let \( t^* := \bigwedge_{t \in \text{char}(\varphi)} t \)

for each \( t \) of \( \text{char}(\varphi) \)

Let \( S := \{ S_v \mid v \in \text{char}(\varphi) \} \) and \( X := S_t \)

while (\exists S \in S \text{ with } |S \setminus X| \leq 1) 

    Let \( S \) be an arbitrary element in \( S \)
    if \( |S \setminus X| = 0 \), then \( S := S \setminus \{ S \} \)
    if \( |S \setminus X| = 1 \), then \( S := S \setminus \{ S \} \) and \( X := X \cup S \)

end-while

if \( X \neq S_{t^*} \), then output NO and halt

end-for-each

Output YES

end-of-horn-sat-conn-from-charset2

Figure 4: A faster algorithm for the Horn connectivity from the characteristic set

Remark 2 This strengthens the result in [11] that the connectivity problem for DNF formulas can be solved in polynomial time, since the characteristic set \( \text{char}(\varphi) \) is more compact than DNF representation \( \psi \). More precisely, for any DNF formula \( \psi \), we have \( |\text{char}(\varphi)| \leq n|\psi| \), where \( |\text{char}(\varphi)| \ll |\psi| \) is expected in most cases.

Remark 3 For Horn relations, formula-based (i.e., CNFs) and model-based (characteristic sets) representations are orthogonal in the sense that the one side may be exponentially larger than the other one. Therefore, the results in this section do not conflict with Theorem 3 in the previous section. We further remark that the transformation between a Horn formula \( \varphi \) and the characteristic set \( \text{char}(\varphi) \) is at least as difficult as the monotone dualization problem [19, 20], which is known to be solved in output quasi-polynomial time [10, 12].
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