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Binary search trees are a fundamental data structure and their height plays a key role in the analysis of divide-and-conquer algorithms like quicksort. We analyze their smoothed height under additive uniform noise: An adversary chooses a sequence of $n$ real numbers in the range $[0,1]$, each number is individually perturbed by adding a value drawn uniformly at random from an interval of size $d$, and the resulting numbers are inserted into a search tree. An analysis of the smoothed tree height subject to $n$ and $d$ lies at the heart of our paper: We prove that the smoothed height of binary search trees is $\Theta(\sqrt{n / d}+\log n)$, where $d \geq 1 / n$ may depend on $n$. Our analysis starts with the simpler problem of determining the smoothed number of left-to-right maxima in a sequence. We establish matching bounds, namely once more $\Theta(\sqrt{n / d}+\log n)$. We also apply our findings to the performance of the quicksort algorithm and prove that the smoothed number of comparisons made by quicksort is $\Theta\left(\frac{n}{d+1} \sqrt{n / d}+n \log n\right)$.
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## 1 Introduction

To explain the discrepancy between average-case and worst-case behavior of the simplex algorithm, Spielman and Teng introduced the notion of smoothed analysis [14]. Smoothed analysis interpolates between average-case and worst-case analysis: Instead of taking a worst-case instance or, as in average-case analysis, choosing an instance completely at random, we analyze the complexity of (possibly worst-case) objects subject to slight random perturbations. On the one hand, perturbations model that nature is not (or not always) adversarial. On the other

[^0]hand, perturbations reflect the fact that data is often subject to measurement or rounding errors; even if the instance at hand was initially a worst-case instance, due to such errors we would probably get a less difficult instance in practice. Spielman and Teng [15] give a comprehensive survey on results and open problems in smoothed analysis.

Binary search trees are one of the most fundamental data structures in computer science and they are the building blocks for a large variety of data structures. One of the most important parameter of binary search trees is their height. The worst-case height of a binary tree for $n$ numbers is $n$. The average-case behavior has been the subject of a considerable amount of research, culminating in the result that the average-case height is $\alpha \ln n-\beta \ln \ln n+O(1)$, where $\alpha \approx 4.311$ is the larger root of $\alpha \ln (2 e / \alpha)=1$ and $\beta=3 /(2 \ln (\alpha / 2)) \approx 1.953$ [12]. Furthermore, the variance of the height is bounded by a constant, as was proved independently by Drmota [6] and Reed [12], and also all higher moments are bounded by constants [6]. Drmota [7] gives a recent survey.

Beyond being an important data structure, binary search trees play a central role in the analysis of divide-and-conquer algorithms like quicksort [9, Section 5.2.2]. While quicksort needs $\Theta\left(n^{2}\right)$ comparisons in the worst case, the average number of comparisons is $2 n \log n-$ $\Theta(n)$ with a variance of $\left(7-\frac{2}{3} \pi^{2}\right) \cdot n^{2}-2 n \log n+O(n)$ as mentioned by Fill and Janson [8]. Quicksort and binary search trees are closely related: The height of the tree $T(\sigma)$ obtained from a sequence $\sigma$ is equal to the number of levels of recursion required by quicksort to sort $\sigma$. The number of comparisons, which corresponds to the total path length of $T(\sigma)$, is at most $n$ times the height of $T(\sigma)$.

Binary search trees are also related to the number of left-to-right maxima of a sequence, which is the number of new maxima seen while scanning a sequence from left to right. The number of left-to-right maxima of $\sigma$ is equal to the length of the rightmost path of the tree $T(\sigma)$, which means that left-to-right maxima provide an easy-to-analyze lower bound for the height of binary search trees. In the worst-case, the number of left-to-right maxima is $n$, while it is $\sum_{i=1}^{n} 1 / i \in \Theta(\log n)$ on average. The study of left-to-right maxima is also of independent interest. For instance, the number of times a data structure for keeping track of a bounding box of moving object needs to be updated is closely related to the number of left-to-right maxima (and minima) of the coordinate components of the objects. (See Basch et al. [2] for an introduction to data structures for mobile data.) Left-to-right maxima also play a role in the analysis of quicksort [13].

Given the discrepancies between average-case and worst-case behavior of binary search trees, quicksort, and the number of left-to-right maxima, the question arises of what happens in between when the randomness is limited.

Our results. We continue the smoothed analysis of binary search trees and quicksort begun by Banderier et al. [1] and Manthey and Reischuk [10]. However, we return to the original idea of smoothed analysis that input numbers are perturbed by adding random numbers. The perturbation model introduced by Spielman and Teng for the smoothed analysis of continuous problems like linear programming is appropriate for algorithms that process real numbers. In their model, each of the real numbers in the adversarial input is perturbed by adding a small Gaussian noise. This model of perturbation favors instances in the neighborhood of the adversarial input for a fairly natural and realistic notion of "neighborhood."

In our model the adversarial input sequence consists of $n$ real numbers in the interval $[0,1]$. Then, each of the real numbers is individually perturbed by adding a random number drawn
uniformly from an interval of size $d$, where $d=d(n)$ may depend on $n$. If $d<1 / n$, then the sorted sequence $(1 / n, 2 / n, 3 / n, \ldots, n / n)$ stays a sorted sequence and the smoothed height of binary search trees (as well as the performance of quicksort and the number of left-to-right maxima) is the same as in the worst-case. We always assume $d \geq 1 / n$ in the following.

We study the smoothed height of binary search trees, the smoothed number of comparisons made by quicksort, and the smoothed number of left-to-right maxima under additive noise. In each case we prove tight upper and lower bounds:

1. The smoothed number of left-to-right maxima is $\Theta(\sqrt{n / d}+\log n)$ as shown in Section 3. This result will be exploited in the subsequent sections.
2. The smoothed height of binary search trees is $\Theta(\sqrt{n / d}+\log n)$ as shown in Section 4.
3. The smoothed number of comparisons made by quicksort is $\Theta\left(\frac{n}{d+1} \sqrt{n / d}+n \log n\right)$ as shown in Section 5. Thus, the perturbation effect of $d \in \omega(1)$ is stronger than for $d \in o(1)$.

Already for $d \in \omega(1 / n)$, we obtain bounds that are asymptotically better than the worst-case bounds. For constant values of $d$, which correspond to a perturbation by a constant percentage like $1 \%$, the height of binary search trees drops from the worst-case height of $n$ to $O(\sqrt{n})$, and quicksort needs only $O\left(n^{3 / 2}\right)$ comparisons.

It is tempting to assume that results such as the above will hold in the same way for other distributions, such as the Gaussian distribution, with $d$ replaced by the standard deviation. We contribute a surprising result in Section 6: We present a well-behaved probability distribution (symmetric, monotone on the positive reals, smooth) for which sorting sequences can decrease the expected number of left-to-right maxima. This effect is quite counter-intuitive and the literature contains the claim that one can restrict attention to sorted sequences since they are the worst-case sequences also in the smoothed setting [3,4]. Our distribution refutes this claim.

Related work. The first smoothed analysis of quicksort, due to Banderier, Beier, and Mehlhorn [1], uses a perturbation model different from the one used in the present paper, namely a discrete perturbation model. Such models take discrete objects like permutations as input and again yield discrete objects like another permutation. Banderier et al. used p-partial permutations, which work as follows: An adversary chooses a permutation of the numbers $\{1, \ldots, n\}$ as sequence, every element of the sequence is marked independently with a probability of $p$, and then the marked elements are randomly permuted. Banderier et al. showed that the number of comparisons subject to $p$-partial permutations is $O\left(\frac{n}{p} \cdot \log n\right)$. Furthermore, they proved bounds on the smoothed number of left-to-right maxima subject to this model.

Manthey and Reischuk [10] analyzed the height of binary search trees under $p$-partial permutations. They proved a lower bound of $0.8 \cdot(1-p) \cdot \sqrt{n / p}$ and an asymptotically matching upper bound of $6.7 \cdot(1-p) \cdot \sqrt{n / p}$ for the smoothed tree height. For the number of left-to-right maxima, they showed a lower bound of $0.6 \cdot(1-p) \cdot \sqrt{n / p}$ and an upper bound of $3.6 \cdot(1-p) \cdot \sqrt{n / p}$.

Special care must be taken when defining perturbation models for discrete inputs: The perturbation should favor instances in the neighborhood of the adversarial instance, which requires a suitable definition of neighborhood in the first place, and the perturbation should preserve the global structure of the adversarial instance. Partial permutations have the first feature [10, Lemma 3.2], but destroy much of the global order of the adversarial sequence.

The smoothed number of left-to-right maxima for the additive noise model of the present paper was already considered by Damerow et al. [3-5]. They considered so-called kinetic data structures, which keep track of properties of a set of moving points like a bounding box for them or a convex hull, and they introduced the notion of smoothed motion complexity. They also considered left-to-right maxima since left-to-right maxima provide upper and lower bounds on the number of times a bounding box needs to be updated for moving points. For left-to-right maxima, Damerow et al. show an upper bound of $O(\sqrt{n \log n / d}+\log n)$ and a lower bound of $\Omega(\sqrt{n / d})$. In the present paper, we show that the exact bound is $\Theta(\sqrt{n / d}+\log n)$.

## 2 Preliminaries

Intervals of the real axis are denoted by $[a, b]=\{x \in \mathbb{R} \mid a \leq x \leq b\}$. To denote an interval that does not include an endpoint, we replace the square bracket next to the endpoint by a parenthesis. We denote sequences of real numbers by $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$, where $\sigma_{i} \in \mathbb{R}$. For $U=\left\{i_{1}, \ldots, i_{\ell}\right\} \subseteq\{1, \ldots, n\}$ with $i_{1}<i_{2}<\cdots<i_{\ell}$ let $\sigma_{U}=\left(\sigma_{i_{1}}, \sigma_{i_{2}}, \ldots, \sigma_{i_{\ell}}\right)$ denote the subsequence of $\sigma$ of the elements at positions in $U$.

We denote probabilities by $\mathbb{P}$ and expected values by $\mathbb{E}$. To bound large deviations from the expected value, we will use the Chernoff bound [11, Sect. 4.1] a couple of times: Let $X_{1}$, $\ldots, X_{n}$ be random variables with $\mathbb{P}\left(X_{i}=1\right)=p=1-\mathbb{P}\left(X_{i}=0\right)$. Let $X=\sum_{i=1}^{n} X_{i}$. Then $\mathbb{E}(X)=p n$ and, for every $\delta>0$, we have

$$
\mathbb{P}(X>(1+\delta) \cdot p n)<\left(\frac{\exp (\delta)}{(1+\delta)^{1+\delta}}\right)^{p n} .
$$

Throughout the paper, we will assume for the sake of clarity that numbers like $\sqrt{d}$ are integers and we do not write down the tedious floor and ceiling functions that are actually necessary. Since we are interested in asymptotic bounds, this does not affect the validity of the proofs.

### 2.1 Binary Search Trees, Left-To-Right Maxima, and Quicksort

Let $\sigma$ be a sequence of length $n$ consisting of pairwise distinct elements. For the following definitions, let $G=\left\{i \in\{1, \ldots, n\} \mid \sigma_{i}>\sigma_{1}\right\}$ be the set of positions of elements greater than $\sigma_{1}$, and let $S=\left\{i \in\{1, \ldots, n\} \mid \sigma_{i}<\sigma_{1}\right\}$ be the set of positions of elements smaller than $\sigma_{1}$.
From $\sigma$, we obtain a binary search tree $T(\sigma)$ by iteratively inserting the elements $\sigma_{1}, \ldots, \sigma_{n}$ into the initially empty tree as follows: The root of $T(\sigma)$ is $\sigma_{1}$. The left subtree of the root $\sigma_{1}$ is $T\left(\sigma_{S}\right)$, and the right subtree of $\sigma_{1}$ is $T\left(\sigma_{G}\right)$. The height of $T(\sigma)$ is the maximum number of nodes on any root-to-leaf path of $T(\sigma)$ : Let height $(\sigma)=1+\max \left\{\operatorname{height}\left(\sigma_{S}\right)\right.$, $\left.\operatorname{height}\left(\sigma_{G}\right)\right\}$, and let height $(\sigma)=0$ when $\sigma$ is the empty sequence.
The number of left-to-right maxima of $\sigma$ is the number of maxima seen when scanning $\sigma$ from left to right: let $\operatorname{ltrm}(\sigma)=1+\operatorname{ltrm}\left(\sigma_{G}\right)$, and let $\operatorname{ltrm}(\sigma)=0$ when $\sigma$ is the empty sequence. The number of left-to-right maxima of $\sigma$ is equal to the length of the rightmost path of $T(\sigma)$, so $\operatorname{ltrm}(\sigma) \leq \operatorname{height}(\sigma)$.

Quicksort is the following sorting algorithm: Given $\sigma$, we construct $\sigma_{S}$ and $\sigma_{G}$. To do this, all elements of $\left(\sigma_{2}, \ldots, \sigma_{n}\right)$ have to be compared to $\sigma_{1}$, which is called the pivot element. Then we sort $\sigma_{S}$ and $\sigma_{G}$ recursively to obtain $\tau_{S}$ and $\tau_{G}$, respectively. Finally, we output $\tau=\left(\tau_{S}, \sigma_{1}, \tau_{G}\right)$. The number $\mathrm{qs}(\sigma)$ of comparisons needed to sort $\sigma$ is thus $\mathrm{qs}(\sigma)=(n-1)+\mathrm{qs}\left(\sigma_{S}\right)+\mathrm{qs}\left(\sigma_{G}\right)$ if $\sigma$ has a length of $n \geq 1$, and $\mathrm{qs}(\sigma)=0$ when $\sigma$ is the empty sequence.

### 2.2 Perturbation Model

The perturbation model of additive noise is defined as follows: Let $d=d(n) \geq 0$ be the perturbation parameter ( $d$ may depend on $n$ ). Given a sequence $\sigma$ of $n$ numbers chosen by an adversary from the interval $[0,1]$, we draw a noise $\nu_{i}$ for each $i \in\{1, \ldots, n\}$ uniformly and independently from each other at random from the interval $[0, d]$. Then we obtain the perturbed sequence $\bar{\sigma}=\left(\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{n}\right)$ by adding $\nu_{i}$ to $\sigma_{i}$, that is, $\bar{\sigma}_{i}=\sigma_{i}+\nu_{i}$. Note that $\bar{\sigma}_{i}$ need no longer be an element of $[0,1]$, but $\bar{\sigma}_{i} \in[0, d+1]$. For $d>0$ all elements of $\bar{\sigma}$ are distinct with a probability of 1 .

For this model, we define the random variables $\operatorname{height}_{d}(\sigma), \mathrm{qs}_{d}(\sigma)$, and $\operatorname{ltrm}_{d}(\sigma)$, which denote the smoothed search tree height, smoothed number of quicksort comparisons, and smoothed number of left-to-right maxima, respectively, when the sequence $\sigma$ is perturbed by $d$-noise. Since the adversary chooses $\sigma$, our goal are bounds for $\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right)$, $\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\mathrm{qs}_{d}(\sigma)\right)$, and $\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{ltrm}_{d}(\sigma)\right)$. In the following, we will sometimes write height $(\bar{\sigma})$ instead of height ${ }_{d}(\sigma)$ if $d$ is clear from the context. Since $\bar{\sigma}$ is random, height $(\bar{\sigma})$ is also a random variable. Similarly, we will use $\operatorname{ltrm}(\bar{\sigma})$ and $\mathrm{qs}(\bar{\sigma})$.

The choice of the interval sizes is arbitrary since the model is invariant under scaling if we scale the perturbation parameter accordingly. This is summarized in the following lemma, which we will exploit a couple of times in the following.

Lemma 2.1. Let $b>a$ and $d>0$ be arbitrary real numbers, and let $d^{\prime}=d /(b-a)$. Then

$$
\max _{\sigma \in[a, b]^{n}} \mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right)=\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{height}_{d^{\prime}}(\sigma)\right) .
$$

For quicksort and the number of left-to-right maxima, we have analogous equalities.
As argued earlier, if $d<1 / n$, the adversary can specify $\sigma=(1 / n, 2 / n, 3 / n, \ldots, n / n)$ and adding the noise terms does not affect the order of the elements. This means that we get the worst-case height, number of comparisons, and number of left-to-right maxima. Because of this observation we will restrict our attention to $d \geq 1 / n$.

If $d$ is large, the noise will swamp out the original instance, and the order of the elements of $\bar{\sigma}$ will depend only on the noise rather than the original instance. For intermediate $d$, additive noise interpolates between average and worst case.

## 3 Smoothed Number of Left-To-Right Maxima

We start our analyses with the smoothed number of left-to-right maxima, which provides us with a lower bound on the height of binary search trees as well. Our aim for the present section is to prove the following theorem.

Theorem 3.1. For $d \geq 1 / n$, we have

$$
\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{ltrm}_{d}(\sigma)\right) \in \Theta(\sqrt{n / d}+\log n) .
$$

The lower bound of $\Omega(\sqrt{n / d}+\log n)$ has already been stated by Damerow et al. [3, 4], so we prove only the upper bound. The following notations will be helpful: For $j \leq 0$, let $\sigma_{j}=\nu_{j}=0$. This allows us to define $\delta_{i}=\sigma_{i}-\sigma_{i-\sqrt{n d}}$ for all $i \in\{1, \ldots, n\}$. We define
$I_{i}=\{j \in\{1, \ldots, n\} \mid i-\sqrt{n d} \leq j<i\}$ to be the set of the $\left|I_{i}\right|=\min \{i-1, \sqrt{n d}\}$ positions that precede $i$.

To prove the upper bound for the smoothed number of left-to-right maxima, we proceed in two steps: First, a "bubble-sorting argument" is used to show that the adversary should choose a sorted sequence. Note that this is not as obvious as it may seem since in Section 6 we show that this bubble-sorting argument does not apply to all distributions. Second, we prove that the expected number of left-to-right maxima of sorted sequences is $O(\sqrt{n / d}+\log n)$, which improves the bound of $O(\sqrt{n \log n / d}+\log n)$ given by Damerow et al. [3, 4].

Lemma 3.2. For every sequence $\sigma$ and its sorted version $\tau$, we have

$$
\mathbb{E}\left(\operatorname{ltr}_{d}(\sigma)\right) \leq \mathbb{E}\left(\operatorname{ltrm}_{d}(\tau)\right)
$$

Proof. We prove the lemma by "bubble-sorting" $\sigma$. If $\sigma$ is already sorted, then there is nothing to show. Otherwise, there exist adjacent $\sigma_{i}$ and $\sigma_{i+1}$ with $\sigma_{i}>\sigma_{i+1}$. Our aim is to show that $\mathbb{E}\left(\operatorname{ltrm}_{d}(\sigma)\right) \leq \mathbb{E}\left(\operatorname{ltrm}_{d}(\tau)\right)$, where $\tau$ is obtained from $\sigma$ by swapping $\sigma_{i}$ and $\sigma_{i+1}$. Then the claim follows by iteratively applying this argument.

After perturbation with $\nu$, we obtain $\bar{\sigma}$ and $\bar{\tau}$, where $\bar{\tau}_{i}=\tau_{i}+\nu_{i+1}=\sigma_{i+1}+\nu_{i+1}$ and $\bar{\tau}_{i+1}=\tau_{i+1}+\nu_{i}=\sigma_{i}+\nu_{i}$. Now we analyze the number of left-to-right maxima of $\bar{\sigma}$ and $\bar{\tau}$. To do this, let $\delta=\sigma_{i}-\sigma_{i+1}>0$. We distinguish two cases. First, we condition on $\nu_{i} \in[0, d-\delta]$ and $\nu_{i+1} \in[\delta, d]$. In this case, both $\left(\bar{\sigma}_{i}, \bar{\sigma}_{i+1}\right)$ and $\left(\bar{\tau}_{i}, \bar{\tau}_{i+1}\right)$ are pairs of random numbers, all of which lie uniformly in the interval $\left[\sigma_{i}, \sigma_{i+1}+d\right]$. Then the expected numbers of left-toright maxima of $\bar{\sigma}$ and $\bar{\tau}$ are equal. Second, we condition on the event that $\nu_{i} \in(d-\delta, d]$ or $\nu_{i+1} \in[0, \delta)$. In either case, both $\bar{\sigma}_{i}>\bar{\sigma}_{i+1}$ and $\bar{\tau}_{i}<\bar{\tau}_{i+1}$ hold. Then $\bar{\sigma}_{i+1}$ cannot be a left-to-right maximum in $\bar{\sigma}$, and if $\bar{\sigma}_{i}$ is a left-to-right maximum in $\bar{\sigma}$, then so is $\bar{\tau}_{i+1}$ in $\bar{\tau}$. Since the case distinction is exhaustive, the lemma is proved.

Lemma 3.3. For every sequence $\sigma$ of length $n$ and all $d \geq 1 / n$, we have

$$
\mathbb{E}\left(\operatorname{ltrm}_{d}(\sigma)\right) \in O(\sqrt{n / d}+\log n)
$$

Proof. By Lemma 3.2 we can restrict ourselves to proving the lemma for sorted sequences $\sigma$. We estimate the probability that a given $\bar{\sigma}_{i}$ for $i \in\{1, \ldots, n\}$ is a left-to-right maximum. Then the bound follows by the linearity of expectation. To bound the probability that $\bar{\sigma}_{i}$ is a left-to-right maximum (ltrm), consider the following computation:

$$
\begin{align*}
& \mathbb{P}\left(\bar{\sigma}_{i} \text { is an ltrm }\right) \\
\leq & \mathbb{P}\left(\forall j \in I_{i}: \nu_{j}<\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}\right)  \tag{1}\\
\leq & \mathbb{P}\left(d<\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}\right)+\int_{0}^{d-\delta_{i}} \mathbb{P}\left(\forall j \in I_{i}: \nu_{j}<\sigma_{i}+x-\sigma_{i-\sqrt{n d}}\right) \cdot \frac{1}{d} \mathrm{~d} x  \tag{2}\\
\leq & \frac{\delta_{i}}{d}+\int_{0}^{d} \mathbb{P}\left(\forall j \in I_{i}: \nu_{j}<x\right) \cdot \frac{1}{d} \mathrm{~d} x  \tag{3}\\
\leq & \frac{\delta_{i}}{d}+\mathbb{P}\left(\forall j \in I_{i}: \nu_{j}<\nu_{i}\right)=\frac{\delta_{i}}{d}+\frac{1}{\left|I_{i}\right|+1} . \tag{4}
\end{align*}
$$

To see that (1) holds, assume that $\bar{\sigma}_{i}$ is a left-to-right maximum. Then $\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}$ must be larger than the noises of all the elements in the index range $I_{i}$, for if the noise $\nu_{j}$ of some element $\sigma_{j}$ were larger than $\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}$, then $\bar{\sigma}_{j}=\sigma_{j}+\nu_{j}$ would be larger than $\sigma_{j}+\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}$. Since
the sequence is sorted, we would get $\sigma_{j}+\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}} \geq \bar{\sigma}_{i}$, and $\bar{\sigma}_{i}$ would not be a left-to-right maximum.

For (2), first observe that $\nu_{j}<\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}$ is surely the case for all $j \in I_{i}$ if $d<\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}$. So, consider the case $d \geq \bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}=\delta_{i}+\nu_{i}$. Then $\nu_{i} \in\left[0, d-\delta_{i}\right]$ and we can rewrite $\mathbb{P}\left(\forall j \in I_{i}: \nu_{j}<\delta_{i}+\nu_{i}\right)$ as $\int_{0}^{d-\delta_{i}} \mathbb{P}\left(\forall j \in I_{i}: \nu_{j}<\delta_{i}+x\right) \cdot \frac{1}{d} \mathrm{~d} x$, where $\frac{1}{d}$ is the density of the random variable $\nu_{i}$. For (3) observe that $d<\bar{\sigma}_{i}-\sigma_{i-\sqrt{n d}}$ is equivalent to $d-\delta_{i}<\nu_{i}$ and the probability of this is $\delta_{i} / d$. Furthermore, we performed an index shift in the integral. In (4), we replaced the integral by a probability once more and get the final result.

Let us bound $\sum_{i=1}^{n} \delta_{i}$. We have $\sum_{i=1}^{n} \delta_{i}=\sum_{i=1}^{n}\left(\sigma_{i}-\sigma_{i-\sqrt{n d}}\right)=\sum_{i=n-\sqrt{n d}+1}^{n} \sigma_{i} \leq \sqrt{n d}$. The second equality holds since most $\sigma_{i}$ cancel themselves out and $\sigma_{i}=0$ for $i \leq 0$. The inequality holds since there are $\sqrt{n d}$ summands. We complete the proof by bounding $1 /\left(\left|I_{i}\right|+1\right)=$ $1 / \min \{i, \sqrt{n d}+1\}$ by $1 / i+1 / \sqrt{n d}$ and summing over all $i$ :

$$
\mathbb{E}\left(\operatorname{ltrm}_{d}(\sigma)\right) \leq \sum_{i=1}^{n} \frac{\delta_{i}}{d}+\sum_{i=1}^{n} \frac{1}{\left|I_{i}\right|+1} \leq \frac{\sqrt{n d}}{d}+\sum_{i=1}^{n} \frac{1}{i}+\frac{n}{\sqrt{n d}} \in O(\sqrt{n / d}+\log n) .
$$

## 4 Smoothed Height of Binary Search Trees

In this section we prove our first main result, an exact bound on the smoothed height of binary search trees under additive noise. The bound is the same as for left-to-right maxima, as stated in the following theorem.

Theorem 4.1. For $d \geq 1 / n$, we have

$$
\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) \in \Theta(\sqrt{n / d}+\log n)
$$

In the rest of this section, we prove this theorem. We have to prove an upper and a lower bound, but the lower bound follows directly from the lower bound of $\Omega(\sqrt{n / d}+\log n)$ for the smoothed number of left-to-right maxima (the number of left-to-right maxima in a sequence is the length of the rightmost path of the sequence's search tree). Thus, we only need to focus on the upper bound. To prove the upper bound of $O(\sqrt{n / d}+\log n)$ on the smoothed height of binary search trees, we need some preparations. In the next subsection we introduce the concept of increasing and decreasing runs and show how they are related to binary search tree height. As we will see, bounding the length of these runs implicitly bounds the height of binary search trees. This allows us to prove the upper bound on the smoothed height of binary search trees in the main part of this section.

### 4.1 Increasing and Decreasing Runs

In order to analyze the smoothed height of binary search trees, we introduce a related measure for which an upper bound is easier to obtain. Given a sequence $\sigma$, consider a root-to-leaf path of the tree $T(\sigma)$. We extract two subsequences $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ and $\beta=\left(\beta_{1}, \ldots, \beta_{\ell}\right)$ from this path according to the following algorithm: We start at the root. When we are at an element $\sigma_{i}$ of the path, we look at the direction in which the path continues from $\sigma_{i}$. If it continues with the right child of $\sigma_{i}$, we append $\sigma_{i}$ to $\alpha$; if it continues with the left child, we append $\sigma_{i}$ to


Figure 1: The tree $T(\sigma)$ obtained from the sequence $\sigma=(7,8,13,3,2,10,9,6,4,12,14,1,5,11)$. We have height $(\sigma)=6$. The root-to-leaf path ending at 11 yields the increasing run $\alpha=(7,8,10,11)$ and the decreasing run $\beta=(13,12,11)$.
$\beta$; and if $\sigma_{i}$ is a leaf (has no children), then we append $\sigma_{i}$ to both $\alpha$ and $\beta$. This construction ensures $\alpha_{1}<\cdots<\alpha_{k}=\beta_{\ell}<\cdots<\beta_{1}$ and the length of $\sigma$ is $k+\ell-1$. Figure 1 shows an example of how $\alpha$ and $\beta$ are constructed.

A crucial property of the sequence $\alpha$ is the following: Let $\alpha_{i}=\sigma_{j_{i}}$ for all $i \in\{1, \ldots, k\}$ with $j_{1}<j_{2}<\cdots<j_{k}$. Then none of $\sigma_{1}, \ldots, \sigma_{j_{i}-1}$ lies in the interval ( $\alpha_{i}, \alpha_{i+1}$ ), for otherwise $\alpha_{i}$ and $\alpha_{i+1}$ cannot be on the same root-to-leaf path. A similar property holds for the sequence $\beta$ : No element of $\sigma$ prior to $\beta_{i}$ lies in the interval $\left(\beta_{i+1}, \beta_{i}\right)$. We introduce a special name for sequences with this property.

Definition 4.2. An increasing run of a sequence $\sigma$ is a subsequence $\left(\sigma_{i_{1}}, \sigma_{i_{2}}, \ldots, \sigma_{i_{k}}\right.$ ) with the following property: For every $j \in\{1, \ldots, k-1\}$, no element of $\sigma$ prior to $\sigma_{i_{j}}$ lies in the interval $\left(\sigma_{i_{j}}, \sigma_{i_{j+1}}\right)$. Analogously, a decreasing run of $\sigma$ is a subsequence $\left(\sigma_{i_{1}}, \ldots, \sigma_{i_{\ell}}\right)$ with $\sigma_{i_{1}}>\cdots>\sigma_{i_{\ell}}$ such no element prior to $\sigma_{i_{j}}$ lies in the interval $\left(\sigma_{i_{j+1}}, \sigma_{i_{j}}\right)$.

Let $\operatorname{inc}(\sigma)$ and $\operatorname{dec}(\sigma)$ denote the length of the longest increasing and decreasing run of $\sigma$, respectively. Furthermore, let $\operatorname{dec}_{d}(\sigma)$ and $\operatorname{inc}_{d}(\sigma)$ denote the length of the longest runs under $d$-noise. In Figure 1, we have $\operatorname{inc}(\sigma)=4$ because of $(7,8,10,12)$ or $(7,8,13,14)$ and $\operatorname{dec}(\sigma)=4$ because of $(7,3,2,1)$.

Since every root-to-leaf path can be divided into an increasing and a decreasing run, we immediately obtain the following lemma.

Lemma 4.3. For every sequence $\sigma$ and all $d$ we have

$$
\begin{aligned}
\operatorname{height}(\sigma) & \leq \operatorname{dec}(\sigma)+\operatorname{inc}(\sigma), \\
\mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) & \leq \mathbb{E}\left(\operatorname{dec}_{d}(\sigma)+\operatorname{inc}_{d}(\sigma)\right) .
\end{aligned}
$$

In terms of upper bounds, $\operatorname{dec}(\sigma)$ and $\operatorname{inc}(\sigma)$ as well as $\operatorname{dec}_{d}(\sigma)$ and $\operatorname{inc}_{d}(\sigma)$ behave equally. The reason is that given a sequence $\sigma$, the sequence $\tau$ with $\tau_{i}=1-\sigma_{i}$ has the properties $\operatorname{dec}(\sigma)=\operatorname{inc}(\tau)$ and $\mathbb{E}\left(\operatorname{dec}_{d}(\sigma)\right)=\mathbb{E}\left(\operatorname{inc}_{d}(\tau)\right)$. This observation together with Lemma 4.3 proves the next lemma.

Lemma 4.4. For all $d$, we have

$$
\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) \leq 2 \cdot \max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{inc}_{d}(\sigma)\right) .
$$

The lemma states that in order to bound the smoothed height of search trees from above we can instead bound the smoothed length of increasing or decreasing runs. To simplify the analysis even further, we show that we can once more restrict our attention to sorted sequences.

Lemma 4.5. For every sequence $\sigma$ and its sorted version $\tau$, we have

$$
\mathbb{E}\left(\operatorname{inc}_{d}(\sigma)\right) \leq \mathbb{E}\left(\operatorname{inc}_{d}(\tau)\right)
$$

Proof. We sort $\sigma$ successively as we already did to prove Lemma 3.2. Assume that $\sigma_{i}>\sigma_{i+1}$ for some $i$ and let $\delta=\sigma_{i}-\sigma_{i+1}>0$. We show $\mathbb{E}\left(\operatorname{inc}_{d}(\sigma)\right) \leq \mathbb{E}\left(\operatorname{inc}_{d}(\tau)\right)$, where $\tau$ is obtained from $\sigma$ by swapping $\sigma_{i}$ and $\sigma_{i+1}$. Let $\nu$ denote the noise vector added to $\sigma$ and $\tau$. Then $\bar{\tau}_{i}=\tau_{i}+\nu_{i+1}=\sigma_{i+1}+\nu_{i+1}$ and $\bar{\tau}_{i+1}=\tau_{i+1}+\nu_{i}=\sigma_{i}+\nu_{i}$.

We distinguish two cases. First, we condition on $\nu_{i} \in[0, d-\delta]$ and $\nu_{i+1} \in[\delta, d]$. Similar to the argument in Lemma 3.2, both $\left(\bar{\sigma}_{i}, \bar{\sigma}_{i+1}\right)$ and $\left(\bar{\tau}_{i}, \bar{\tau}_{i+1}\right)$ are pairs of random numbers, all of which lie uniformly in the interval $\left[\sigma_{i}, \sigma_{i+1}+d\right]$, and the expected values of $\operatorname{inc}_{d}(\sigma)$ and $\operatorname{inc}_{d}(\tau)$ are equal.

Second, we condition on the events that $\nu_{i} \in(d-\delta, d]$ or $\nu_{i+1} \in[0, \delta)$. In either case, $\bar{\sigma}_{i}>\bar{\sigma}_{i+1}$ and $\bar{\tau}_{i}<\bar{\tau}_{i+1}$. Thus, every increasing run of $\bar{\sigma}$ corresponds to an increasing run of $\bar{\tau}$ : If the run of $\bar{\sigma}$ uses neither $\bar{\sigma}_{i}$ nor $\bar{\sigma}_{i+1}$, this is obvious. If the run of $\bar{\sigma}$ uses $\bar{\sigma}_{i}$, then we get the same run of $\bar{\tau}$, where now $\bar{\tau}_{i+1}$ is used. The run cannot be interrupted by $\bar{\tau}_{i}$ because $\bar{\tau}_{i}<\bar{\tau}_{i+1}$. If the run of $\bar{\sigma}$ uses $\bar{\sigma}_{i+1}$, then we obtain a run of the same length using $\bar{\tau}_{i}$. This run is also an increasing run since the only difference of $\bar{\sigma}$ and $\bar{\tau}$ is that now the larger element $\bar{\tau}_{i+1}$ appears after $\bar{\tau}_{i}$. Finally, the run of $\bar{\sigma}$ cannot use both $\bar{\sigma}_{i}$ and $\bar{\sigma}_{i+1}$ because of $\bar{\sigma}_{i+1}<\bar{\sigma}_{i}$. Thus, we have $\operatorname{inc}(\bar{\sigma}) \leq \operatorname{inc}(\bar{\tau})$, which proves the lemma.

### 4.2 Upper Bound on the Smoothed Height of Binary Search Trees

We are now ready to prove the upper bound for binary search trees by proving an upper bound on the smoothed length of increasing runs of sorted sequences. For this, we prove four lemmas, the last of which claims exactly the desired upper bound.

Lemma 4.6 deals with $d=1$ and states that $\mathbb{E}\left(\operatorname{height}_{1}(\sigma)\right) \in O(\sqrt{n})$ for every sequence $\sigma$.
Lemma 4.7 states that in order to bound tree heights, we can divide sequences into (possibly overlapping) parts and consider the height of the trees induced by the subsequences individually. A less general form of the lemma has already been shown by Manthey and Reischuk [10, Lemma 4.1].

Lemma 4.8 establishes that if $d=n / \log ^{2} n$, a perturbed sequence behaves the same way as a completely random sequence with respect to the smoothed length of its longest increasing run. The core idea is to partition the sequence into a set of "completely random" elements, which behave as expected, and two sets of more bothersome elements lying in a small range. As we will see, the number of bothersome elements is roughly $\log ^{2} n$ and since the range of values of these elements is small, we can use the result $\mathbb{E}\left(\operatorname{height}_{1}(\sigma)\right) \in O(\sqrt{n})$ to show that their contribution to the length on an increasing run is just $O(\log n)$.

Finally, in Lemma 4.9 we allow general $d \geq 1 / n$. This case turns out to be reducible to the case $d=n / \log ^{2} n$ by scaling the numbers according to Lemma 2.1.

For the proofs of the lemmas, two technical terms will be helpful: For a given real interval $I=[a, b]$, we say that a position $i$ of $\sigma$ is eligible for $I$ if $\bar{\sigma}_{i}$ can assume any value in $I$. In other words, $i$ is eligible for $[a, b]$ if $\sigma_{i} \leq a$ and $\sigma_{i}+d \geq b$. Furthermore, we say that $i$ is regular if $\bar{\sigma}_{i}$ actually lies inside $I$.

Lemma 4.6. For every sequence $\sigma$, we have

$$
\mathbb{E}\left(\operatorname{inc}_{1}(\sigma)\right) \in O(\sqrt{n}) .
$$

Proof. Let us take a closer look at increasing runs. Every increasing run of a sequence $\bar{\sigma}$ starts with a number of left-to-right maxima. However, after the first element that is not a left-toright maximum, the run does not contain any more left-to-right maxima. More formally: If $\alpha_{1}, \ldots, \alpha_{\ell}$ is an increasing run of $\bar{\sigma}$, then there exists a $k \in\{0,1, \ldots, \ell\}$ such that $\alpha_{1}, \ldots, \alpha_{k}$ are left-to-right maxima of $\bar{\sigma}$ while $\alpha_{k+1}, \ldots, \alpha_{\ell}$ are not. Furthermore, if $\bar{\sigma}_{i}$ is the first left-to-right maximum after $\alpha_{k}$, then the remaining elements $\alpha_{k+1}, \ldots, \alpha_{\ell}$ all lie in the interval $\left[\alpha_{k}, \bar{\sigma}_{i}\right]$.

Due to this property, it suffices to a) bound $\mathbb{E}\left(\operatorname{ltrm}_{1}(\sigma)\right)$ and $\left.b\right)$ bound the maximum length of an increasing run such that the values of the elements of the run lie between the values of two consecutive left-to-right maxima. By Lemma 3.3, we have $\mathbb{E}\left(\operatorname{ltrm}_{1}(\sigma)\right) \in O(\sqrt{n})$, so let us focus on b). For the bound we prove two claims and for the formulation of these claims the following definition is helpful: We say that a set of numbers $x_{i}$ is $\varepsilon$-dense for an interval $I$ if every interval $J \subseteq I$ of length $\varepsilon$ contains at least one $x_{i}$.

Claim 1. Let $a \leq s<b$, let $y_{1}, \ldots, y_{\sqrt{n}} \in[a, s]$, and let $x_{1}, \ldots, x_{\sqrt{n}}$ be random variables where $x_{i}$ is uniformly distributed in the interval $\left[y_{i}, b\right]$. Then the $x_{i}$ are $\left((b-a) n^{-1 / 4}\right)$-dense for the interval $[s, b]$ with a probability of at least $1-\exp \left(-\Theta\left(n^{1 / 4}\right)\right)$.

Proof. By a scaling argument similar to Lemma 2.1, it suffices to consider the case $a=0$, $b=1$, and $s \in[0,1]$. We divide the interval $[s, 1]$ into subintervals $I_{1}, I_{2}, \ldots, I_{k}$, where

$$
I_{j}=\left[s+(j-1) \cdot n^{-1 / 4} / 2, s+j \cdot n^{-1 / 4} / 2\right]
$$

and $k=\left\lfloor(1-s) \cdot 2 n^{1 / 4}\right\rfloor$. The interval $\left[s+k \cdot n^{-1 / 4} / 2,1\right]$ is not covered by an $I_{j}$ if $(1-s) \cdot 2 n^{1 / 4}$ is not integral. But this does not cause any harm since the length of $\left[s+k \cdot n^{-1 / 4} / 2,1\right]$ is less than $n^{-1 / 4}$.

Every interval $J \subseteq[s, 1]$ of length $n^{-1 / 4}$, which is twice the length of an $I_{j}$, contains at least one $I_{j}$ as a subinterval. Thus, if every $I_{j}$ contains at least one $x_{i}$, every interval of length at least $n^{-1 / 4}$ also contains at least one $x_{i}$. The probability that any fixed element $x_{i}$ does not assume a value in $I_{j}$ is at most $1-n^{-1 / 4} / 2$. Thus, and since $1+x \leq \exp (x)$ for all $x \in \mathbb{R}$, the probability that $I_{j}$ does not contain any $x_{i}$ is at most

$$
\left(1-\frac{n^{-1 / 4}}{2}\right)^{\sqrt{n}} \leq \exp \left(-n^{1 / 4} / 2\right)
$$

Using the union bound, we obtain that the probability that there exists an empty $I_{j}$ is at $\operatorname{most} k \cdot \exp \left(-n^{1 / 4} / 2\right) \in \exp \left(-\Theta\left(n^{1 / 4}\right)\right)$.

Claim 2. Let $k \leq n$, let $\tau=\left(\tau_{1}, \ldots, \tau_{k}\right)$ be the sequence obtained by sorting ( $\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{k}$ ), and let $\tau_{0}=0$. Let $j \in\{1, \ldots, k\}$, and let $I=\left[\tau_{j-1}, \tau_{j}\right]$. Let $\bar{\sigma}_{\ell_{1}}, \ldots, \bar{\sigma}_{\ell_{\sqrt{n}}}$ be the first $\sqrt{n}$ elements of $\bar{\sigma}$ that fall into $I$ if $\sqrt{n}$ such elements exist. Let $s=\max \left\{\tau_{j-1}, \sigma_{\ell_{\sqrt{n}}}\right\}$. Then the set $\left\{\bar{\sigma}_{\ell_{1}}, \ldots, \bar{\sigma}_{\ell_{\sqrt{n}}}\right\}$ is $\left(\left(\tau_{j}-\tau_{j-1}\right) n^{-1 / 4}\right)$-dense for the interval $\left[s, \tau_{j}\right]$ with a probability of at least $1-\exp \left(-\Theta\left(n^{1 / 4}\right)\right)$.

Proof. The claim follows from the first claim by setting $a=\tau_{j-1}, b=\tau_{j}$, and $y_{i}=\max \left\{a, \sigma_{\ell_{i}}\right\}$ for all $i \in\{1, \ldots, \sqrt{n}\}$. We have added the element $\tau_{0}=0$ so that the interval $\left[0, \tau_{1}\right]$ does not require special attention. Each $\bar{\sigma}_{\ell_{i}}$ is uniformly distributed in $\left[y_{i}, b\right]=\left[\max \left\{a, \sigma_{\ell_{i}}\right\}, \tau_{j}\right]$. Finally, $y_{i}=\max \left\{a, \sigma_{\ell_{i}}\right\} \in[a, s]=\left[\tau_{j-1}, \max \left\{\tau_{j-1}, \sigma_{\ell_{\sqrt{n}}}\right\}\right]$ since $\sigma$ is a sorted sequence.

Let us return to our original aim: We wish to bound the length of an increasing run for which the values of the run all lie between the values of two consecutive left-to-right maxima. The idea is to apply Claim 2 twice. Each time, with high probability, if we consider additional $\sqrt{n}$ elements of the run, their values must be dense for a smaller and smaller interval. After having applied the claim twice, the interval is so small that, again with high probability, the interval can only contain a small number of elements - which proves that the total number of elements in the run cannot be large. In the following, we discuss this argument in detail.

Let $a=\bar{\sigma}_{i}$ be a left-to-right maximum of $\bar{\sigma}$, and let $b=\bar{\sigma}_{k}>a$ be the next left-to-right maximum after $a$, that is, $k>i$ is chosen minimally such that $\bar{\sigma}_{k}>a$. If less than $\sqrt{n}$ elements assume a value in $[a, b]$, then these elements contribute at most $\sqrt{n}$ to the length of an increasing run (recall that all elements of an increasing run must lie inside the interval $[a, b]$ if $a$ and $b$ are consecutive left-to-right maxima). Otherwise, we apply Claim 2 for $j=k$ : The first $\sqrt{n}$ elements of $\bar{\sigma}$ that are inserted into $[a, b]$ lie $\left((b-a) n^{-1 / 4}\right)$-densely in $[s, b]$ with a probability of at least $1-\exp \left(-\Theta\left(n^{1 / 4}\right)\right)$. If this not the case (despite the high probability), we call the situation a failure, which will be dealt with later.
Among the first $\sqrt{n}$ elements in $[a, b]$, let $c_{1}<\cdots<c_{m}$ be the elements in $[s, b]$ in increasing order. Let $c_{0}=s$ and $c_{m+1}=b$. Then, after inserting these $m$ elements into $[s, b]$, any increasing run whose elements assume values in $[s, b]$ can only be continued with elements of a subinterval $J=\left[c_{i-1}, c_{i}\right]$. The length $c_{i}-c_{i-1}$ of $J$ is at most $(b-a) n^{-1 / 4} \leq 2 n^{-1 / 4}$ since the first $\sqrt{n}$ elements are $\left((b-a) n^{-1 / 4}\right)$-dense in $[s, b]$. We apply the same argument once more: If less than $\sqrt{n}$ elements fall into $J$, then they contribute at most $\sqrt{n}$ to the length of an increasing run. Otherwise, we can apply Claim 2 again: The probability that after inserting $\sqrt{n}$ elements into $J$ there is a subinterval of $J$ of length at least $\left(c_{i}-c_{i-1}\right) n^{-1 / 4}$ that does not contain an element is at most $\exp \left(-\Theta\left(n^{1 / 4}\right)\right)$. If this nevertheless happens, we again call this a failure and deal with it later on.

We can now conclude that the values of all elements of an increasing run that we have not yet dealt with must lie in an interval of size at most $\left(c_{i}-c_{i-1}\right) n^{-1 / 4} \leq 2 n^{-1 / 2}$. The expected number of elements that fall into such an interval is at most $2 \sqrt{n}$. By the Chernoff bound, the probability that such an interval contains more than $4 \sqrt{n}$ elements is at most $\exp (-\Omega(\sqrt{n}))$. Again, we call it a failure if this nevertheless happens.

To finish the proof, we first estimate the length of the longest increasing run given that we have no failures. Second, we show that failures happen only with a negligible probability and contribute only little to the expected value of inc $(\bar{\sigma})$.

If we have no failure, then the expected length of any increasing run is at most $\mathbb{E}(\operatorname{ltrm}(\bar{\sigma}))$ plus $\sqrt{n}$ for the first $\sqrt{n}$ elements that fall between two consecutive left-to-right maxima plus $\sqrt{n}$ for the first $\sqrt{n}$ elements that fall into one interval of length at most $2 n^{-1 / 4}$ plus $4 \cdot \sqrt{n}$, which is the maximum number of elements in an interval of length $2 / \sqrt{n}$. Altogether, we have $\operatorname{inc}(\bar{\sigma}) \in O(\sqrt{n})$ in this case.

Failures can happen due to the following three events: First, there is an interval of length at most $2 n^{-1 / 4}$ between two left-to-right maxima that does not contain one of the first $\sqrt{n}$ elements that fall between these left-to-right maxima. Second, there is an interval of length at most $2 / \sqrt{n}$ that does not contain any of the first $\sqrt{n}$ elements after the second phase. Third,
any interval of length $2 / \sqrt{n}$ contains more than $4 \sqrt{n}$ elements.
Overall, there are at most $O(n)$ pairs of consecutive left-to-right maxima between which a failure can happen. Furthermore, there are at most $O(n)$ pairs of consecutive elements $a$ and $b$ between which a failure can happen. Finally, there are at most $O(n)$ intervals of length at most $2 / \sqrt{n}$ where a failure can happen. (These are very rough estimates.) By taking a union bound, the overall probability of failure is thus at most $O\left(n \cdot \exp \left(-\Omega\left(n^{1 / 4}\right)\right)\right)$. If we have failure, then we bound $\operatorname{inc}(\bar{\sigma})$ by the trivial upper bound of $n$. This contributes only $O\left(n^{2} \cdot \exp \left(-\Omega\left(n^{1 / 4}\right)\right)\right) \subseteq$ $o(1)$ to the expected value, which completes the proof of Lemma 4.6.

Lemma 4.7. For every sequence $\sigma$, all $d$, and every covering $U_{1}, \ldots, U_{k}$ of $\{1, \ldots, n\}$ (which means $\left.\bigcup_{i=1}^{k} U_{i}=\{1, \ldots, n\}\right)$, we have

$$
\begin{aligned}
\operatorname{height}(\sigma) & \leq \sum_{i=1}^{k} \operatorname{height}\left(\sigma_{U_{i}}\right) \\
\mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) & \leq \sum_{i=1}^{k} \mathbb{E}\left(\operatorname{height}_{d}\left(\sigma_{U_{i}}\right)\right)
\end{aligned}
$$

Proof. Let $U_{1}, \ldots, U_{k}$ cover $\{1, \ldots, n\}$. For a fixed $i$, let $a$ and $b$ with $a<b$ be two elements of $\sigma_{U_{i}}$ that do not lie on the same root-to-leaf path in $T\left(\sigma_{U_{i}}\right)$. Then there exists a $c$ prior to $a$ and $b$ in $\sigma_{U_{i}}$ with $a<c<b$, which implies that $a$ and $b$ do not lie on the same root-to-leaf path in the tree $T(\sigma)$ either. Now consider a root-to-leaf path $p$ of $T(\sigma)$ that has a length of height $(\sigma)$. Let $p_{U_{i}}$ be $p$ restricted to elements of $\sigma_{U_{i}}$ and let $\ell_{U_{i}}$ its length. Then $\sum_{i=1}^{k} \operatorname{height}\left(\sigma_{U_{i}}\right) \geq \sum_{i=1}^{k} \ell_{U_{i}} \geq \operatorname{height}(\sigma)$, because the $U_{i}$ cover $\{1, \ldots, n\}$.

The second inequality follows directly from the first since taking expectation is a monotone operation.

Lemma 4.8. For every sequence $\sigma$ and for $d=n / \log ^{2} n$, we have

$$
\mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) \in O(\log n)
$$

Proof. Recall that a position $i$ is called eligible for an interval if $\bar{\sigma}_{i}$ could be any value in the interval, and it is called regular if it actually lies in the interval. All positions are eligible for $[1, d]$.

Let $\bar{\sigma}$ be a perturbed sequence and let $R$ be the set of regular positions with respect to $[1, d]$. A sufficient condition for $i$ being regular is $\nu_{i} \in[1, d-1]$. Let $F=\left\{i \in\{1, \ldots, n\} \mid \nu_{i} \leq 1\right\}$ and $B=\left\{i \in\{1, \ldots, n\} \mid \nu_{i} \geq d-1\right\}$ denote the sets of positions $i$ that are possibly not regular because $\nu_{i}$ is either too small or too large.

The three sets $R, F$, and $B$ are usually not disjoint, but they cover $\{1, \ldots, n\}$, which allows us to apply Lemma 4.7 in the following way: If we can individually bound the expected values of height ${ }_{d}\left(\sigma_{R}\right)$, height ${ }_{d}\left(\sigma_{F}\right)$ and height ${ }_{d}\left(\sigma_{B}\right)$ by $O(\log n)$, we are done.

Let us start with $\mathbb{E}\left(\operatorname{height}\left(\sigma_{R}\right)\right)$. Given that a position $i$ is regular, the element $\bar{\sigma}_{i}$ is uniformly distributed in $[1, d]$ and, thus, the order of the elements of $\bar{\sigma}_{R}$ is random with all permutations being equally likely. This implies that $\mathbb{E}\left(\operatorname{height}\left(\bar{\sigma}_{R}\right)\right) \in O(\log |R|) \subseteq O(\log n)$.

It remains to deal with $\bar{\sigma}_{F}$ and $\bar{\sigma}_{B}$. The distributions of height $\left(\bar{\sigma}_{F}\right)$ and height $\left(\bar{\sigma}_{B}\right)$ are clearly identical, so it suffices to analyze height $\left(\bar{\sigma}_{F}\right)$. For this, take a different look at how $\bar{\sigma}_{F}$ is generated: We can think of this as first flipping a coin for every $i \in\{1, \ldots, n\}$ to determine $i \in F$ with the coin being extremely biased so that $\mathbb{P}(i \in F)=1 / d=\left(\log ^{2} n\right) / n$ holds. After we have chosen $F$, we draw $\nu_{i}$ for each $i \in F$ uniformly at random from the interval $[0,1]$.

By the Chernoff bound, the probability that $\bar{\sigma}_{F}$ contains more than $2 \log ^{2} n$ elements is less than $n^{-(\log n) / 3}$. If $\bar{\sigma}_{F}$ indeed contains more elements, we bound height $\left(\bar{\sigma}_{F}\right)$ by $n$. This contributes only $n^{-(\log n) / 3} \cdot n \in o(1)$ to the expected value of height $\left(\bar{\sigma}_{F}\right)$.

We can apply Lemma 4.6 to $\sigma_{F}$, where $n^{\prime}=|F| \leq 2 \log ^{2} n$, and get $\mathbb{E}\left(\operatorname{height}_{1}\left(\sigma_{F}\right)\right) \in$ $O\left(\sqrt{n^{\prime}}\right) \subseteq O(\log n)$.

Lemma 4.9. For every sequence $\sigma$ and all $d \geq 1 / n$ we have

$$
\mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) \in O(\sqrt{n / d}+\log n)
$$

Proof. If $d \in \Omega\left(n / \log ^{2} n\right)$, then $\mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) \in O(\log n)$ by Lemma 4.8.
To prove the theorem for smaller values of $d$, we divide the sequence into subsequences. Let $N$ be the largest real root of the equation $N^{2} / \log ^{2} N=n d$. Then $\log N \in \Theta(\log (n d))$, and thus $N=c \cdot \sqrt{n d} \cdot \log (n d)$ for some $c \in \Theta(1)$. Let $n_{j}$ be the number of elements of $\sigma$ with $\sigma_{i} \in[(j-1) \cdot N / n, j \cdot N / n]$. Choose $k_{j} \in \mathbb{N}$ such that $\left(k_{j}-1\right) \cdot N<n_{j} \leq k_{j} N$. We divide the $n_{j}$ elements of the interval $[(j-1) \cdot N / n, j \cdot N / n]$ into $k_{j}$ subsequences $\sigma^{j, 1}, \ldots, \sigma^{j, k_{j}}$ such that no subsequence contains more than $N$ elements. Since

$$
\sum_{j=1}^{n / N} k_{j} \leq \sum_{j=1}^{n / N} \frac{n_{j}+N}{N} \leq 2 n / N
$$

we obtain at most $2 n / N$ such subsequences. Each subsequence spans at most an interval of length $N / n$ and contains at most $N$ elements. Thus, by Lemma 4.8, we have $\mathbb{E}\left(\operatorname{height}_{d}\left(\sigma^{j, \ell}\right)\right) \in$ $O(\log (N))$. Finally, Lemma 4.7 yields

$$
\mathbb{E}\left(\operatorname{height}_{d}(\sigma)\right) \leq \sum_{j=1}^{n / N} \sum_{\ell=1}^{k_{j}} \mathbb{E}\left(\operatorname{height}_{d}\left(\sigma^{j, \ell}\right)\right) \in O\left(\frac{n \log N}{N}\right)=O(\sqrt{n / d})
$$

## 5 Smoothed Number of Quicksort Comparisons

In this section, we apply our results on binary search trees and left-to-right maxima to the performance of the quicksort algorithm. The following theorem summarizes the findings.
Theorem 5.1. For $d \geq 1 / n$ we have

$$
\max _{\sigma \in[0,1]^{n}} \mathbb{E}\left(\operatorname{qs}_{d}(\sigma)\right) \in \Theta\left(\frac{n}{d+1} \sqrt{n / d}+n \log n\right)
$$

In other words, for $d \in O(1)$, the number of comparisons is at most $O(n \sqrt{n / d})$, while for $d \in \Omega(1)$, it is at most $O\left(\frac{n}{d} \sqrt{n / d}\right)$. This means that $d$ has a stronger influence for $d \in \Omega(1)$.

### 5.1 Upper Bound on the Smoothed Number of Quicksort Comparisons

To prove the upper bound, we first need a lemma similar to Lemma 4.7 that allows us to estimate the number of comparisons of subsequences.
Lemma 5.2. For every sequence $\sigma$, all $d$, and every covering $U_{1}, \ldots, U_{k}$ of $\{1, \ldots, n\}$, we have

$$
\begin{aligned}
\mathrm{qs}(\sigma) & \leq \sum_{i=1}^{k} \mathrm{qs}\left(\sigma_{U_{i}}\right)+Q \\
\mathbb{E}\left(\mathrm{qs}_{d}(\sigma)\right)=\mathbb{E}(\mathrm{qs}(\bar{\sigma})) & \leq \sum_{i=1}^{k} \mathbb{E}\left(\mathrm{qs}^{\left(\bar{\sigma}_{U_{i}}\right)}\right)+\mathbb{E}(\bar{Q})
\end{aligned}
$$

where $Q$ is the number of comparisons of elements of $\sigma_{U_{i}}$ with elements of $\sigma_{\{1, \ldots, n\} \backslash U_{i}}$ for any $i$ and the random variable $\bar{Q}$ is defined analogously for $\bar{\sigma}$.

The proof goes along the same lines as the proof of Lemma 4.7 and is omitted.
Lemma 5.3. For every sequence $\sigma$ and all $d \geq 1 / n$, we have

$$
\mathbb{E}\left(\mathrm{qs}_{d}(\sigma)\right) \in O\left(\frac{n}{d+1} \sqrt{n / d}+n \log n\right) .
$$

Proof. Given a sequence $\sigma$, first observe that quicksort will make at most $O(n \sqrt{n / d}+n \log n)$ comparisons, which follows directly from Lemma 4.9 and $\mathbb{E}(\mathrm{qs}(\bar{\sigma})) \leq n \cdot \mathbb{E}($ height $(\bar{\sigma}))$ : Every level of recursion of quicksort contributes at most $n-1$ comparisons, and we have height $(\bar{\sigma})$ levels of recursion. Thus, the claim of the theorem is correct for $d \in O(1)$.
Let us now consider the case $d \in \omega(1)$. Furthermore, assume that $d \in O\left(\sqrt[3]{n / \log ^{2} n}\right)$. This is no restriction since we obtain the average-case bound of $O(n \log n)$ already for $d \in$ $\Theta\left(\sqrt[3]{n / \log ^{2} n}\right)$, thus also for larger $d$.

Similar to the proof of Lemma 4.8, we divide the sequence $\bar{\sigma}$ into three parts. The set $R=\left\{i \in\{1, \ldots, n\} \mid \bar{\sigma}_{i} \in[1, d]\right\}$ of regular elements for the interval $[1, d]$ is defined as before. The set $F$ is defined slightly differently, namely as $F=\left\{i \in\{1, \ldots, n\} \mid \nu_{i} \leq 3\right\}$. This means that $F$ contains all $i$ for which $\nu_{i}$ is too small, plus some extra elements. Similarly $B=\left\{i \in\{1, \ldots, n\} \mid \nu_{i} \geq d-3\right\}$.

As in Lemma 4.8, the regular elements are easy to handle since they are uniformly distributed in $[1, d]$ and, thus, $\mathbb{E}\left(\mathrm{qs}_{d}\left(\sigma_{R}\right)\right) \in O(n \log n)$.

We have $\mathbb{E}\left(\operatorname{height}_{d}\left(\sigma_{F}\right)\right)=\mathbb{E}\left(\operatorname{height}_{d}\left(\sigma_{B}\right)\right) \in O(\sqrt{n / d})$, which follows from the same scaling argument that we used in Lemma 4.8 (see Lemma 2.1: The probability that $\sigma_{F}$ contains more than $6 n / d$ elements is at most $(e / 4)^{3 n / d} \in O\left((e / 4)^{\sqrt{n}}\right)$ due to the Chernoff bound and $d \in O\left(\sqrt[3]{n / \log ^{2} n}\right)$. The same holds for $\sigma_{B}$. If either contains more elements, we bound the height by $n$, which contributes at most $o(1)$ to the expectation. Otherwise, we have sequences with $O(n / d)$ elements that are perturbed with a perturbation parameter of 3 . We obtain

$$
\mathbb{E}\left(\mathrm{qs}^{\left.\left(\bar{\sigma}_{F}\right)\right)}=\mathbb{E}\left(\mathrm{qs}_{\left(\bar{\sigma}_{B}\right)}\right) \in O\left(\mathbb{E}\left(\operatorname{height}_{3}\left(\bar{\sigma}_{F}\right)\right) \cdot n / d\right) \subseteq O\left(\frac{n}{d} \sqrt{n / d}\right) .\right.
$$

By Lemma 5.2 , what remains to be estimated is the number of comparisons of elements $\bar{\sigma}_{i}$ and $\bar{\sigma}_{j}$ where $i$ and $j$ are in two different sets of $R, F$, and $B$.

Due to the symmetry between $\bar{\sigma}_{F}$ and $\bar{\sigma}_{B}$, it suffices to restrict ourselves to estimating the number of comparisons of elements in $\bar{\sigma}_{F}$ with elements in $\bar{\sigma}_{R}$ and $\bar{\sigma}_{B}$. This boils down to counting the number of comparisons of elements $\bar{\sigma}_{i}$ with $\nu_{i} \leq 3$ to elements $\bar{\sigma}_{j}$ with $\bar{\sigma}_{j} \geq 1$.

The number of comparisons between elements $\bar{\sigma}_{i}$ and $\bar{\sigma}_{j}$ with $i \in F$ and $j \in F \cap R$ can be bounded by the total number of comparisons between elements in $F$, but this number is $\mathbb{E}\left(\mathrm{qs}\left(\bar{\sigma}_{F}\right)\right) \in O\left(\frac{n}{d} \sqrt{n / d}\right)$. Similarly, since $\mathbb{E}\left(\mathrm{qs}\left(\bar{\sigma}_{R}\right)\right) \in O(n \log n)$, the expected number of comparisons between positions $i \in F \cap R$ and $j \in R$ is at most $O(n \log n)$.

Thus, we can concentrate on $i \in F$ with $\nu_{i} \leq 1$ and $j \in R$ with $\bar{\sigma}_{j} \geq 3$, which includes all $i \in F \backslash R$ and $j \in R \backslash F$.

We distinguish two cases: First, we estimate the expected number of such comparisons with $\bar{\sigma}_{i}$ being the pivot element. Second, we consider the case that $\bar{\sigma}_{j}$ is the pivot element.

The two elements $\bar{\sigma}_{i} \leq \sigma_{i}+1 \leq 2$ and $\bar{\sigma}_{j} \geq 3$ will be compared with $\bar{\sigma}_{i}$ being the pivot only if $i<j$ and $\bar{\sigma}$ contains no element $\bar{\sigma}_{k} \in\left[\bar{\sigma}_{i}, \bar{\sigma}_{j}\right]$ for $k<i$. In particular, $\bar{\sigma}$ must not contain an element $\bar{\sigma}_{k} \in[2,3]$ with $k<i$.

Since $d \in \omega(1)$, every element is eligible for the interval $[2,3]$. Furthermore, for every $i \in\{1, \ldots, n\}$, we have $\mathbb{P}\left(\nu_{i} \leq 1\right)=\mathbb{P}\left(\bar{\sigma}_{k} \in[2,3]\right)=1 / d$ and these two events are disjoint. (If $\sigma_{i}=1$, then this is not true since it might be $\nu_{i}=1$. However, the probability of this is
0.) Thus, the probability that $\bar{\sigma}$ contains more than $O(\log n)$ elements with $\nu_{i} \leq 1$ prior to the first element $\bar{\sigma}_{k} \in[2,3]$ is $O(1 / n)$. If this happens nevertheless, we bound the number of comparisons by the trivial upper bound of $n^{2}$, which contributes only $O\left(n^{2} \cdot 1 / n\right)=O(n)$ to the expected value.

Otherwise, at most $O(\log n)$ elements $\bar{\sigma}_{i}$ with $\nu_{i} \leq 1$ are compared to elements $\bar{\sigma}_{j}$ with $\bar{\sigma}_{j} \geq 3$ with $\bar{\sigma}_{i}$ being the pivot, which contributes $O(n \log n)$ comparisons.

Now we consider the second case: How many comparisons of elements $\bar{\sigma}_{j} \geq 3$ with elements $\bar{\sigma}_{i} \leq \sigma_{i}+1$ with $\bar{\sigma}_{j}$ being the pivot element do we have to expect? The element $\bar{\sigma}_{j}$ is compared to $\bar{\sigma}_{i}$ only if $j<i$ and there is no $k<j$ with $\bar{\sigma}_{k} \in\left[\bar{\sigma}_{i}, \bar{\sigma}_{j}\right]$. Thus, it is necessary that $\bar{\sigma}_{j}$ is the minimal among all elements $\bar{\sigma}_{k} \geq 3$ with $k \leq j$.
If we restrict ourselves to $\bar{\sigma}_{k} \in[3, d]$, then this corresponds just to the average number of left-to-right minima, which is $O(\log n)$. (The average number of left-to-right minima is equal to the average number of left-to-right maxima.) Thus, the expected number of elements $\bar{\sigma}_{j} \in[3, d]$ that, when being the pivot element, are compared to any element $\bar{\sigma}_{i} \leq \sigma_{i}+1$, is $O(\log n)$. This contributes at most $O(n \log n)$ to the expected number of comparisons.

Elements $\bar{\sigma}_{k} \geq d$ remain to be considered. Since $d \in \omega(1)$, there are at most $O(\log n)$ such elements prior to the first element of the interval $[3, d]$ with high probability. Furthermore, there are at most $O(\log n)$ elements of $\bar{\sigma}_{F}$ prior to the first element of $[1, d]$ with high probability. Thus, the contribution to the number of comparisons is only $O\left(\log ^{2} n\right)$.

### 5.2 Lower Bound on the Smoothed Number of Quicksort Comparisons

The upper bound proved in the previous section is tight. The standard sorted sequence provides a worst case, but in the following lemma we use a sequence that is slightly easier to handle technically.

Lemma 5.4. For the sequence $\sigma=\left(1 / n, 2 / n, 3 / n, \ldots, \frac{n}{2} / n, 1,1, \ldots, 1\right)$ and all $d \geq 1 / n$, we have

$$
\mathbb{E}\left(\mathrm{qs}_{d}(\sigma)\right) \in \Omega\left(\frac{n}{d+1} \sqrt{n / d}+n \log n\right) .
$$

Proof. In the perturbed sequence $\bar{\sigma}$ the first $n / 2$ elements contain an expected number of $\Omega(\sqrt{n / d})$ left-to-right maxima according to Theorem 3.1. Every left-to-right maximum $\bar{\sigma}_{i}$ of $\bar{\sigma}$ has to be compared to all the elements that come later and are greater than $\bar{\sigma}_{i}$.

If $d \in o(1)$, all $n / 2$ elements of the second half of $\bar{\sigma}$ are greater than any left-to-right maximum of the first half of $\bar{\sigma}$. Thus, the expected number of comparisons is at least $\Omega(n \sqrt{n / d})=$ $\Omega\left(\frac{n}{d+1} \sqrt{n / d}+n \log n\right)$.

If $d \in \Omega(1)$, then the probability that an element $\bar{\sigma}_{i}$ of the second half of $\bar{\sigma}$ is greater than all left-to-right maxima of the first half of $\bar{\sigma}$ is

$$
\mathbb{P}\left(\forall j \leq n / 2: 1+\nu_{i} \geq \bar{\sigma}_{j}\right) \geq \mathbb{P}\left(1+\nu_{i} \geq 1 / 2+d\right)=\frac{1}{2 d} .
$$

Thus, the expected number of elements that are greater than all left-to-right maxima of the first half is $\Omega(n / d)$. Multiplying this with the expected number of left-to-right maxima of the first half yields that at least an expected number of $\Omega\left(\frac{n}{d} \sqrt{n / d}\right) \subseteq \Omega\left(\frac{n}{d+1} \sqrt{n / d}\right)$ comparisons are needed. Since quicksort always needs at least $\Omega(n \log n)$ comparisons, we get the claim.

## 6 Sorting Can Decrease the Number of Left-to-right Maxima

Lemma 3.2 states that sorting a sequence can never decrease the expected number of left-toright maxima - at least when the noise is drawn uniformly from a single interval. Intuitively, this should not only hold for this kind of noise, but for any kind of noise - at least if the noise distribution is reasonably well-behaved. We demonstrate that this intuition is wrong and there exist a simple distribution and a sequence for which the sorted version has a lower expected number of left-to-right maxima than the original sequence. Before we present the distribution and the proof formally, the next paragraph formulates the slightly paradoxical nature of the distribution in a game-theoretic formulation.

A casino charges a fee of 4 euros to play the following game. You are give a normal sixsided die and two chips, one labeled 5 and one labeled 6 . You may toss the die as often as you want and each time the die shows a number that is strictly larger than all previously seen numbers, the casino gives you 1 euro. (Thus, on your first toss you get one euro automatically.) Additionally, before any die toss you may put one of your chips on the table. In this case, the chip's label is added to the following die toss (increasing your chances that the number is higher than the previously seen numbers) and the chip is removed. Your optimal strategy for this game is exactly what one would expect: toss the die until you have seen a 6 , then place the chip labeled 5 on the table and toss, and then place the chip labeled 6 on the table and toss. Now consider the following slight variation: The casino replaces the 6 -sided die with a 10 -sided die where five faces show 1 and the numbers $2,3,4,5$, and 6 are shown on the remaining five faces; otherwise the game stays the same. If you used the same strategy as before, your expected winnings would be slightly less than the 4 euros you were initially charged. However, if you first play until you roll a 6 , then first put the chip labeled 6 on the table and toss, and second put the chip labeled 5 on the table and toss, your expected winnings are slightly larger than 4 euros.

Theorem 6.1. The exist a sequence $\sigma$ and a symmetric probability distribution $f: \mathbb{R} \rightarrow \mathbb{R}$ that is monotonically decreasing on $\mathbb{R}_{+}$such that sorting $\sigma$ to obtain $\tau$ decreases the expected number of left-to-right maxima after perturbation.

Proof. The sequences are

$$
\sigma=(\underbrace{0, \ldots, 0}_{K \text { times }}, \underbrace{1+\frac{1}{\varepsilon}}_{\sigma_{1}}, \underbrace{\frac{1}{\varepsilon}}_{\sigma_{0}}) \text { and } \tau=(\underbrace{0, \ldots, 0}_{K \text { times }}, \frac{1}{\varepsilon}, 1+\frac{1}{\varepsilon})
$$

Here $\varepsilon>0$ and $K$ are numbers than will be fixed later. The distribution (see Figure 2) is defined as follows: $f(x)=1-2 \varepsilon$ for $|x|<1 / 2$ and $f(x)=\varepsilon^{2}$ for $1 / 2 \leq|x| \leq 1 / \varepsilon$ and $f(x)=0$ for $|x|>1 / \varepsilon$. One can easily verify that $\int_{-\infty}^{\infty} f(x) \mathrm{d} x=1$. By scaling the sequences and the distribution, one can achieve $\sigma, \tau \in[0,1]^{K+2}$ in compliance with our model.

The expected number of left-to-right maxima is the sum of the expected number of left-toright maxima contributed by the first $K$ elements plus the probability that at least one of $\bar{\sigma}_{0}$ and $\bar{\sigma}_{1}$ is a left-to-right maximum plus the probability that both $\bar{\sigma}_{0}$ and $\bar{\sigma}_{1}$ are left-to-right maxima. The contribution of the first elements is the same in $\tau$ and $\sigma$. The probability that at least one of $\bar{\sigma}_{0}$ and $\bar{\sigma}_{1}$ contributes a left-to-right maximum is equal to the probability that one of them is greater than the maximum among the first elements, thus does not depend on the order of $\bar{\sigma}_{0}$ and $\bar{\sigma}_{1}$. Only the probability that we have two left-to-right maximum differs in $\sigma$ and $\tau$.


Figure 2: The distribution for Theorem 6.1.

| Cases | $\mathbb{P}\left(\bar{\sigma}_{0}>\bar{\sigma}_{1}>\frac{1}{2}+\frac{1}{\varepsilon}\right)$ | $\mathbb{P}\left(\bar{\sigma}_{1}>\bar{\sigma}_{0}>\frac{1}{2}+\frac{1}{\varepsilon}\right)$ |
| :--- | ---: | ---: |
| $\nu_{1} \in\left[-\frac{1}{2}, \frac{1}{2}\right], \quad \nu_{0} \in\left[\frac{1}{2}, \frac{3}{2}\right]$ | $\varepsilon^{2} \cdot(1-2 \varepsilon) \cdot \frac{1}{2}=$ | $\varepsilon^{2} \cdot(1-2 \varepsilon) \cdot \frac{\mathbf{1}}{\mathbf{2}}$ |
| $\nu_{1} \in\left[-\frac{1}{2}, \frac{1}{2}\right], \quad \nu_{0}>\frac{3}{2}$ | $\left(\varepsilon-\varepsilon^{2}\right) \cdot(1-2 \varepsilon) \cdot \mathbf{1} \gg$ | $\mathbf{0}$ |
| $\nu_{1} \in\left[\frac{1}{2}, \frac{1}{\varepsilon}-\frac{1}{2}\right], \nu_{0} \in\left[\frac{1}{2}, \frac{3}{2}\right]$ | $\mathbf{0}<r$ | $\varepsilon^{2} \cdot\left(\varepsilon-\varepsilon^{2}\right) \cdot \mathbf{1}$ |
| $\nu_{1} \in\left[\frac{1}{2}, \frac{1}{\varepsilon}-\frac{1}{2}\right], \nu_{0}>\frac{3}{2}$ | $\left(\varepsilon-\varepsilon^{2}\right) \cdot\left(\varepsilon-\varepsilon^{2}\right) \cdot \frac{\mathbf{1}}{\mathbf{2}}=\left(\varepsilon-\varepsilon^{2}\right) \cdot\left(\varepsilon-\varepsilon^{2}\right) \cdot \frac{\mathbf{1}}{\mathbf{2}}$ |  |
| $\nu_{1}>\frac{1}{\varepsilon}-\frac{1}{2}, \quad \nu_{0} \in \mathbb{R}$ | $\mathbf{0}<$ | $1 \cdot \varepsilon^{2} \cdot \mathbf{1}$ |

Table 1: The case distinction. The probabilities are always of the form $p_{0} \cdot p_{1} \cdot p$, where $p_{i}$ is the probability that $\nu_{i}$ is in the given interval and $p$ (shown in bold face) is the probability that we have two left-to-right maxima, given that the noise values are in the respective intervals.

Let $M$ be the maximum among the first $K$ elements. Let us first assume that $M=1 / 2+1 / \varepsilon$. After estimating the probabilities that both the last two elements are left-to-right maxima in $\sigma$ or $\tau$, we show that we can get rid of this assumption by making $K=K(\varepsilon)$ sufficiently large.

If the maximum of the first $K$ elements is $M=1 / 2+1 / \varepsilon$, then $\bar{\sigma}_{1}=\sigma_{1}+\nu_{1}>M$ for $\nu_{1}>-1 / 2$. Analogously, $\bar{\sigma}_{0}=\sigma_{0}+\nu_{0}>M$ for $\nu_{0}>1 / 2$. We have to estimate the probabilities $\mathbb{P}\left(\bar{\sigma}_{0}>\bar{\sigma}_{1}>\frac{1}{2}+\frac{1}{\varepsilon}\right)$ and $\mathbb{P}\left(\bar{\sigma}_{1}>\bar{\sigma}_{0}>\frac{1}{2}+\frac{1}{\varepsilon}\right)$, which is done in Table 1.

To compare the two probabilities, only the second, third, and fifth row play a role since the other two yield an equal contribution. The second row yields roughly $\varepsilon$ for the left probability and 0 for the right probability, while the third and fifth yield at most $\varepsilon^{2}+o\left(\varepsilon^{2}\right)$ for the right probability and 0 for the left. By making $\varepsilon$ sufficiently small, other terms can safely be ignored. Overall, the probability that both $\bar{\sigma}_{0}$ and $\bar{\sigma}_{1}$ yield a left-to-right maximum is larger in $\sigma$ than in $\tau$ by roughly $\varepsilon$. By making $K$ large enough, we can make sure that the maximum $M$ among the first $K$ elements is, with very high probability, at least $1 / 2+1 / \varepsilon-\varepsilon^{c}$ for some large constant $c$. The effect on the two probabilities is then negligible compared to $\varepsilon$.

The distribution can easily be made smooth without changing the claim of the theorem.

## 7 Conclusion

We have analyzed the smoothed height of binary search trees and the smoothed number of comparisons made by the quicksort algorithm under additive noise. The smoothed height of
binary search trees and also the smoothed number of left-to-right maxima are $\Theta(\sqrt{n / d}+\log n)$; the smoothed number of quicksort comparisons is $\Theta\left(\frac{n}{d+1} \sqrt{n / d}+n \log n\right)$.

While we obtain the average-case height of $\Theta(\log n)$ for binary search trees only for $d \in$ $\Omega\left(n / \log ^{2} n\right)$ - which is large compared to the interval size $[0,1]$ from which the numbers are drawn -, for the quicksort algorithm $d \in \Omega\left(\sqrt[3]{n / \log ^{2} n}\right)$ suffices so that the expected number of comparisons equals the average-case number of $\Theta(n \log n)$. On the other hand, the recursion depth of quicksort, which is equal to the tree height, can be as large as $\Omega(\sqrt{n / d})$. Thus, although the average number of comparisons is already reached at $d \in \Omega\left(\sqrt[3]{n / \log ^{2} n}\right)$, the recursion depth remains asymptotically larger than its average value for $d \in o\left(n /(\log n)^{2}\right)$.

A natural question arising from our results is, what happens when the noise is drawn according to distributions other than the uniform distribution? As we have demonstrated, we cannot expect all distributions to behave in the same way as the uniform distribution. A natural candidate for closer examination is the normal distribution, for which first results on left-to-right maxima have already been obtained [4]. We conjecture that if $\max _{x \in \mathbb{R}} f(x)=\phi$, where $f$ is the noise distribution, then the expected tree height and the expected number of left-to-right maxima are $O(\sqrt{n \phi}+\log n)$ while the expected number of quicksort comparisons is $O\left(\frac{\phi n}{\phi+1} \sqrt{n \phi}+n \log n\right)$. These bounds would be in compliance with our bounds for uniformly distributed noise, where $\phi=1 / d$.

In our study of the quicksort algorithm we used the first element as the pivot element. This choice simplifies the analysis but one would often use the median of the first, middle, and last element. Nevertheless, we conjecture that the same bounds as for the simple pivot strategy also hold for this pivot strategy.
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