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Abstract. Given a monomial idealI = 〈m1, m2, · · · , mk〉 wheremi are monomials and a polynomialf

as an arithmetic circuit theIdeal Membership Problemis to test iff ∈ I . We study this problem and show
the following results.
(a) If the idealI = 〈m1, m2, · · · , mk〉 for a constantk then there is a randomized polynomial-time

membership algorithm to test iff ∈ I . This result holds even forf given by a black-box, whenf is of
small degree.

(b) WhenI = 〈m1, m2, · · · , mk〉 for a constantk andf is computed by aΣΠΣ circuit with output gate
of bounded faninwe can test whetherf ∈ I in deterministic polynomial time. This generalizes the
Kayal-Saxena result [KS07] of deterministic polynomial-time identity testing forΣΠΣ circuits with
bounded fanin output gate.

(c) Whenk is not constant the problem is coNP-hard. However, the problem is upper bounded by coAMPP

over the field of rationals, and by coNPModpP over finite fields.
(d) Finally, we discuss identity testing for certain restricted depth4 arithmetic circuits.
For idealsI = 〈f1, · · · , f`〉 where eachfi ∈ F[x1, · · · , xk] is an arbitrary polynomial butk is aconstant,
we show similar results as (a) and (b) above.

1 Introduction

For a field F let F[x1, x2, · · · , xn] be the ring of polynomials overF with indeterminates
x1, x2, · · · , xn. Let I ⊆ F[x1, x2, · · · , xn] be an ideal given by a finite generator set{g1, g2, · · · , gr}
of polynomials. ThenI = {

∑r
i=1 aigi | ai ∈ F[x1, x2, · · · , xn]}, and we writeI = 〈g1, g2, · · · , gr〉.

Given an idealI = 〈g1, g2, · · · , gr〉 and a polynomialf ∈ F[x1, x2, · · · , xn] theIdeal Membership
problem is to decide iff ∈ I.

Ideal Membership Testing is a fundamental algorithmic problem with important applications
[COX92]. In general, however, Ideal Membership Testing is notoriously intractable. The results of
Mayr and Meyer show that it is EXPSPACE-complete [MM82,Mayr89]. Nevertheless, because of its
important applications, algorithms for this problem are widely studied, mainly based on the theory of
Gröbner bases [COX92].

Polynomial Identity Testing (PIT) is a well-known problem in the field of computational complex-
ity and randomization: given an arithmetic circuitC computing a polynomial inF[x1, x2, · · · , xn], the
problem is to determine whether the polynomial computed byC is identically zero.

One can view the output of the circuitC as a function fromFn → F and ask whether it is the
zero function. In general, this is not the same as asking whether the polynomial computed byC is
identically zero as a formal expression inF[x1, x2, · · · , xn]. Notice thatxp − x ∈ Fp[x] computes the
zero function onFp but as a formal expressionxp − x is not zero inFp[x]. However, if the formal
degree of the circuitC is smaller than the size ofF, then the interpretations are equivalent.

Over the years,PIT has played a significant role in our understanding of severalimportant algo-
rithmic problems. Well-known examples are the randomized NC algorithms for the matching problem
in graphs [Lov79,MVV87], and the AKS primality test [AKS04]. The PIT problem has also played
an indirect role in important complexity results such asIP = PSPACE[LFKN92,Sha92] and the proof
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of PCPtheorem [ALMSS92].1. The question whether PIT is in P has emerged as an important open
problem (see, for example, [AB03,KI03]).

Results of this paper: The main goal of this paper is to bring out interesting connections between
Monomial Ideal Membership and Polynomial Identity Testing. The study of monomial ideals is central
to the theory of Gröbner bases [COX92]. In Section 2 we explain this in more detail.

SupposeI = 〈m1,m2, · · · ,mk〉 is a monomial ideal inF[x1, x2, · · · , xn] generated by the mono-
mialsmi. In contrast to the general ideal membership problem, testing membership in the monomial
ideal I is trivial for a polynomialf ∈ F[x1, x2, · · · , xn] that is given explicitly as anF-linear com-
bination of monomials. We only need to check if each monomialoccurring inf is divisible by some
generator monomialmi. However, as we show in this paper, the problem becomes interesting when
f is given by an arithmetic circuit. In that case, it turns out that the problem is tractable whenk is a
constant and its complexity is similar to that of polynomialidentity testing. Given a monomial ideal
I = 〈m1,m2, · · · ,mr〉 for monomialsmi ∈ F[x1, · · · , xn] and an arithmetic circuitC overF defining
a polynomialf ∈ F[x1, x2, · · · , xn], theMonomial Ideal Membershipproblem is to decide iff ∈ I.
In this paper, whenever there is an ideal given by a generating set, it will be assumed that the exponent
of any variable that appear in a generator, is given in unary.

We study different versions of the problem by placing restrictions on the arithmetic circuitC and
the number of monomials generating the idealI. We also consider a more general version of the
problem where we are allowed only black-box access to the polynomial f . Our main results are the
following.

- A randomized test for Monomial Ideal Membership whenf given by an arithmetic circuit and
I = 〈m1,m2, · · · ,mk〉 for constantk. This is analogous to the Schwartz-Zippel randomized
polynomial identity test [Sch80,Zip79]. A similar randomized test forf given by a black-box
whenf has small degree.

- Whenk is unrestricted the problem is coNP-hard, but we show that itis in the counting hierarchy.
- The identity testing problem forΣΠΣ circuits has recently attracted a lot of research

[DS05,KS07]. The main open problem is whether there is a deterministic polynomial-time iden-
tity test forΣΠΣ circuits. For the special case ofΣΠΣ circuits with bounded fanin output gate
Kayal and Saxena [KS07] recently gave an ingenious deterministic polynomial-time test.
Analogous to their result, we consider monomial ideal membership, wheref is computed by a
ΣΠΣ circuit with bounded fanin output gate, andI = 〈m1,m2, · · · ,mk〉 for constantk. Using
the algorithm of [KS07] we give adeterministicpolynomial-time algorithm for Monomial Ideal
Membership. More interestingly, we develop the algorithm and its correctness proof based on
Gröbner basis theory. We believe this approach is somewhatsimpler and direct. It avoids proper-
ties such as Chinese remaindering in local rings and Hensel lifting that is used in [KS07]. As a
byproduct, this gives us a different understanding of the identity testing algorithm of [KS07].

2 Preliminaries

We develop the rudiments of Gröbner basis theory. Details can be found in the text [COX92] and
Madhu Sudan’s notes [Su98].

Let x̄ denote indeterminates{x1, x2, · · · , xn}. Let F[x̄] denotes the polynomial ring
F[x1, x2, · · · , xn]. Let R be a commutative ring. A subringI ⊆ R is an ideal of R if IR ⊆ R. The

1 In the sense that properties of low-degree multivariate polynomials are crucial to these proofs.
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Hilbert basis theorem [COX92] states that any idealI of F[x1, x2, · · · , xn] is finitely generated. I.e.
we can expressI = {

∑r
i=1 pigi | pi ∈ F[x1, x2, · · · , xn]}, where the finite collection of polynomials

{g1, g2, · · · , gr} is a generating set (or basis) forI.
The notion of monomial ordering is key to defining Gröbner bases. We restrict ourselves to the

lexicographic monomial orderingwhich we define below. For̄α = (α1, α2, · · · , αn) ∈ Nn, we denote
the monomialxα1

1 xα2

2 · · · xαn
n by x̄ᾱ.

Definition 1. Let ᾱ = (α1, α2, · · · , αn) and β̄ = (β1, β2, · · · , βn) ∈ Nn. We sayᾱ > β̄ if, in the
vector differencēα − β̄ ∈ Nn, the left-most nonzero entry is positive. We say,x̄ᾱ > x̄β̄ (equivalently,
x̄β̄ < x̄ᾱ) if ᾱ > β̄.

The lexicographic monomial ordering naturally fixes a leading monomialLM(f) for any poly-
nomial f . Let LC(f) denote the coefficient ofLM(f). Then theleading termof f is LT (f) =
LC(f)LM(f). Using the monomial ordering, we state the general form of the division algorithm
overF[x1, x2, · · · , xn].

Theorem 1 (Theorem 3, pp.61).[COX92] Letf ∈ F[x̄] and(f1, f2, · · · , fs) be an ordereds-tuple of
polynomials inF[x̄]. Thenf can be written as,f = a1f1 + a2f2 + · · ·+ asfs + r, whereai, r ∈ F[x̄],
and eitherr = 0 or r is anF-linear combination of monomials, none of which is divisible by any of
LT (f1), LT (f2), · · · , LT (fs).

The proof of the theorem is constructive. We give an intuitive outline as we use it often in the
paper. Letf̄ denotes the ordering of the polynomialsfi’s: f̄ = (f1, f2, · · · , fs). The proof describes a
division algorithm Divide(f ; f̄) which first sortsf by the monomial ordering. The algorithm proceeds
iteratively. It tries to eliminate the leading monomial in the current remainder by attempting to divide
it with thefi’s in the given order. Thefi that succeeds is the first one whose leading monomial divides
the leading monomial of the current remainder. Finally, theremainderr that survives has the above
property. The algorithm is guaranteed termination as the monomial ordering is a well ordering. The
following time bound for Divide(f ; f̄) is easy to obtain.

Fact 2 (Section 6, pp.12-5)[Su98]The running time of Divide(f ; f̄) is bounded byO(s
∏n

i=1(di +
1)O(1)), wheredi is the maximum degree ofxi among the polynomialsf, f1, f2, · · · , fs.

If the remainderr output by Divide(f ; f̄) is zero then clearlyf ∈ 〈f1, · · · , fs〉. However, in
general, Divide(f ; f̄) need not produce zero remainder even iff ∈ 〈f1, · · · , fs〉 as the order of division
is important. Thus, it cannot be directly used as an ideal membership test. In order to ensure this
property, we defineGröbner bases(with respect to the lexicographic monomial ordering).

Definition 2. Fix < as the monomial ordering, and letJ ⊆ F[x̄] be any ideal. Then the polynomi-
als g1, g2, · · · , gt form a Gröbner basisfor J if J = 〈g1, g2, · · · , gs〉 and 〈LT (g1), · · · , LT (gt)〉 =
〈LT (J)〉

The following lemma states that the general division algorithm of Theorem 1 carried out w.r.t. a
Gröbner basis results in a unique remainderr regardless of the order in which division is applied.

Lemma 1. Let G = {f1, f2, · · · , fs} be a Gr̈obner basis for an idealJ ⊆ F[x̄] andf ∈ F[x̄]. Then
there is auniquepolynomialr ∈ F[x̄] such thatf can be written as,f = a1f1 +a2f2+ · · ·+asfs +r,
for ai ∈ F[x̄], and eitherr = 0 or r is an F-linear combination of monomials, none of which is
divisible by any ofLT (f1), LT (f2), · · · , LT (fs).
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By Lemma 1 we can indeed test iff ∈ J given a Gröbner basis{f1, f2, · · · , fs} for J by comput-
ing Divide(f ; f̄) and checking if the remainder is zero.

The following theorem gives us an easy to test sufficient condition to check if a given generating
set for an ideal is already a Gröbner basis.

Theorem 3 (Theorem 3, proposition 4, pp.101).[COX92] Let I be a polynomial ideal given by a
basisG = {g1, g2, · · · , gs} such that all pairsi 6= j LM(gi) andLM(gj) are relatively prime. Then
G is a Gröbner basis forI.

Recall from the introduction that amonomial idealis an ideal generated by a finite set of mono-
mials inF[x̄].2

Lemma 2 (Lemma 2, Lemma 3, pp.67-68).[COX92] Let I = 〈m1,m2, · · · ,ms〉 be a monomial
ideal andf ∈ F[x̄]. Thenf ∈ I if and only if each monomial off is in I. Furthermore, a monomial
m is in the idealI if and only if there existi ∈ [s], such thatmi dividesm.

An immediate consequence of Lemma 2 is that we can test in deterministic polynomial time if an
explicitly given polynomialf ∈ F[x̄] is in a monomial idealI.

In this paper, we are primarily interested in the monomial ideal membership problem and its
connection toPIT. In the proof of certain results we will also be making use of properties of Gröbner
bases.

3 Monomial Ideal Membership

In this section we consider monomial ideal membership whenf is given by an arithmetic circuit. We
show that the problem is in randomized polynomial time if number of generatorsk for the monomial
ideal I is a constant. Whenk is not a constant we show that it is coNP-hard and is containedin
coAMPP. We leave open a tight classification of the complexity of this problem.

Lemma 3. Let, I = 〈m1,m2, · · · ,mk〉 be a monomial ideal inF[x1, x2, · · · , xn]. For i ∈ [k], let
mi = xei1

1 xei2

2 · · · xein
n . Let v̄ be ak-tuple given bȳv = (j1, j2, · · · , jk), whereji ∈ [n]. Define the

ideal,Iv̄ = 〈x
e1j1

j1
, · · · , x

ekjk

jk
〉. Thenf ∈ I if and only if,∀v̄ ∈ [n]k, f ∈ Iv̄.

Proof. Let f ∈ I. So f can be written asf = p1m1 + u2m2 + · · · + pkmk, wherepi ∈ F[x̄]
for all i. Then clearly∀v̄ ∈ [n]k, f ∈ Iv̄. To see the other direction, supposef 6∈ I. Write f =
c1M1 + c2M2 + · · · + ctMt, whereMi’s are the monomials off andci ∈ F are the corresponding
coefficients. Asf 6∈ I, there is aj ∈ [t], such thatMj 6∈ I. Thus, for alli ∈ [k], mi does not
divide Mj. So each of themi’s contains somex`i

such that the exponent ofx`i
is greater than the

exponent ofx`i
in Mj . Let {`1, `2, · · · , `k} arek such indexes. Now consider the idealIw̄, where

w̄ = (`1, `2, · · · , `k). By Lemma 2,Mj 6∈ Iw̄ and hencef 6∈ Iw̄.

Using Lemma 3, we generalize the Schwartz-Zippel Lemma to a form tailored for Monomial Ideal
Membership.

Lemma 4. Let f ∈ F[x1, x2, · · · , xn] be a polynomial of total degreed andI = 〈xe1

1 , xe2

2 , · · · , xek

k 〉
be a monomial ideal as described in lemma 3. Fix a finite subsetS ⊆ F, and letr1, r2, · · · , rn−k be
chosen independently and uniformly at random fromS.

ThenProbri∈S[f(x1, x2, · · · , xk, r1, r2, · · · , rn−k) ∈ I | f 6∈ I] ≤ d
|S| .

2 Indeed, by Dickson’s Lemma an ideal generated by an arbitrary subset of monomials is also generated by a finite subset
of monomials and hence is a monomial ideal.
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Proof. First we writef =
∑

v̄ xj1
1 · · · xjk

k fv̄(xk+1, · · · , xn), where v̄ = (j1, · · · , jk). Any term
in the above expression withji ≥ ei is already inI. Thus, it suffices to consider the sum̂f of
the remaining terms. More precisely, LetA = [e1 − 1] × [e2 − 1] × · · · × [ek − 1]. We can
write f̂ =

∑

v̄∈A xj1
1 · · · xjk

k fv̄(xk+1, · · · , xn) where v̄ = (j1, j2, · · · , jk) ∈ A. As f̂ 6∈ I, not
all fv̄ are identically zero. Choose and fix one suchū. By the Schwartz-Zippel lemma [MR01],
Probri∈S [fū(r1, r2, · · · , rn−k) = 0 | fū(xk+1, xk+2, · · · , xn) 6≡ 0] ≤ d

|S| .

Notice that for anyv̄ = (j1, j2, · · · , jk) ∈ A, the monomialxj1
1 · · · xjk

k is not in I. Thus,
the polynomialf(x1, x2, · · · , xk, r1, r2, · · · , rn−k) ∈ I iff ∀v̄, fv̄(r1, r2, · · · , rn−k) = 0. But
fū(r1, r2, · · · , rn−k) = 0 with probability at mostd/|S|. This completes the proof.

Theorem 4. Let f ∈ F[x̄] be given by an arithmetic circuitC and the idealI = 〈m1,m2, · · · ,mk〉
generated by monomialsmi’s wherek is a constant. For such instances Monomial Ideal Membership
can be solved in randomized polynomial time (innO(k) time).

Proof. First, we construct all the ideals,{Iv̄ | v̄ ∈ [n]k} as described in Lemma 3. Then for
each suchIv̄, we check iff ∈ Iv̄. The correctness of the algorithm follows from Lemma 3. Let
Iv̄ = 〈xe1

1 , xe2

2 , · · · , xek

k 〉. To checkf ∈ Iv̄, we assign random values toxk+1, · · · , xn from S
and then evaluate the circuitC in the ringR = F[x1, x2, · · · , xk]/Iv̄. To evaluate the circuit inR,
we need to compute each gate operation moduloIv̄, starting from the input gates. Notice that, as
〈xe1

1 , xe2

2 · · · , xek

k 〉 is a Gröbner basis forIv̄, by Lemma 1 the actual order in which we evaluate the
gates is not important. Let,e =

∑k
i=1 ei. Then it is easy to see that the running time of the algorithm

is poly(n, s, ek) (notice thatei’s are in unary). Furthermore, by Lemma 4, the success probability of
the algorithm is seen to be≥ 1 − (d/|S|). Thus it is enough to consider sampling from a setS s.t,
|S| = 2d usingO(log d) random bits.

When the monomial idealI is not generated by a constant number of monomials the monomial
ideal membership problem is coNP hard over any field.

Theorem 5. Given a polynomialf as an arithmetic circuit, and a monomial idealI =
〈m1,m2, · · · ,mk〉, it is coNP-hard to test whetherf ∈ I.

Proof. Indeed, we prove the coNP-hardness even forf given by aΠΣ arithmetic circuit. First we
consider the case when the fieldF is Q. We give a reduction from3-CNF. Let F = C1 ∧ C2 ∧
· · · ∧ C` is a3-CNF formula over{x1, x2, · · · , xn}, with Ci are the clauses. Introduce new variables
{y1, y2, · · · , yn} for {x̄1, x̄2, · · · , x̄n}. Next, we encode each of the clause as a linear form (sum of
variables). For example, ifC1 = x1 ∨ x2 ∨ x̄3 then we encode it asx1 + x2 + y3. Thus we get
a polynomialC corresponding toF : C(x̄, ȳ) =

∏`
i=1 Li(x̄, ȳ) , whereLi’s are the linear form

corresponding toCi. Clearly,C(x̄, ȳ) represents aΠΣ circuit. Define a monomial ideal,I = 〈xiyi |
1 ≤ i ≤ n〉. It follows that, if F is satisfiable then not all the monomials ofC are inI. In that case
C 6∈ I by Lemma 2. Conversely assume thatC 6∈ I. That means,C has at least one monomialm such
thatm does not contain bothxi andyi for any i. Thus, the variables ofm correspond to a satisfying
assignment forF (set the variables those are not inm to zero).

Now, let the characteristic of the field be finite. The only place the proof differs from the above
is, we need to encode each clause as a sum of all seven monomials representing the satisfying assign-
ment of that clause. For example, an assignment{1, 0, 1} of {x1, x2, x3} corresponds to a monomial
x1y2x3. Thus a clauseC1 = x1 ∨ x2 ∨ x̄3 will be encoded as a sum of all possible monomials except
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y1y2x3. Note that the polynomialC corresponding toF is represented by aΠΣΠ circuit. The rest of
the argument follows exactly as above.

Next, we show some upper bounds for Monomial Ideal Membership when the number of mono-
mial generators is not restricted to a constant.

Theorem 6. 1. For F = Q, Monomial Ideal Membership is incoAMPP where the input monomial
idealI = 〈m1,m2, · · · ,mk〉 is given by a list of monomials andf ∈ F[x̄] is given by an arithmetic
circuit C.

2. For F = Fp, Monomial Ideal Membership is incoNPModpP.

Proof. For the first part, supposeF = Q andC is the input arithmetic circuit computingf ∈ F[x̄] and
the monomial idealI is 〈m1,m2, · · · ,mk〉. We’ll show thatNonmembershipis in AMPP. It suffices
for the AMPP algorithm to exhibit a nonzero monomialm of f such thatm 6∈ 〈m1,m2, · · · ,mk〉.
I.e. mi does not dividem for i = 1, 2, · · · , k. The base AM machine (call itM ) will guess such
a monomialm = xe1

1 xe2

2 · · · xen
n by nondeterministically picking the tuple(e1, · · · , en) ∈ Nn and

check thatmi does not dividem for all i. It remains to verify thatm is a nonzero monomial of
f . W.l.o.g. we can assume thatf ∈ Z[x̄]. We will describe a BPP#P algorithm that takes as input
〈C,m〉 and makes one#P query to decide ifm is a nonzero monomial inf . Write f as a finite
sumf =

∑

ᾱ∈Nn cαx̄ᾱ. Since the input toC are the indeterminates and constants, the numberscᾱ

are bounded in absolute value by2K , where the size ofK ∈ Z+ in binary is bounded by some
polynomial in input size. Now, we observe thatcē 6= 0 iff m occurs inf , whereē = (e1, e2, · · · , en).
The BPP machine guesses a random primep of polynomial size, where the size is chosen suitably,
so thatcē 6= 0 iff cē 6= 0(mod p) with high probability. Now we define the#P query that the BPP
machine will make by defining a suitable NP machineN . The input toN is the triple(m,C, p) and
the number of accepting paths has the propertyaccN (m,C, p) = cē(mod p). Such an NP machine
N would clearly suffice. We now define the NP machineN . W.l.o.g. we can assume that each gate
of C has fanin two and is either a multiply gate or a plus gate. Suppose there aret plus gates inC.
The NP machineN nondeterministically branches into2t computation paths, where on each path it
picks exactly one of the two inputs to the plus gate. As a result, on each of the2t computation paths
N has picked a multiplicative subcircuit ofC. Let π ∈ {0, 1}t denote such a computation path of
N and letCπ denote the corresponding multiplicative subcircuit ofC. Notice that eachCπ defines a
monomial with a coefficientcπmπ, and fromCπ in deterministic polynomial time we can compute
mπ andcπ(modp). Next, machineN proceeds as follows: ifmπ = m thenN extendsπ into cπmodp
accepting computation paths, and otherwiseN rejects alongπ. Clearly,accN (m,C, p) = cē(modp).

For the second part whenF = Fp the proof is similar. The crucial difference is that we do not
need to evaluate the circuit modulo a randomly chosen prime.Furthermore, we only need the number
of accepting paths ofN modulop. Hence a ModpP oracle suffices with an NP base machine.

4 Monomial Ideal Membership for ΣΠΣ circuits

Consider instances(f, I) of Monomial Ideal Membership wheref is given by aΣΠΣ circuit with
top gate of bounded fanin andI = 〈m1,m2, · · · ,mk〉 a monomial ideal for constantk. By Lemma 3
this problem reduces to testing iff is in a monomial ideal of the formI = 〈xe1

1 , xe2

2 , · · · , xek

k 〉. As the
quotient ringF[x1, x2, · · · , xk]/I is a local ring andf ∈ I if and only if f ≡ 0 over the local ring
F[x1, x2, · · · , xk]/I we can apply the Kayal-Saxena deterministic identity test [KS07] for suchΣΠΣ
circuit over local rings3 to check this in overall time polynomial in the circuit size.

3 More precisely, over local rings that allow polynomial-time arithmetic in them.
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However, in this section we develop the algorithm and its correctness proof based on Gröbner
basis theory. The algorithm is essentially from [KS07]. Butthe Gröbner basis approach is somewhat
simpler and direct. It avoids invoking properties such as Chinese remaindering in local rings and
Hensel lifting. The added bonus is that we get a different correctness proof for the Kayal-Saxena
identity test.

Definition 3. A ΣΠΣ circuit C with n inputs over a fieldF computes a polynomial of the form:
C(x1, x2, · · · , xn) =

∑k
i=1

∏di

j=1 Lij(x1, x2, · · · , xn), wherek is the fanin of the topΣ gate, anddi

are the fanins of thek differentΠ gates andLij ’s are linear forms overF[x1, x2, · · · , xn].

First, we transform the circuitC into another circuitC ′ as follows: LetLij =
∑n

t=1 αijtxt +β for
αijt, β ∈ F. We replace each suchLij by L′

ij =
∑n

t=1 αijtxt + βy, wherey is a new indeterminate.
Let d be the maximum of the fanins of theΠ gates. For aΠ gate of fanindi introduced − di new
input fanin wires each carryingy.

Proposition 1. For I = 〈xe1

1 , xe2

2 , · · · , xek

k 〉 and aΣΠΣ circuit C defined as above,C ∈ I if and
only if C ′ ∈ 〈xe1

1 , xe2

2 , · · · , xek

k , y − 1〉.

Notice that in the process of making this transformation theresulting ideal is not a monomial ideal
any more.

Thus, we can assume that in the circuitC itself everyLij is of the form
∑n

t=1 αtxt and the degree
of the polynomial computed at eachΠ gate isd. We can naturally associate toLij its coefficient vector
(α1, α2, · · · , αn) ∈ Fn. A collection of linear forms isindependentif their coefficient vectors forms a
linearly independent set inFn.

First we fix some notation. LetR denote the polynomial ringF[x1, x2, · · · , xk], wherek will
be clear from the context whereR is used. Forα = (ek+1, ek+2, · · · , en) ∈ Nn−k, let x̄ᾱ de-
notex

ek+1

k+1 x
ek+2

k+2 · · · xen
n . The only monomial ordering we use is the lex-ordering defined in Defini-

tion 1 w.r.t. the orderx1 < x2 < · · · < xn. We can consider anf ∈ F[x1, · · · , xn] as a poly-
nomial inR[xk+1, xk+2, · · · , xn]. More precisely, we can writef =

∑

ᾱ∈Nn−k Aᾱx̄ᾱ, whereAᾱ ∈
F[x1, x2, · · · , xk] \ {0}. Let ᾱ1 be such that̄xᾱ1 is the lex-largest term such thatAᾱ1

6= 0. Then we
denote theR-leading termAᾱ1

x̄ᾱ1 of f by LTR(f). Likewise,LMR(f) = x̄ᾱ1 andLCR(f) = Aᾱ1

is theR-leading monomial andR-leading coefficient off . For anyf, g ∈ F[x1, · · · , xn], it is clear
thatLMR(fg) = LMR(f)LMR(g), LCR(fg) = LCR(f)LCR(g).

Let f ∈ F[x1, · · · , xn] and I = 〈f1, f2, · · · , f`〉 be an ideal such that eachfi is in
F[x1, x2, · · · , xk]. Then the following easy lemma states a necessary and sufficient condition forf
to be inI.

Lemma 5. Let I ⊆ F[x̄] be an ideal generated by the polynomialsf1, f2, · · · , f` such that for all
i ∈ [`], fi ∈ F[x1, x2, · · · , xk]. Let g be any polynomial inF[x̄]. Write g =

∑

ᾱ∈Nn−k Aᾱx̄ᾱ. Then
g ∈ I if and only if for all ᾱ, Aᾱ ∈ I.

Consider polynomialsf, g ∈ F[x1, x2, · · · , xn] and an idealI such thatg ∈ 〈I, f〉. The following
useful lemma gives a sufficient condition onf under which the remainderr obtained when we invoke
Divide(g; f) (of Theorem 1) is in the idealI.

Lemma 6. Let I = 〈f1, f2, · · · , f`〉 be an ideal inF[x1, · · · , xn] wherefi ∈ F[x1, · · · , xk] = R.
Supposef is a polynomial such thatLM(f) contains only variables from{xk+1, xk+2, · · · , xn} (i.e.
LM(f) = LMR(f)). Then for any polynomialg in the ideal〈I, f〉 we can writeg = qf + r for
polynomialsq andr such thatr ∈ I and no monomial ofr is divisible byLM(f).
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Proof. The lemma is an easy consequence of the properties of the Divide algorithm explained in
Theorem 1. Notice that Divide(g; f) will stop with a remainder polynomialr such thatg = qf+r with
the property that no monomial ofr is divisible byLM(f). However, we only know thatr ∈ 〈I, f〉,
because bothg andqf are in〈I, f〉. We now show thatr must be inI. First, asr ∈ 〈I, f〉 we can write
r =

∑`
i=1 aifi + af , for polynomialsai anda. Following Lemma 5, we writeai =

∑

ᾱ aiᾱx̄ᾱ for
eachi and alsoa =

∑

ᾱ aᾱx̄ᾱ. Notice that we can assumeaᾱ 6∈ I for all nonzeroaᾱ. Otherwise, we
can move that term to the

∑

aifi part. SinceLM(f) does not divide any monomial ofr, it follows
thatLM(af) does not occur in a nonzero term ofr. Therefore,LT (af) must be cancelled by some
term of

∑`
i=1 aifi. Clearly,LT (af) is of the formc ·aβ̄ x̄ᾱ for someα, β, whereLC(f) = c ∈ F and

aβ̄ = LCR(a). Now, in
∑`

i=1 aifi the coefficient of̄xᾱ is
∑`

i=1 aiᾱfi which must be equal to−c ·aβ̄.
Sincec ∈ F it follows thataβ̄ is in I contradicting the assumption that none of the nonzeroaγ̄ is in I.

Again, letI = 〈f1, f2, · · · , f`〉 such that thefi are inF[x1, x2, · · · , xk]. Consider two polynomials
f and g such thatLM(f) contains only variables fromxk+1, xk+2, · · · , xn and eitherLM(f) >
LM(g) or LMR(f) = LMR(g) andLCR(g) ∈ I. Theng is in the ideal〈I, f〉 if and only if g ∈ I.

Lemma 7. Let I = 〈f1, f2, · · · , f`〉 be an ideal in F[x1, · · · , xn] such that eachfi is in
F[x1, x2, · · · , xk] = R. Supposef is a polynomial such thatLM(f) is over the variables only
from {xk+1, xk+2, · · · , xn} (i.e. LM(f) = LMR(f)). Then for any polynomialg such that either
LM(f) > LM(g), or LMR(f) = LMR(g) andLCR(g) ∈ I, g is in the ideal〈I, f〉 if and only ifg
is in the idealI.

Proof. Supposeg ∈ 〈I, f〉 andg 6∈ I. We can writeg = a + bf , for polynomialsa andb, where
a ∈ I. Also, we can assume thatb 6∈ I, for otherwiseg ∈ I and we are done. Letb =

∑

ᾱ∈Nn−k bᾱx̄ᾱ,
wherebᾱ ∈ F[x1, x2, · · · , xk] and we can assumebᾱ 6∈ I for all ᾱ (otherwise we can move that term
as part ofa). Notice thatLTR(bf) = LTR(b) · LTR(f) = cbβ̄LMR(b)LMR(f) = cbβ̄ x̄γ̄ for some
γ̄ and for somebβ̄, wherec = LCR(f) ∈ F. Sincebβ̄ 6∈ I it follows that LCR(bf) 6∈ I. Write
a =

∑

ᾱ∈Nn−k aᾱx̄ᾱ. By Lemma 5,a ∈ I implies eachaᾱ ∈ I. In particular,aγ̄ ∈ I and isnot equal
to −LCR(b · f) = −cbβ̄ asbβ̄ 6∈ I. Thus, the monomialLMR(bf) survives ina + bf . It follows
that LMR(g) = LMR(a + bf) ≥ LMR(bf) ≥ LMR(f) which forcesLMR(f) = LMR(g) and
LCR(g) ∈ I by assumption. Ifb /∈ R thenLMR(b · f) > LMR(f) which impliesLMR(g) >
LMR(f) contradicting assumption. Ifb ∈ R thenLTR(g) = LTR(a + bf) = (aᾱ + b)LMR(f) for
someaᾱ, which forcesb ∈ I because bothLTR(g), aᾱ ∈ I.

Let I ⊆ F[x1, · · · , xn] be an ideal andg1, g2 are two polynomials such thatf is in the ideals
〈I, g1〉 and〈I, g2〉. Using some Gröbner basis theory we give a sufficient condition on I, g1 andg2

under which we can infer thatf is in the ideal〈I, g1g2〉.

Lemma 8. Let I = 〈f1, f2, · · · , f`〉 be an ideal ofF[x1, x2, · · · , xn], wherefi are polynomials in
F[x1, x2, · · · , xk]. Supposeg1 andg2 are polynomials such that:g2 =

∏d2

i=1(xk+1 − αi), where each
αi is a linear form overx1, x2, · · · , xk, and the leading termLT (g1) of g1 has only variables from
{xk+2, xk+3, · · · , xn}. Thenf ∈ 〈I, g1g2〉 if and only iff ∈ 〈I, g1〉 andf ∈ 〈I, g2〉.

Proof. The forward implication is obvious. We prove the reverse direction. Supposef ∈ 〈I, g1〉 and
f ∈ 〈I, g2〉. As f ∈ 〈I, g2〉, we can writef = a + bg2, wherea ∈ I andb is an arbitrary polynomial.
Notice that it suffices to provebg2 is in the ideal〈I, g1g2〉. Now, sincef ∈ 〈I, g1〉 anda ∈ I it follows
thatbg2 = f − a ∈ 〈I, g1〉. By applying Lemma 6 to idealI and polynomialg1 observe that we can
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write bg2 = αg1 + β, whereβ is a polynomial inI such that none of the monomials ofβ is divisible
by LT (g1). We have the following equationb ·

∏d2

j=1(xk+1 − αj) = αg1 + β.
Substitutingxk+1 = α1 in the above equation, we get(αg1)|xk+1=α1

= −β|xk+1=α1
. No-

tice thatLT (g1|xk+1=α1
) = LT (g1), asLT (g1) contains variables only fromxk+2, · · · , xn. Thus

the above substitution impliesLT (β|xk+1=α1
) = −LT ((αg1)|xk+1=α1

) = −LT (α|xk+1=α1
) ·

LT (g1|xk+1=α1
) = −LT (α|xk+1=α1

) · LT (g1).
ThusLM(g1) dividesLM(β|xk+1=α1

). On the other hand, sinceLM(g1) does not divide any
monomial ofβ, LM(g1) cannot divide any monomial ofLM(β|xk+1=α1

) as the substitution only
introduces variables from{x1, · · · , xk}. This gives a contradiction unlessβ|xk+1=α1

= 0, which in
turn impliesα|xk+1=α1

= 0.
Thus we have proved that(xk+1 − α1) is a factor of bothα andβ. This leads us to the following

similar identity:b ·
∏d2

j=2(xk+1−αj) = α1g1 +β1, whereα1 = α/(xk+1−α1) andβ1 = β/(xk+1−
α1). Clearly, by repeating the above argument we finally get,b = α′g1 + β′, for some polynomialsα′

andβ′ whereα = α′g2 andβ = β′g2. Putting it together we getbg2 = α′g1g2 + β′g2 = α′g1g2 + β.
As β ∈ I, it follows thatbg2 is in the ideal〈I, g1g2〉. This completes the proof.

Let I = 〈P1, P2, · · · , Pk〉 be an ideal inF[x1, · · · , xn] such thatPi ∈ F[x1, x2, · · · , xi] and

LT (Pi) = xdi

i for eachi. For i 6= j the leading termsLT (Pi) = xdi

i and LT (Pj) = x
dj

j are
clearly relatively prime. Therefore by Theorem 3, it follows that{P1, P2, · · · , Pk} is in fact a Gröbner
basis forI. We summarize this observation.

Lemma 9. Let I = 〈P1, P2, · · · , Pk〉 be an ideal in F[x1, · · · , xn] such that eachPi is in
F[x1, x2, · · · , xi] andLT (Pi) = xdi

i . Then{Pi}i∈[k] is a Gröbner basis forI.

Let f ∈ F[x1, x2, · · · , xk] be a given polynomial andd be the maximum ofdeg(f) and
deg(Pi), 1 ≤ i ≤ k. We can invoke Divide(f ;P1, P2 · · · , Pk) (Theorem 1) to test whetherf ∈ I.
By Fact 2 the running time for this test isO(dk).

Now we state the main theorem of this section.

Theorem 7. Let C ∈ F[x1, x2 · · · , xn] be given by aΣΠΣ(`, d) circuit for a constant` and
I = 〈m1,m2, · · · ,mk〉 be a monomial ideal for constantk. For such instances, Monomial Ideal Mem-
bership can be checked in deterministic polynomial time. Specifically, the running time is bounded by
nkpoly(n, dmax{`,k}).

By Lemma 3 it clearly suffices to give a polynomial-time deterministic algorithm for testing if a
ΣΠΣ(`, d) circuit C is in a monomial ideal of the form〈xe1

1 , · · · , xek

k 〉. As explained in the beginning
of this section, we transform the circuitC toC ′ in which all linear forms are made homogeneous using
a new indeterminatey, andC ∈ I if and only if C ′ ∈ 〈xe1

1 , · · · , xek

k , y − 1〉. In fact, in the following
theorem we prove a stronger result which along with Lemma 3 yields Theorem 7.

Theorem 8. Let C be a givenΣΠΣ(`, d) circuit for a constant̀ and I = 〈P1, P2, · · · , Pk〉 be an
ideal inF[x1, · · · , xn] such thatPi ∈ F[x1, x2, · · · , xi] andLT (Pi) = xdi

i for eachi. Further, suppose
di ≤ d for all i ∈ [k]. Then testing ifC ∈ I can be done deterministically in timepoly(dmax{`,k}).

Proof. We first describe the algorithm and then prove its correctness and running time bound.
As explained in the beginning of the section, we can assume that all linear forms appearing inC

are homogeneous andC itself is a homogeneous degreed polynomial. By Lemma 9, the generating
set forI is a Gröbner basis. LetC(x1, x2, · · · , xn) =

∑`
i=1 Ti. For all i ∈ [`], Ti =

∏d
j=1 Lij, where

Lij ’s are the linear forms overF[x1, x2, · · · , xn].
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If ` = 1, thenC = T1. Letg(x1, x2, · · · , xk) be the product of those linear forms ofT1 using only
variables from{x1, x2, · · · , xk}. Clearly,g(x1, x2, · · · , xk) has at mostdk monomials. We explicitly
computeg by multiplying out all such linear forms. By Lemma 5, clearlyC ∈ I if and only if g ∈ I,
which can be checked in time poly(dk) following the Fact 2.

So assumè > 1. If all the linear forms appearing inT1, T2, · · · , T` are only over{x1, x2, · · · , xk},
then again the ideal membership testing is easy. Because, intime poly(dk) we can writeC itself as
anF-linear combination of monomials inx1, x2, · · · , xk and apply Fact 2 to check iff ∈ I in time
poly(dk).

Now we consider the general case. By inspection we can write eachTi = βiT
′
i where theβi are

products of linear forms over onlyx1, x2, · · · , xk, whereas each linear form inT ′
i involves at least one

other variable.4 If βi ∈ I (which we can test in polynomial time using Fact 2) we drop theterm Ti

from the sum
∑`

i=1 Ti. This enables us to writeC asC = β1T
′
1 + β2T

′
2 + · · · + βmT ′

m for some
m ≤ `, where we have assumed for simplicity of notation thatβi 6∈ I for first m terms.

As before, letR = F[x1, x2, · · · , xk]. W.l.o.g, assume thatLMR(T ′
1) ≥ LMR(T ′

i ) for all i ∈
[2, 3, · · · ,m]. We can determineLTR(T ′

i ) for eachT ′
i in polynomial time since they are given as

product of linear forms. Thus,LMR(T ′
1) ≥ LMR(C). Now, letr ∈ R be the coefficient ofLMR(T ′

1)
in C. We can computer in polynomial time by computing the coefficientγi of LMR(T ′

1) in each
T ′

i and computingr =
∑m

i=1 βiγi. Then we check thatr ∈ I (which is a necessary condition for
C to be inI by Lemma 5). By Fact 2 we can checkr ∈ I in time poly(dk). It is clear that, either
LMR(T ′

1) > LMR(C) or LMR(T ′
1) = LMR(C) andr ∈ I. Thus, by the Lemma 7,C ∈ I if and

only if C ∈ 〈I, T ′
1〉.

Next, we group the linear forms inT ′
1: let, T ′

1 = T11T12 · · ·T1t, such that for alli ∈ [t],

T1i = (Li + mi1)(Li + mi2) · · · (Li + misi
),

where {Li}
t
i=1 are distinct linear forms in F[xk+1, · · · , xn] and mij ’s are linear forms in

F[x1, · · · , xk]. Notice that the polynomialsT1i are relatively prime to each other.
We next computet linear transformations{σ1, σ2, · · · , σt} from Fn to Fn with the following

property: fori ∈ [t], σi fixes {xi}
k
i=1, mapsLi to xk+1 and maps{xk+2, xk+3, · · · , xn} to some

suitable linear forms in such a way that,σi is an invertible linear transformation. AsLi’s are over
{xk+1, · · · , xn}, it is easy to see that suchσi exist and are easy to compute.

Let C1 =
∑

j∈[`]\{1} Tj . For i ∈ [t], let C1i = σi(C1) and letI1i be the ideal〈I, σi(T1i)〉. The
algorithm will now recursively check for each of theΣΠΣ(` − 1, d) circuits C1i, thatC1i is in the
idealI1i and declareC ∈ I if and only if C1i ∈ I1i for eachi.

Notice that the idealI1i has generating setG = {P1, P2, · · · , Pk, Pk+1}, where Pk+1 ∈

F[x1, x2, · · · , xk+1] andLM(Pk+1) = x
dk+1

k+1 . By Lemma 9,G is a Gröbner basis forI1i.
The correctness of the algorithm follows directly from the following claim.

Claim. For eachs : 1 ≤ s ≤ t C ∈ 〈I, T11T12 · · ·T1s〉 if and only if C1i ∈ I1i for 1 ≤ i ≤ s.
In particular,C ∈ 〈I, T ′

1〉 if and only if C1i ∈ I1i for 1 ≤ i ≤ t.

Proof of Claim:The forward implication is easy: ifC ∈ 〈I, T11T12 · · ·T1s〉 then clearlyC ∈ 〈I, T1i〉
for each1 ≤ i ≤ s. As eachσi is an invertible linear map it follows in turn thatσi(C) ∈ 〈I, σi(T1i)〉 =
I1i for 1 ≤ i ≤ s. SinceC1i = σi(C) − σi(T1) andσi(T1) ∈ 〈σi(T1i)〉 it follows thatC1i ∈ I1i for
1 ≤ i ≤ s.

We prove the other direction of the claim by induction ons. The base cases = 1 is trivial. Induc-
tively assume it is true fors − 1. I.e. if C1i ∈ I1i for 1 ≤ i ≤ s − 1 thenC ∈ 〈I, T11T12 · · ·T1(s−1)〉.

4 If there are no linear forms contributing to the productβi (respectively,T ′

i ) we will set it to1.
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We now prove the induction step fors. SupposeC1i ∈ I1i for 1 ≤ i ≤ s. Let T =
T11T12 · · ·T1(s−1). By induction hypothesis we haveC ∈ 〈I, T 〉. Furthermore,C1s ∈ I1s implies
by definition thatC ∈ 〈I, T1s〉. Now we apply the linear mapσs to obtainσs(C) ∈ 〈I, σs(T )〉 and
σs(C) ∈ 〈I, σs(T1s)〉. The mapσs ensures thatLT (T1s) is of the formxdeg T1s

k+1 . Furthermore, by the
definition ofσs it follows thatLT (σs(T )) has only variables in{xk+2, · · · , xn}. Lettingg1 = σs(T )
andg2 = σs(T1s) in Lemma 8, it follows immediately thatσs(C) ∈ 〈I, σs(T · T1s)〉 which implies
the induction step sinceσs is invertible.

Claim. The above algorithm runs in time poly(n, dmax{`,k}).

Proof of Claim:To analyze the running time, we need to observe the followingrecurrence relation :
let T (`, n) is the time required to testC ∈ I. It is easy to see from the description of the algorithm
that,T (`, n) ≤ tT (` − 1, n) + poly(n, dk). HenceT (`, n) = poly(n, dmax{`,k}), ast = O(d).

Theorem 7 is an immediate consequence of Theorem 8. ForI = 〈0〉, Theorem 7 is actually the
Kayal-Saxena deterministic test with a new proof.

5 Monomial Ideal Membership for black-box polynomials

In Theorem 4 we have shown that monomial ideal membership is in randomized polynomial time
whenf ∈ F[x̄] is given as an arithmetic circuit and the monomial ideal is given by a constant number
of generator monomials. We now show that even iff is accessed only via ablack-box, if the degree
of f is polynomial in the input sizewe can still solve monomial ideal membership in randomized
polynomial time (assumingI is generated by constant number of monomials). In [OT88], Ben-Or
and Tiwari gave an interpolation algorithm for sparse multivariate polynomials over integers. Our
algorithm is an easy application of their result. We first recall their result in a form suitable for us.

Theorem 9. [OT88] Let f ∈ Z[x1, x2, · · · , xn] be a t-sparse multivariate polynomial given as a
black-box (byt-sparse we mean the number of monomials inf is bounded byt), d be the degree of
f , and b be a bound on the size of its coefficients. There is a deterministic algorithm that queries
the black-box for values off on different inputs and reconstructs the entire polynomialf in time
poly(t, n, d, b).

Ben-Or and Tiwari’s result directly gives a deterministic polynomial time algorithm for Monomial
Ideal Membership whenf is a t-sparse black-box polynomial overZ, andI is any monomial ideal.
The algorithm simply reconstructsf and checks if each of its monomials is inI.

Next, supposef is a black-box polynomial of small degree andI is a monomial ideal generated
by constant number of monomials.

Theorem 10. Let f ∈ Z[x̄] of degreed given as a black-box such thatb is a bound on the size of its
coefficients. SupposeI = 〈m1,m2, · · · ,mk〉 for constantk. Then we can test iff ∈ I in randomized
timepoly(nk, dk, b).

Proof. By Lemma 3, it suffices to give a randomized polynomial time algorithm for testing iff ∈ Iv̄,
where v̄ ∈ [n]k. W.l.o.g. assumeIv̄ = 〈xe1

1 , xe2

2 , · · · , xek

k 〉. Fix S = {1, 2, · · · , s} and assign ran-
dom values{r1, r2, · · · , rn−k} to {xk+1, · · · , xn} from S. Note thatf(x1, x2, · · · , xk, r̄) is a dk-
sparse polynomial. By Theorem 9 we can reconstructf(x1, x2, · · · , xk, r̄) in poly(n, dk, b) time. Let
g(x1, x2, · · · , xk) = f(x1, x2, · · · , xk, r̄). Our randomized algorithm declaresf ∈ Iv̄ if each mono-
mial of g is in I. By Lemma 4, it follows that the success probability of the algorithm is at least1− d

s
.
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6 Bounded variable Ideal Membership

In this section we discuss our results for the ideal membership problem whenI = 〈f1, · · · , f`〉 such
that fi ∈ F[x1, · · · , xk] for a constantk and the polynomialf is given by an arithmetic circuit. We
call this variantbounded variable Ideal Membership.

A pioneering result in polynomial Ideal Membership testingis Hermann’s algorithm that is based
on the following theorem.

Theorem 11 (Hermann’s theorem). [He26] Consider polynomials f, f1, f2, · · · , fm ∈
F[x1, x2, · · · , xk] for a field F such that max{deg(f1),deg(f2), · · · ,deg(fm),deg(f)} ≤ d.
If f is in the ideal I = 〈f1, f2, · · · , fm〉 then f can be expressed asf =

∑m
i=1 gifi where

deg(gi) ≤ (2d)2
k

for eachi.

Supposef is given explicitly as anF-linear combination of terms. Using the bounds of Hermann’s
theorem, Hermann’s algorithm treats the coefficients ofgi as unknowns and does membership testing
in 〈f1, f2, · · · , fm〉 by solving a system of linear equations withm(2d)k2k

unknowns. This can be
solved using Gaussian elimination in timemO(1)(2d)O(k2k).

Similarly, for an explicitly givenf ∈ F[x1, · · · , xn], n > k, using Lemma 5 we can apply Her-
mann’s algorithm to test if membership off in 〈f1, f2, · · · , fm〉 in time polynomial in the size off
andmO(1)(2d)O(k2k). If k is a constant, this gives a polynomial running time bound.

A natural question here is the complexity of Ideal Membership whenf is given by an arithmetic
circuit whose membership we want to test in idealI = 〈f1, f2, · · · , fm〉, wherefi ∈ F[x1, · · · , xk] for
constantk. Recall that in Theorem 4 we showed a similar problem formonomialideals with constant
number of monomials is in randomized polynomial time. In this section we will restrict ourselves to
polynomialsf computed by arithmetic circuits of polynomial degree in theinput size. We can follow
essentially the same proof idea in the Theorem 4. Notice thatf ∈ I if and only if f ≡ 0 in the ring
R[xk+1, xk+2, · · · , xn] whereR = F[x1, x2, · · · , xk]/I. We need the following proposition about
zeros of a univariate polynomial over an arbitrary ring.

Proposition 2. LetR be an arbitrary commutative ring containing a fieldF. If f ∈ R[x] is a nonzero
polynomial of degreed thenf(a) = 0 for at mostd distinct values ofa ∈ F.

Proof. Supposea1, a2, · · · , ad+1 ∈ F are distinct points such thatf(ai) = 0, 1 ≤ i ≤ d + 1. Then
we can writef(x) = (x − a1)q(x) for q(x) ∈ R[x]. Now, dividing q(x) by x − a2 yields q(x) =
(x− a2)q

′(x)+ q(a2), for someq′(x) ∈ R[x]. Thus,f(x) = (x− a1)(x− a2)q
′(x)+ (x− a1)q(a2).

Puttingx = a2 in this equation gives(a2 − a1)q(a2) = 0. But a2 − a1 is a nonzero element inF and
is hence invertible. Therefore,q(a2) = 0. Consequently,f(x) = (x − a1)(x − a2)q

′(x). Applying
this argument successively for the otherai finally yieldsf(x) = g(x)

∏d+1
i=1 (x−ai) for some nonzero

polynomialg(x) ∈ R[x]. Since
∏d+1

i=1 (x − ai) is a monic polynomial, this forcesdeg(f) ≥ d + 1
which is a contradiction.

Using an induction argument as in [TZ06, Lemma D.3], we can now easily derive the following
analog of the Schwartz-Zippel test for arbitrary commutative rings.

Lemma 10. LetR be an arbitrary commutative ring containing a fieldF. Letg ∈ R[x1, x2, · · · , xm]
be any polynomial of degree at mostd. If g 6≡ 0, then for any finite subsetA of F we have

Proba1∈A,···,am∈A[g(a1, a2, · · · , am) = 0 | g 6≡ 0] ≤
md

|A|
.
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Now we describe our ideal membership test: Choose and fixS ⊆ F of size2(n−k)d and randomly
assign values fromS to the variables in{xk+1, · · · , xn}. Notice thatf , given by a polynomial degree
arithmetic circuitC, is in I if and only if f ≡ 0 in the ring R[xk+1, xk+2, · · · , xn] whereR =
F[x1, x2, · · · , xk]/I, since the given generating set forI uses only variablesx1, · · · , xk. After the
random substitution we are left with an arithmetic circuitC ′(x1, · · · , xk). Notice that, by Lemma 10
if f 6∈ I thenC ′(x1, · · · , xk) /∈ I with probability at least1/2. We now need to test whether the
polynomial computed byC ′ is in I. As C ′ is of polynomial degreed andk is a constant, we can
explicitly written down the polynomialr that it computes as aF-linear combination of at mostdk

monomials. We are now left with the problem of testing ifr ∈ 〈f1, · · · , f`〉 which we can do in
polynomial time using Hermann’s algorithm ask is a constant. Similarly, Theorem 10 for black-box
polynomials can be easily extended to bounded variable Ideal Membership.

Finally, whenf is given by aΣΠΣ circuit with bounded fanin output gate, we can easily argue
by following the algorithm in the proof of Theorem 8 that we will end up with the problem of testing
if a polynomialg given by aΠΣ circuit is in an ideal〈f1, · · · , f`〉, wherefi are all inF[x1, · · · , xt] for
a constantt. It is easy to see that we can apply Hermann’s algorithm to check this in time polynomial
in (m + n + d)O(t2t) which is a polynomial time bound ast is constant. We summarize this result in
the following theorem.

Theorem 12. Let I = 〈f1, f2, · · · , fm〉 be an ideal in F[x1, x2, · · · , xn] where eachfi ∈
F[x1, x2, · · · , xk] for constantk. If f be a polynomial given by an arithmetic circuit of polynomial
degree, then in randomized polynomial time we can test iff ∈ I. This result holds even iff is
given by a black-box and the degree off is polynomial in the input size. Further, iff is given by a
ΣΠΣ(`, d) circuit with ` constant, then we can test whetherf ∈ I in deterministic polynomial time.

7 Identity Testing for a restricted class ofΣΠΣΠ circuits

In this section we examine the possibility of extending [KS07] to certain depth 4 circuits. We consider
certain restrictedΣΠΣΠ circuits with the topΣ gate having bounded fanin.

Any ΣΠΣΠ circuit is of the formC =
∑`

i=1 Ti, with Ti =
∏d

j=1 Pij , for polynomialsPij . We
now define arestricted subclassof circuits which we denote byΣΠΣΠ(`, d, c). A circuit C is in this
class if

(a) The faniǹ of the outputΣ gate is a constant.
(b) For each variablexk occurring inPij ’s, the term of maximumxk degree is a power ofxk only.
(c) Any variablexk occurs in at mostc differentPij for anyi ∈ [`], wherec is also a constant.
(d) Furthermore, eachPij contains at mostc different variables.

We show that the bounded variable Ideal Membership problem for ΣΠΣΠ(`, d, c) circuits can
be solved in polynomial time. As a consequence we obtain a deterministic polynomial-time identity
testing algorithm for such circuits. The key observation isthe next lemma which generalizes Lemma 8.

Lemma 11. Let I = 〈f1, f2, · · · , f`〉 be an ideal ofF[x1, x2, · · · , xn], wherefi are polynomials in
F[x1, · · · , xk]. Supposeg1 andg2 are the polynomials such that:

1. LM(g1) = xdi

i , wherei ∈ {k + 1, k + 2, · · · , n}.
2. LM(g2) < LM(g1) andLM(g2), LM(g1) are relatively prime.

Thenf ∈ 〈I, g1〉 andf ∈ 〈I, g2〉 if and only iff ∈ 〈I, g1g2〉.
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Proof. The reverse implication is obvious. We prove the forward direction. AsLM(g2) < LM(g1)
andLM(g2), LM(g1) are relatively prime, it follows thatg2 ∈ F[x1, x2, · · · , xi−1].

As f ∈ 〈I, g2〉, we can writef = a + bg2, wherea ∈ I and b is an arbitrary polynomial.
Furthermore, by Lemma 6 we can writebg2 = αg1 + β, with β ∈ I such that no monomial ofβ
is divisible byLT (g1). Thusg2 dividesαg1 + β. Let p be any irreducible factor ofg2. As the ideal
〈p〉 generated by the polynomialp is a prime ideal ofR = F[x1, x2, · · · , xi−1], the quotient ring
D = R/〈p〉 is an integral domain. Asp dividesαg1 + β, it follows thatαg1 = −β in D[xi]. We
will now argue thatβ andα must be both zero inD[xi], which will imply that p divides bothα and
β. Note thatLMD(β) = −LMD(α) · LMD(g1) (by comparing theirxi degrees in the ringD[xi]).
But LMD(g1) = LM(g1) = xdi

i from the statement of the lemma. Consideringβ as a polynomial
of R[xi], notice thatβ has degree strictly less thandi sinceLM(g1) = xdi

i does not divide any
monomial ofβ. Sincep ∈ R = F[x1, x2, · · · , xi−1], it follows thatβ as a polynomial ofD[xi] also
has degree strictly less thandi. Thus,LMD(g1) can not divideLMD(β). The only possibility left is
thatα = β = 0 in D[xi], which implies thatp dividesα andβ.

This leads us to the following similar identity:bg′2 = α1g1 + β1, whereα1 = α/p andβ1 = β/p.
Clearly, by the same argument applied to each irreducible factor of g2 (with repetition) we finally
get b = α′g1 + β′, for polynomialsα′ andβ′ whereα = α′g2 andβ = β′g2. Putting it together,
bg2 = α′g1 · g2 + β′g2 = α′g1 · g2 + β. As β ∈ I, it follows thatbg2 is in the ideal〈I, g1g2〉. This
completes the proof.

Now we present the polynomial time algorithm for bounded variable ideal membership instances
(f, I), where the polynomialf is given by aΣΠΣΠ(`, d, c) circuit. The polynomial-time identity
test forΣΠΣΠ(`, d, c) circuits is a corollary.

Theorem 13. Let C be a givenΣΠΣΠ(`, d, c) circuit and I = 〈f1, f2, · · · , fm〉 be an ideal in
F[x1, · · · , xn] such that eachfi ∈ F[x1, x2, · · · , xk] wherek is a constant. Then testing ifC ∈ I can
be done deterministically in timepoly(n, d).

Proof. We first writeC = T1 + T2 + · · · + T`, where eachTi =
∏d

j=1 Pij . The casè = 1 and the
case when eachTi is only over indeterminatesx1, · · · , xk can be directly handled using Hermann’s
algorithm (Theorem 11), in time poly(d2k

).
We describe the general case. LetR = F[x1, x2, · · · , xk]. We can writeC = β1T

′
1 + β2T

′
2 +

· · · + βmT ′
m for somem ≤ `, whereβi ∈ R and βi 6∈ I, andT ′

i are nontrivial polynomials in
R[xk+1, · · · , xn]. We can easily determineLTR(T ′

i ) for eachT ′
i from the polynomialsPij , and rear-

range theT ′
i so thatLMR(T ′

1) ≥ LMR(T ′
2) ≥ · · · ≥ LMR(T ′

m). 5 Thus,LMR(T ′
1) ≥ LMR(C). The

coefficientr of LMR(T ′
1) in C is also easily computable in polynomial time: we find the coefficient

γi of LMR(T ′
1) in T ′

i for i = 1, 2, · · · ,m. Note thatr =
∑m

i=1 βiγi. If r 6= 0 then notice thatr /∈ I

impliesC /∈ I. We check ifr ∈ I using Hermann’s algorithm (Theorem 11) in time poly(d2k
). We

need to continue the test ifr ∈ I. That means eitherLMR(T ′
1) > LMR(C) or LMR(T ′

1) = LMR(C)
andr ∈ I. By Lemma 7,C ∈ I if and only if

∑m
i=2 βiT

′
i ∈ 〈I, T ′

1〉.
Next, we group the factorsPij occurring inT ′

1 according to the leading monomials. LetT1r be the
product of all factorsP1j of T ′

1 such thatLM(P1j) is a power ofxr, for r = k + 1, k + 2, · · · , xn.
For an indexr if there are no such factorsP1j then setT1r = 1. Thus we haveT ′

1 =
∏n

r=k+1 T1r,
where some of the factorsT1r are1 and can be ignored. Clearly, for allT1r 6= 1 andT1s 6= 1 we have
LM(T1r) > LM(T1s) if r > s.

5 Notice the condition(b) in the definition ofΣΠΣΠ(`, d, c) circuit.
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Let C1 =
∑m

i=2 βiT
′
i . For eachr such thatT1r 6= 1, let I1r denote the ideal〈I, T1r〉. Notice that

T1r is a polynomial over at mostc2 different variables. The algorithm recursively checks ifC1 is in
the idealI1r for each idealI1r and declaresC ∈ I if and only if C1 ∈ I1i for eachi. Notice thatC1 is
aΣΠΣΠ(`− 1, d, c) circuit and the generators ofI1i’s are now overk + c2 indeterminates (at most)
which is still a constant.

Claim. C1 =
∑m

i=2 βiT
′
i ∈ 〈I, T ′

1〉 if and only if C1 ∈ I1r for eachr such thatT1r 6= 1.

Proof of Claim: We first write T ′
1 as T ′

1 = T1i1T1i2 · · ·T1it , where allT1ij 6= 1. Letting g2 =
T1i1T1i2 · · ·T1it−1

andg1 = T1it in Lemma 11, we get thatC1 ∈ 〈I, T ′
1〉 = 〈I, g2g1〉 if and only

if C1 ∈ I1it andC1 ∈ 〈I, T1i1T1i2 · · ·T1it−1
〉. A similar repeated application of Lemma 11 yields

C1 ∈ 〈I, T ′
1〉 if and only if C1 ∈ 〈I, T1ij 〉 for eachj = 1, · · · , t. This completes the correctness proof

of the algorithm.
We now show that the time bound is poly(n, dmax{`,2k}). Let T (`, d, n) denote the time taken to

test if C ∈ I. The algorithm description implies the following recurrence relation forT from which
the running time bound is immediate.

T (`, d, n) ≤

{

dT (`, d, n) + poly(n, d2k
) if ` > 1;

poly(n, d2k
) if ` = 1.
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