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Abstract

We give polynomial time computable extractors for low-weight affince sources. A distribution
is affine if it samples a random points from some unknown low dimensional subspace of F. A
distribution is low weight affine if the corresponding linear space has a basis of low-weight vectors.
Low-weight affine sources are thus a generalization of the well studied models of bit-fixing sources
(which are just weight 1 affine sources).

For universal constants c, €, our extractors can extract almost all the entropy from weight k¢
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affine sources of dimension k, as long as k > log®n, with error 27" . This gives new extractors
for low entropy bit-fixing sources with exponentially small error, a parameter that is important for
the application of these extractors to cryptography.

Our techniques involve constructing new condensers for affine somewhere random sources.
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1 Introduction

Fix a vector space over a finite field F". Then an affine source with entropy k is a distribution which
is uniform over some k-dimensional affine subspace of F".

Definition 1.1 (Affine Source). A distribution X is an entropy k affine source if there exist linearly
independent vectors vy, ..., vk € F" such that X is sampled by picking x1,...,x € F uniformly at
random and computing vo + » , Z;Vj.

An extractor for entropy k affine sources is a function AffExt : F* — {0, 1} such that for any such
source X, the distribution of AffExt(X) is close to the uniform distribution in statistical distance. The
distance from uniform is called the error of the extractor. It is easy to show that a random function
that outputs m bits is an extractor for affine sources with high probability, as long as k > 2logn and
m < k—O(1). In this paper we present work towards the goal of constructing an explicit, polynomial
time computable function AffExt which is an extractor for affine sources. We focus on the case of small
fields, when F is GF'(2).

Affine sources are a generalization of another class of sources called bit-fizing' sources, introduced
by Chor et al. [CFG'85]. A bit-fixing source is a source giving a point in {0,1}" where some n — k
of the bits are fixed to arbitrary values, and the remaining k of the bits are distributed independently
and uniformly. Thus a bit-fixing source samples a random point from an affine subspaces where every
vector v, ..., Vg in the basis for the source is a weight 1 vector. A weight w affine source is an affine
source in which every basis vector other than the shift vg has at most w non-zero coordinates.

Definition 1.2 (Low-Weight Affine Source). A distribution X is a weight w, entropy k affine source if
there exist linearly independent vectors vg,...,vyx € F" such that vyq,..., vy all have weight at most
w, and X is sampled by picking z1,...,z; € F uniformly at random to get the sample vo + Y, z;v;.

In this paper we give new constructions of extractors for low-weight affine sources. While our
techniques do not yet give extractors for general affine sources, we hope that the tools we develop here
will eventually be useful in constructing such an extractor.

1.1 Applications to Cryptography

Explicit extractors for bit-fixing sources were partly motivated by applications in cryptography [CFG™85].
In normal cryptographic schemes, the security of the scheme is guaranteed as long as secret keys used
in the scheme remain secret. It is natural to ask if we can guarantee security even if the adversary
learns a part of the secret key. All-or-nothing transforms, introduced by Rivest [Riv97], are functions
that can be used to solve this problem. These are functions that are easy to invert given the en-
tire output, but very hard to invert given anything significantly less than the entire output. Apart
from the application mentioned above, these functions have been used to give efficient block ciphers
[JSY99, Bla96].

Constructions of all-or-nothing transforms appeared in [Boy99, CDH"00]. Canetti et al. [CDH™00]
reduced the task of constructing these functions to the task of constructing extractors for bit-fixing
sources (though there these functions are called “exposure resilient functions”). This reduction was
even extended to the adaptive setting, where the adversary can decide which bit of the input to see
based on the output bits that he reads. There has been a significant body of work applying extractors
for bit-fixing sources to problems in cryptography [Dod00, DKM™06] and we refer the interested

n this paper we only deal with oblivious bit-fixing sources.



reader to [Dod00] for a survey of the subject. A crucial parameter for these applications is the error
of the extractor. If cryptographic schemes are to remain secure, it is important that the error of the
extractors they rely on is negligible.

2 Previous Work and Our Results

Construction Min-Entropy Error Output Length Ref
Extractor for bit-fixing | any k 1/poly (k) loik [KZ07]
sources over GF(2)

Extractor for bit-fixing | k > /n 9~ Q(k*/n) Q(k?/n) [KZ07]
sources over GF(2)

Extractor for bit-fixing | & > log®(n) for some | 1/poly(k) k — o(k) [GRS04]
sources over GF(2) constant ¢

Extractor for bit-fixing | k > /n 9~k /n) k — o(k) [GRS04]
sources over GF(2)

Extractor  for  affine | (0.5 4 a)n, for posi- | 279" Q(n) [KZ]
sources over GF(2) tive constant «

Extractor  for  affine | Any k 1/poly(|F|) k —1 field elements [GRO5]
sources over a large field,

|F| > n?0

Disperser  for  affine | dn for any constant | Any constant | ©(1) [BKST05]
sources over GF(2) d

Extractor  for  affine | 6n for any constant | 27" Q(n) [Bou07]
sources over GF(2) J

Extractor for low-weight | k& > log®(n) for some 9K k —o(k) This work
affine sources over GF'(2) | constant ¢

Table 1: Performance of extractors for affine and bit-fixing sources

Table 1 highlights some previous work for this type of problem. When the field is polynomially
large in n, Gabizon and Raz [GR05] show how to extract many random bits, even when the dimension
of the source is just 1.

The best known affine source extractor for constant sized fields is due to Bourgain, who gives an
extractor for any linear min-entropy with exponentially small error over GF(2). Better constructions
are known for the case of bit-fixing sources [KZ07, GRS04], but no extractor with negligible error for
entropy k < y/n and many output bits was known even in this case.

The main result in this paper is:

Theorem 2.1. There exist constants d,c, e s.t. for every k(n) > log®n, there exists a polynomial time
computable function AffExt : {0,1}" — {0,1}"™ that is an extractor for weight w < k¢ affine sources
over GF(2) with min-entropy k, output length m = k — o(k) and error 27",

Our results are an improvement to the best known extractors for bit-fixing sources, giving extractors
that output almost all of the bits of entropy with negligible error, as long as k is polylogarithmically
large in n, answering an open question of [KZ07].



3 Techniques

Our techniques are analogous to the techniques used to get extractors for independent sources in
[Rao06].

We make progress by considering a more restricted class of affine sources, called somewhere random
affine sources. A source is t x r affine somewhere random, if it is a distribution on ¢ X r matrices over

GF(2

) that is affine and one of the rows of the matrix is distributed uniformly. We will think of the

number of rows of an affine somewhere random source as a measure of the quality of the source. The
fewer the number of rows, the better the quality is. We will iteratively improve the quality (reduce
the number of rows) of the somewhere random sources that we are working with until extracting
randomness from them becomes easy. In addition to Bourgain’s extractor for linear min-entropy
discussed above, our construction relies on two kinds of objects:

Our construction will use linear strong seeded extractors as a basic tool. These are functions
Ext : {0,1}" x {0,1}¢ — {0,1}™ that have the property that for every fixed y € {0,1}%, Ext(-, y)
is a linear function and for any fixed source X with min-entropy k, most y’s are such that
Ext(X,y) is close to uniform. A strong seeded extractor can be viewed as a small family of
deterministic functions (each function in the family indexed by a unique seed), such that for
any fixed adversarially chosen source of randomness, almost all functions from the family are
good extractors for that source. Linear strong seeded extractors simply give a family of linear
functions with the same property. One example of a good linear strong seeded extractor is
Trevisan’s extractor [Tre01].

Another basic tool we will use is a good parity check matriz. This is a linear map P : {0,1}" —
{0, 1}* with the property that P(c) = 0 if and only if ¢ is 0 or has weight larger than d. We shall
need to construct such P with d maximized and ¢ minimized.

Given these two basic tools, we can describe some basic observations that go into the construction.
We will then show how to put these together to get the high level view of our extractor construction.

Idea

Idea

1: There is a simple linear condenser for low-weight affine sources. If P is the linear function
(the parity check matrix) described above, and X is any weight w affine source, P(X) is another
affine source with entropy roughly d/w — 1. To see this, observe that P is an injective function
over any low-weight subspace of X of dimension w, since any such subspace only has vectors of
weight a most (d/w — 1)w < d. Thus the dimension of P(X) must be at least w.

2: We can extract random bits from affine somewhere random sources. This is a source sampling
a boolean matrix, where one row is uniform, and every other row is dependent on the uniform
row in affine ways. It turns out that we can extract from affine somewhere random sources when
the source has very few rows relative to the length of each of the rows. In the extreme case,
when the somewhere random source has just one row, it is a uniformly random string. When
the number of rows is only a constant, we can simply use Bourgain’s extractor Theorem 4.7 to
get random bits. We will show how to build extractors for affine somewhere random sources
even when the number of rows is polynomially related to the length of each row. We obtain
the extractor by building a condenser for such somewhere random sources. Given an affine
somewhere random source, the condenser transforms it into another affine somewhere random
source with fewer rows. Here we shall be able to use the structure of the source to guarantee
that parts of the source we are working with behave as if they are independent, even though



they are not. Repeatedly applying the condenser reduces the number of rows until we are left
with uniformly random bits.

Idea 3: The quality of affine somewhere random sources can be transferred, even when they are
dependent (in affine ways). A single affine somewhere random source S with ¢ rows can be used
to convert another affine source into an affine somewhere random source with ¢ rows, even if the
two sources are dependent, as long as the number of bits that .S gives is less than the entropy of
the other source. We simply use the ¢ rows of S as seeds with a linear strong seeded extractor
to extract from each of the other affine sources. Although the sources are dependent, we can
show that the second affine source can be written as the sum of two affine sources, one of which
is independent of S. With high probability, the random row of S is a good seed to extract from
this independent affine source. It turns out that the output we obtain in this way is close to a
convex combination of affine somewhere random sources, each with ¢ rows.

Our extractor is then built in the following way:

1. Use Idea 1 to convert the input affine source into a much shorter affine source which still has
entropy.

2. Use a linear strong seeded extractor to convert this short affine source into an affine somewhere
random source with few (< k) rows.

3. Use Idea 3 to transfer the quality of this affine somewhere random source back to the original
affine source to get a new affine source whose rows are much longer than the length of each row.

4. Use Idea 2 to extract from the new high quality affine somewhere random source.

The only part of the proof that uses the low-weight property of the sources we are working with is
the first step.

4 Building Blocks

To save space, we defer the preliminaries of this paper to the appendix in Appendix A.
In this section we discuss the building blocks from other works that we rely on. The first concept
we need is that of a linear seeded extractor.

Definition 4.1 (Linear Strong Seeded Extractor). A function Ext : {0,1}" x {0,1}¢ — {0,1}™ is a
strong seeded extractor for min-entropy k and error € if for every min-entropy k source X,
Pr [|Ext(X,u) —Up| <€ >1—c¢
u—rUyq

where U, is the uniform distribution on m bits. We say that the function is a linear strong seeded
extractor if the function Ext(-,u) is a linear function over GF(2), for every u € {0,1}%.

It turns out that when such extractors are used with affine sources, the output has the nice property
that most of the time the error is 0. This property is not crucial to our work, but it does simply the
discussion to have it.



Proposition 4.2. Let Ext: {0,1}" x {0,1}¢ — {0,1}™ be a strong linear seeded extractor with error
€ <1/2. Let X be any affine source with entropy k. Then,

Pr [|Ext(X,u) —Up|=0]>1—¢

u—prUg

Proof. Note that if X is an affine source, for every linear function L : {0,1}" — {0,1}™, L(X) is also
an affine source. Thus we have that |L(X) — U,,| = 0 or |L(X) — Up,| > 1/2. Since for every fixed wu,
Ext(-,u) is a linear function, this implies that:

Pr [|Ext(X,u) — Uy| = 0]

u—rUyq

= Pr [|[Ext(X,u)—Up| <1/2]
u—rUy

> Pr [|Ext(X,u) — Upl < €
u—rUy

>1—c¢€

O

Next we list the previous constructions of seeded extractors that we will use in this paper. The
following theorem was proved by Raz et al. [RRV02] building on the work of Trevisan [Tre01]:

Theorem 4.3 ([Tre01, RRV02]). For every n,k,m € N and € > 0, such that m < k < n, there is an

explicit (k,€)-strong seeded extractor Ext : {0,1}" x {0,1}¢ — {0, 1}™ with d = O(igﬁg}{;;)

It turns out that the extractor that the theorem gives is actually linear over GF(2). Setting the
parameters appropiately, we get the following corollaries:

Corollary 4.4 ([Tre01, RRV02] ). For every n € N, constants r > 0,y < 1, there is an explicit
(nY,n")-strong linear seeded extractor Ext : {0,1}" x {0,1}¢ — {0,1}"" with d = O(log(n)).

Corollary 4.5 ([Tre01, RRV02]). For every n,k € N, there is an explicit (k,¢€)-strong linear seeded
extractor Ext : {0,1}" x {0,1}¢ — {0,1}2®) with d = O(log?(n/e)).

If we need to get almost all of the randomness in the source out, the following corollary is available.
Corollary 4.6 ([Tre01, RRV02]). For everyn,k € N, e > 0, there is an explicit strong seeded extractor
Ext : {0,1}" x {0,1}¢ — {0, 1}’“*0(10'%3("/6)) for min-entropy k and error €, with d = O(log3(n/e€)).
4.1 Affine Source Extractors

We need the following theorem of Bourgain:

Theorem 4.7 ([Bou07]). For every constant § > 0, there exist constants v,3 > 0 and a polynomial

time computable function Bou : {0,1}" — {0,1}5" s.t. for every affine source X of entropy én, Bou(X)
is 277 -close to uniform.



4.2 e-Biased Spaces

An e-Biased distribution is a distribution that is pseudorandom for linear functions.

Definition 4.8 (e-Biased Distribution). A distribution X over {0,1}" is e-biased if for every non-zero
element v € {0,1}", v - X is e-close to uniform.

Another concept we will need is the concept of e-biased distributions for low weight tests.

Definition 4.9 (e-Biased for Low-Weight). A distribution X over {0, 1}" is e-biased for linear tests of
size w if for every non-zero element v of {0,1}" whose weight is at most w, v- X is e-close to uniform.

Explicit constructions of such distributions with very small support have been given in [NN93,
AGHP92]. A construction in [AGHP92] gives a distribution that is e-biased for weight w tests that
can be generated using a seed of length 2 - [log(1/¢) + log w + log log n].

Given any such e-biased distribution with small seed length, let P : {0,1}" — {0,1} be the linear
map whose ¢’th bit is the dot product of the input with the i’th element of the e-biased distribution.
Then we see that if P(x) = 0, x must have weight larger than w. In other words, P is the parity check
of some code of distance larger than w.

5 Condensing Affine Somewhere Random Sources

In this section we prove the following theorem:

Theorem 5.1 (Affine Somewhere Random Extractor). There exists a polynomial time computable
function Ext : {0,1}"" — {0, 1}7’_7"0‘9 with tge property that for every affine t X r somewhere random
source X with t < r%7, AffineExt(X) is 27" @ _close to uniform.

We shall rely on two earlier works to get our results. The first is a construction of a linear seeded
extractor, mentioned in Corollary 4.6. The second is a construction of an affine source extractor for
any constant entropy rate — Theorem 4.7. We will obtain our extractor by repeatedly condensing the
source we are working with — starting with an affine somewhere random source, we shall iteratively
reduce the number of rows in it until we are left only with random bits. We do this with the following
algorithm:



Algorithm 5.2 (AffineCondense(x)).

Input: x — a t X r matrix with ¢t < r0-7,
Output: y — a [t/2] x m matrix, with m = r — 709,

Sub-Routines and Parameters:

Let w = r%1,

Let Ext : {0,1}" x {0,1}* — {0,1}™ be the strong seeded extractor from Corollary 4.6, set up to
extract m = r — r%? bits from a min-entropy r — 100wr’ " source with error € = 9=

Let Bou : {0,1}2% x {0,1}?* — {0,1}% be the extractor from Theorem 4.7, set up to extract from
entropy rate 1/2.

Recall the definition of a slice of a somewhere random source — Definition A.6.

1. Let z be the [t/2] x 2r matrix obtained by concatenating pairs of rows in Slice(x, w), i.e., the
i’th row z; is Slice(z,w)2;—1, Slice(z, w)min{2i )

2. Let s be the [t/2] x d matrix whose ¢’th row is Bou(z;).

3. Let y be the [t/2] x m matrix whose i'th row is Ext(z, s;).

We can then show that the output of this algorithm is close to a convex combination of affine
somewhere random sources:

Lemma 5.3. For any affine t x v somewhere random source X , with t < r%7, then AffineCondense(X)
R 131 o
is 277" _close to a convex combination of affine somewhere random sources.

Proof. Let Z = Slice(X,w) as in the algorithm. Then note that Slice(-,w) is a linear function. Thus,
by Lemma A.7, there must exist affine sources A, B with X = A+ B, H(B) > r — tw, and Slice(B, w)
is the all zero matrix with probability 1. In particular, this implies that Z = Slice(X, w) = Slice(A, w)
is independent of B.

Now, since X was somewhere random, there must exist an index h for which Zj, is an affine source
with min-entropy rate 1/2. Then, if 3 is the error of Bou, we get that:

|Bou(Zp,) — U4l < B (1)

Since Ext is a linear seeded extractor, for any u € {0, 1}% we have that Ext(X,u) = Ext(A+ B, u) =
Ext(A,u) + Ext(B,u). Note that for every fixing of Z, the output the algorithm is a linear function
of the rest of the source. Thus Y|Z = z is affine. All that remains to be shown is that with high
probability over the choice of z <y Z, the source Y|Z =z is also somewhere random.

By Proposition 4.2, we get that

Pr [|Ext(B,u) —Up| > 0] <€

u—RrUq
= Pr  [|Ext(B,sp) —Un| >0l <e+ (2)
spe—rBou(Zp)
Since B is independent of Z, we have that for any z € supp(Z),u € {0,1}¢, (Ext(X,u)|Z =2) =
Ext(B,u) + (Ext(A,u)|Z = z). Since A is completely determined by Z, Ext(X,u)|Z = z is uniform
exactly when Ext(B,w) is uniform.



Pr [|Ext(X|Z=2z,Bou(zp)) — Uy| > 0]

z—RZ

< Pr [|Ext(B,Bou(zp)) — Un| > 0]

z—RZ
<e+p by Equation 2
. 2_7,(2(1)

This completes the proof.

Given this condenser, we can use it repeatedly to get an extractor.

Algorithm 5.4 (AffineSRExt(z)).

Input: z — a ¢ X r matrix with ¢ < r07.
Output: z — an m bit string, with m > r — 799,

1. If z has only one row, output x.
2. Else, set y to be the output of AffineCondense(x).

3. Set x = y and go to the first step.

It’s clear that the extractor succeeds. We will need to run AffineCondense at most logt times,
which is insignificant compared to the error in each step and the reduction in the length of each of the
rows. This completes the proof of Theorem 5.1.

6 Converting Low-Weight Affine Sources into Affine Somewhere
Random Sources

In this section, we show how to convert any low-weight affine source, into an affine source over fewer
bits that still has entropy. We simply apply the parity check matrix of a good linear error correcting
code to the sample from the affine source. Suppose we are dealing with an affine source of weight w
and entropy k.

Lemma 6.1. Let 0 < a < 1 be any constant and P : {0,1}" — {0,1}! be the parity check function
for any linear error correcting code of distance greater than wk®. Let X be any weight w affine source
with entropy k. Then P(X) is an affine source with entropy at least k®.

Proof. First note that P(X) is clearly an affine source, since it is obtained by applying a linear function
to an affine source. It remains to show that P(X) has the promised entropy. To see this, let vy, ..., v
be a weight w basis for X. Then we see that every vector in the span of vy,...,vge has weight at most
wk®. Thus, P is injective over this subspace. P(X) is thus an affine source with a support of size at
least 25°, which means that P(X) has entropy at least k°. O



As our discussion in Section 4 shows, we can set € = 1/4 to get such a function P with output

length
+— 22]'log(l/e)-i-log(wka)—I—IOg1og n| < O(w2k2a log2 n)

We can now use a linear seeded extractor to convert a low-weight affine source into an affine
somewhere random source with few rows.

Algorithm 6.2 (LowConvert).

Input: = € {0,1}".
Output: z, a vk x k2 boolean matrix.

Sub-Routines and Parameters:

Let o € (0,1) be some constant that we shall set soon. Let P : {0,1}" — {0, 1}0w?*k** log”n) he ag
in the discussion above.

Let Ext : {0,1}¢ x {0,1}C0gt) _, {0,1}’“9(1) be the linear seeded extractor for min-entropy k“
promised by Corollary 4.4. We can set w = k(! and « to be small enough so that the seed length
is less than log k/2 and the error of the extractor is less than 1/2.

1. For every seed i € {0,1}%, let z; = Ext(P(x),1).

Lemma 6.3. There exists a constant § < 1/2 such that if X is any weight kP affine source with
entropy k, LowConvert(X) is a Vk x k% affine somewhere random source.

Proof. By our discussion above, P(X) is an affine source with entropy at least k“. Thus the prop-
erties of Ext guarantee that one of the rows in the output is close to uniform, which implies (by
Proposition 4.2) that this row is uniform. O

Unfortunately, this affine somewhere random source is not good enough, since its rows are not
long enough for us to apply the extractor from Theorem 5.1. Still, we can use this source to turn our
original source into a somewhere random source of the right shape via the following algorithm:

Algorithm 6.4 (AffineConvert).

Input: = € {0,1}".
Output: z, a vk x m boolean matrix with m = k — o(k).

Sub-Routines and Parameters:

Let LowConvert, 3 be as in Lemma 6.3, set up to work with entropy k.

Let Ext : {0,1}" x {0, 1}kﬁ — {0,1}™ be the linear seeded extractor from Corollary 4.6 set up to
extract k — k7 bits from entropy k — k'/2*# with error 2=*" for some constant v > 0.

1. Let z be the matrix whose i'th row is Ext(x, L(x);)

We will then prove the following theorem:



Theorem 6.5. Let X be a weight kP affine source over {0,1}" with entropy k. Then
AffineConvert(X) is 2= _lose to being a convex combination of affine somewhere random sources.

Note that L(X); is not independent of X, in fact it is completely determined by X! Thus it seems
strange that we can prove anything about the distribution of Z. The key point is that L(X); is a
linear function of X. We can use this to show that even though these two are not independent, we
can analyze them as if they are independent.

Proof. We will use Lemma A.7. By the lemma, we can write X = A + B where H(B) > k — kV/?*,
and B is completely independent of L(X) = L(A).

Note that for any fixing of L(X) = L(A) = s, the output of our algorithm is an affine source.

Let h be an index such that L(X), is uniformly random. Then we see that

Pr [|Ext(B,s) — Upn| = 0] < 27
SHREWHX( §) = Un| = 0]

But this implies that

Pr Ext(X,s)|L(X)=5—-U,|=0 <27k-ﬂ(1)
8<_RL(X)[| (X, s)|L(X) | = 0]

since Ext(X,s) = Ext(A, s) + Ext(B, s) and so is uniform as long as Ext(B, s) is uniform.
iy Rel¢

Thus for 1 — 2 Y fraction of s, the output is a somewhere random affine source.

7 The Extractor

To get the final extractor, we simply compose the algorithm from the last section with our extractor
for somewhere random sources, which we discussed in Section 5.
This gives us the following theorem:

Theorem 7.1. There exist constants a, 3 > 0 and a polynomial time computable function AffineExt :

Q
{0,1}™ — {0, 1}™ which is an extractor for affine sources with entropy k, weight kB, error 27* W
output length k — k'=2.

and
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A Preliminaries

Definition A.1. Let D and F be two distributions on a set S. Their statistical distance is
def 1
D= F| " max(iD(T) = F(T))) = 5 3 D(s) - F(s)]
- seS

If |D — F| < € we shall say that D is e-close to F.

This measure of distance is nice because it is robust in the sense that if two distributions are close
in this distance, then applying any functions to them cannot make them go further apart.

Proposition A.2. Let D and F be any two distributions over a set S s.t. |D — F| <e. Let g be any
function on S. Then |g(D) — g(F)| <e.

Definition A.3 (Min-Entropy). The min-entropy of a distribution X (denoted by Ho (X)) is said to
be k if the heaviest point in its support has probability 27%.

Definition A.4 (Affine Source). A source X is called an affine source if it gives uniformly random
point in some affine subspace V' C F" of a vector space over a finite field F.

Note that for an affine source X, Hy(X) = H(X), i.e., the min-entropy and entropy are the same.

Definition A.5 (Affine Somewhere Random Source). A source X is called an affine t X r somewhere
random source if it is a an affine source giving samples which are ¢t X r matrices with entries from a
finite field I, such that one row X; of the source is uniformly distributed.

Sometimes our constructions will need to take a small subset of the bits of a somewhere random
source, called a slice:

Definition A.6. Given ¢ strings of length n, * = x1,...,z4, define Slice(z,w) to be the string
x' =a,..., 2} such that for each i z} is the prefix of x; of length w.

The following basic lemma will be key to our results about affine sources:

Lemma A.7 (Affine Conditioning). Let X be any affine source on {0,1}" with entropy k. Let L :
{0,1}™ — {0,1}"™ be any linear function. Then there exist independent affine sources A, B such that:

e H(A) <m.

e H(B) > k—m.

o X =A+B.

e For every b € supp(B), L(b) = 0.

Proof. Without loss of generality, assume the support of X is a linear subspace (if not, we can do
the analysis for the corresponding linear subspace). Let B be the linear source whose support is
{z € supp(z) : L(z) = 0}. Let b1,...,b; be a basis for B. Then we can complete this basis to get a
basis for X. Let A be the span of the basis vectors in the completed basis that are not in B. Thus
X =B+ A.

Note that H(A) < H(L(A)) since L(a) # 0 for every a € supp(A). Thus, H(A) < m. This then
implies that H(B) > H(X) — H(A) > k —m. O
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