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Abstract
We consider unbounded fanin depth-2 circuits with arbitrary boolean functions as gates. The entropy of an operator $f : \{0, 1\}^n \rightarrow \{0, 1\}^m$ is defined as the logarithm of the maximum number of vectors distinguishable by at least one special subfunction of $f$.

We prove that every depth-2 circuit for $f$ requires at least entropy$(f)$ wires. This generalizes and substantially simplifies the argument used by Cherukhin in 2005 to derive the highest known lower bound $\Omega(n^3/2)$ for the operator of cyclic convolutions. We then show that the multiplication of two $n^{1/2}$ by $n^{1/2}$ matrices over any finite field has entropy $\Omega(n^{3/2})$.

1 Introduction

One of the challenges in circuit complexity is to prove a nonlinear lower bound for log-depth circuits computing explicitly given boolean operator $f : \{0, 1\}^n \rightarrow \{0, 1\}^n$. This corresponds to simultaneous computation of the sequence $f = (f_1, \ldots, f_n)$ of boolean functions $f_j : \{0, 1\}^n \rightarrow \{0, 1\}$, where $f_j(x)$ is the $j$-th coordinate of the vector $f(x)$. An important result of Valiant [19] reduces this problem to proving a lower bound $\Omega(n^{1+\epsilon})$ on the number of wires in a depth-2 circuit computing a linear transformation $y = Ax$ over $GF_2$, where we allow arbitrary boolean functions as gates. Note that in this case the phenomenon which causes complexity of circuits is information transfer instead of information processing in the case of single functions.

A depth-2 circuit for $f : \{0, 1\}^n \rightarrow \{0, 1\}^m$ is a directed acyclic graph with $n$ input nodes $x_1, \ldots, x_n$, and $m$ output nodes $y_1, \ldots, y_m$. Every noninput node computes an arbitrary boolean function of its inputs, and there is no bound on the fanin or on the fanout. The size of a circuit is the total number of wires in it. Without loss of generality, we may assume that there are no direct wires from inputs to outputs.

Let $s_2(f)$ denote the minimum size of a depth-2 circuit computing $f$. 
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Superlinear lower bounds for \( s_2(f) \) were obtained using graph-theoretic arguments by analyzing some superconcentration properties of the circuit as a graph \([7, 8, 11, 10, 14]\). Unfortunately, the approach based on superconcentrators cannot lead to lower bounds for depth-2 circuits larger than \( \Omega(n \log^2 n) \), since there are depth-2 superconcentrators with \( O(n \log^2 n) \) \([9]\), and even with \( O(n \log^2 n / \log \log n) \) \([13]\) edges.

The (numerical) limitation of these results comes from their power: they show much more than that the number of wires must be large—they also provide an information about the structure of the underlying graphs. It is therefore natural to expect to prove larger lower bounds, if we only care about the number of wires in a circuit, not about its structure.

And indeed, such a direct approach has led Cherukhin \([5]\) to the highest known lower bound \( s_2(f) = \Omega(n^{3/2}) \) for an explicit boolean operator \( f \)—cyclic convolution computing \( n \) special bilinear forms \( x^\top A y \) over \( GF_2 \). (Recall that such a bound for a linear operator \( Ax \) would imply nonlinear lower bound for log-depth circuits.)

In this note we take a look at Cherukhin’s argument from a more general and more simple perspective. This leads to a general lower bound \( s_2(A) \geq \text{entropy}(f) \) for depth-2 circuits in terms of the entropy of the computed operators. The bound is very easy to prove and easy to apply. More importantly, it gives a simple explanation of why some operators require many wires. Since we allow arbitrary gates, the reason (quite naturally) turns out to be of information-theoretic nature: large number of wires is forced by the high entropy of operators, where the entropy on an arbitrary mapping \( g : A \rightarrow B \) is defined as the maximum of \( \log_2 |S| \) over all subsets \( S \subseteq A \) on which \( g \) is injective.

Amazing simplicity of the proof itself indicates that this (high entropy) is a fundamental reason causing complexity in depth-2 circuits. Since \( \text{entropy}(f) \) is easy to compute, this gives us a handy tool to prove large lower bounds for a whole string of operators. We demonstrate this by a few-lines proof that the operator \( f(X, Y) = X \cdot Y \) computing the product of two \( \sqrt{n} \times \sqrt{n} \) matrices over an arbitrary finite field has entropy \( \Omega(n^{3/2}) \).

## 2 Entropy of function sets

Let \( D \) be a finite set with \( d = |D| \) elements, and \( H \) some set of functions \( h : D^n \rightarrow D \). Say that \( H \) separates a set of vectors \( \Omega \subseteq D^n \) if each pair of vectors in \( \Omega \) is separated by at least one function in \( H \), that is, if for every pair \( a \neq b \in \Omega \) there exists \( h \in H \) such that \( h(a) \neq h(b) \). In other words, a set of functions \( H \) separates \( \Omega \) if the corresponding operator is injective on \( \Omega \). The maximum bit size \( \log_d |\Omega| \) of a set \( \Omega \) separated by \( H \) is the entropy of \( H \), and is denoted by \( \text{entropy}(H) \). Note that we always have \( \text{entropy}(H) \leq n \).

Our argument is based on the following two obvious facts.

**Proposition 1.** If \( H \) contains \( r \) single variables, then \( \text{entropy}(H) \geq r \).

**Proof.** If \( H \) contains \( x_1, \ldots, x_r \), then any set \( \Omega \subseteq D^n \) of \(|D|^r\) vectors, having the same values on all remaining \( n - r \) variables, is separated by \( H \). \( \square \)

Say that a function \( h \) can be computed from a set of functions \( G \) if there exists a function \( \varphi : D^k \rightarrow D \) such that \( h = \varphi(g_1, \ldots, g_k) \) for some functions \( g_1, \ldots, g_k \) in \( G \).

**Proposition 2.** For every set \( H \) of functions \( h : D^n \rightarrow D \), we have \( \text{entropy}(H) \leq \min\{n, |H|\} \). If all functions in \( H \) can be computed from the functions in \( G \), then \( |G| \geq \text{entropy}(H) \).
Proof. To prove the first claim, let \( h_1, \ldots, h_t \) be the functions in \( H \), and assign to each vector \( a \in D^n \) its code \( H(a) = (h_1(a), \ldots, h_t(a)) \) in \( D^t \), \( t = |H| \). If a set of vectors \( \Omega \subseteq D^n \) is separated by \( H \), then each vector \( a \in \Omega \) must receive its own code \( H(a) \), implying that \( |\Omega| \leq d^t \), and hence, \( |H| = t \geq \log_d |\Omega| \).

For the second claim, just observe that \( G(a) = G(b) \) implies \( H(a) = H(b) \). Hence, any set of vectors separated by \( H \) must be also separated by \( G \). \( \square \)

3 Entropy and depth-2 circuits

Let \( D \) be an arbitrary finite set, e.g., some fixed finite field. We only require that \( D \) contains at least two elements, say, 0 and 1 (any other two distinct elements would work.)

Let \( f = (f_1, \ldots, f_m) \) be a sequence of functions over the set \( D \), all on the same set of variables. Fix some subset of variables \( X = \{x_1, \ldots, x_n\} \), and let \( Y \) be the set of the remaining variables (these are free variables). The lower bound below holds for any choice of \( X \).

With each subset of inputs \( I \subseteq [n] = \{1, \ldots, n\} \) and each subset of outputs \( J \subseteq [m] \) we associate the set of subfunctions

\[
\{f[I, J]: i \in I, j \in J\},
\]

where \( e_i \in \{0,1\}^X \) is the vector \( e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) with precisely one 1 in the \( i \)-th coordinate. Hence, \( f[I, J] \) is the set of all (at most \(|I \times J|\)) functions \( h : D^X \rightarrow D \) in variables \( Y \) such that \( h(Y) \) can be obtained from some function \( f_j \) with \( j \in J \) by setting precisely one of the variables \( x_i \) with \( i \in I \) to 1 and the rest to 0. Recall that entropy \( \text{entropy}(f[I, J]) \geq r \) if we can obtain \( r \) different single-variable functions \( h(Y) = y_k \) in this way. Define the entropy of the operator \( f \) as

\[
\text{entropy}(f) = \max \sum_{I,J} \text{entropy}(f[I,J]),
\]

where the maximum is over all partitions \( I_1, \ldots, I_p \) of inputs \([n]\) and all partitions \( J_1, \ldots, J_p \) of outputs \([m]\).

**Theorem 3.** \( s_2(f) \geq \text{entropy}(f) \).

**Proof.** Since the total number of wires in a depth-2 circuit is just the number of wires incident to its input or output nodes, it is enough to prove the following Lemma.

For any set \( I \) of inputs and any set \( J \) of outputs in a depth-2 circuit, let \( W_I \) be the set of all wires leaving \( I \), and \( W_J \) be the set of all wires entering \( J \).

**Lemma 4.** \(|W_I| + |W_J| \geq \text{entropy}(f[I,J]).\)

To prove the lemma, let \( U \) be the set of all nodes on the middle layer, and let \( g_u(X,Y) \) denote the function computed at a node \( u \in U \). For each node \( i \in I \cup J \), let \( U_i \subseteq U \) be the set its neighbors in \( U \). With each input \( i \in I \) and output \( j \in J \) we associate the following sets of subfunctions

\[
G_i = \{g_u(e_i,Y): u \in U_i\} \quad \text{and} \quad H_j = \{g_u(0,Y): u \in U_j\}.
\]

Let \( G = \bigcup_{i \in I} G_i \) and \( H = \bigcup_{j \in J} H_j \). Note that \(|G_i| \leq |U_i|\) (resp., \(|H_j| \leq |U_j|\)) is at most the number of wires leaving \( i \) (resp., entering \( j \)). Hence, \(|G| \leq |W_I|\) and \(|H| \leq |W_J|\). By
Proposition 2, it remains to show that each function $f_j(e_i, Y)$ can be computed from functions in $G_j \cup H_j$.

Inputs of the $j$-th output gate are precisely the nodes in $U_j$. Hence, the function $f_j$ computed at the $j$-th output gate must be computable from the functions $g_u$ with $u \in U_j$. This means that also the subfunction $f_j(e_i, Y)$ can be computed from the subfunctions $g_u(e_i, Y)$ with $u \in U_j$. If $u \in U_j \cap U_i$, then the function $g_u(e_i, Y)$ belongs to $G_i$ by the definition of $G_i$. If $u \in U_j \setminus U_i$, then there is no wire between $i$ and $u$, meaning that the value of $g_u$ does not depend on the $i$-th variable $x_i$. In this case we have $g_u(e_i, Y) = g_u(0, Y)$, implying that $g_u(e_i, Y)$ belongs to $H_j$. Hence, $f_j(e_i, Y)$ can be computed from the functions in $G_i \cup H_j$.

This completes the proof of Lemma 4, and thus, the proof of Theorem 3. \qed

Theorem 3 allows one to show that $s_2(f)$ must be super-linear for many operators $f = (f_1, \ldots, f_m)$ on two sets of variables $X$ and $Y$. For this, it is enough that we can split the set $F = \{f_1, \ldots, f_m\}$ of functions computed by this operator into some number $p$ of disjoint sets $F_1, \ldots, F_p$, such that, for some partition $X_1, \ldots, X_p$ of the variables in $X$, and for each $t = 1, \ldots, p$, we can obtain each single variable $y \in Y$ by taking some function $f \in F_t$ fixing one its variable $x \in X_t$ to 1 and the rest to 0. (We say in this case that $f$ isolates the variable $y$.) By Proposition 2, we then have $\mathrm{entropy}(F_t) \geq |Y|$, implying that $s_2(f) \geq p|Y|$.

One of the most natural functions isolating all single variables is a scalar product function $f(x, y) = x_1 y_1 + x_2 y_2 + \cdots + x_r y_r$; then $f(e_i, y) = y_i$ for all $i = 1, \ldots, r$. Hence, natural examples of operators of large entropy are sequences of particular scalar products. Many operators computing sequences of bilinear functions, including that of cyclic $n$-convolution considered in [5], fall in this general (scalar product) frame. We illustrate this with one important example—matrix product.

**Example 5** (Entropy of matrix product). Given two $r \times r$ boolean matrices $X = (x_{i,j})$ and $Y = (y_{i,j})$ over a finite field $D$, our goal is to compute their product $Z = X \cdot Y$ over $D$. The corresponding operator $f = \text{mult}_n(X, Y)$ has $n = 2r^2$ input variables, arranged in two matrices, and consists of $n = r^2$ scalar products $f_{i,j} = \sum_{\substack{k=1\atop k \neq j}}^r x_{i,k} y_{k,j}$, corresponding to the entries of the product matrix $Z = (z_{i,j})$. (This time indexes of variables as well as of computed functions are pairs of numbers.) Since $\text{mult}_n$ is just a sequence of $r^2$ scalar products on $2r$ variables, $(2r)r^2 = 2n^{3/2}$ is a trivial upper bound, even in depth-1. If we put no restrictions on the depth, then Strassen’s algorithm [18], improved in [2], gives a circuit of size $O(n^{6/5})$. The only known lower bound in the unrestricted case, however, is the lower bound $2.5 \cdot n$ [4].

A lower bound $s_2(\text{mult}_n) = \Omega(n \log n)$ for depth-2, as well as nonlinear lower bounds for any constant depth, were proved in [14] using superconcentrators. For depth-2, entropy arguments yield much higher lower bound.

**Lemma 6.** $\mathrm{entropy}(\text{mult}_n) = \Omega(n^{3/2})$.

**Proof.** Let $f = \text{mult}_n$, and let $e_{i,k}$ be the boolean $r \times r$ matrix with precisely one 1 in the position $(i, k)$. Since $f_{i,j} = \sum_{k=1}^r x_{i,k} y_{k,j}$, we have that $f_{i,j}(e_{i,k}, Y) = y_{k,j}$ for all $j = 1, \ldots, r$. This implies that the $i$-th row $f_{i,1}(e_{i,k}, Y), \ldots, f_{i,r}(e_{i,k}, Y)$ of the product matrix $e_{i,k} \cdot Y$ is just the $k$-th row $y_{k,1}, \ldots, y_{k,r}$ of $Y$. Hence, if we take $I_t = J_t = \{(t, 1), \ldots, (t, r)\}$ (the $t$-th row), then the set $\{f_{i,t}(e_{a,b}, Y) : a \in I_t, b \in J_t\}$ contains all $r^2 = n$ variables of $Y$. By Proposition 1, we have $\mathrm{entropy}(f_{i,t,J}) \geq n$ for each $t = 1, \ldots, r$, implying that $\mathrm{entropy}(f) \geq nr = \Omega(n^{3/2})$. \qed
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Remark 7 (Limitations). How large can entropy of operators be? Recall that in the definition of entropy(f) of an (n,m)-operator f : Dn → Dm, we first split the inputs into p blocks I1, . . . , Ip of some sizes a1 ≤ a2 ≤ . . . ≤ ap, and the outputs into p blocks J1, . . . , Jp of some sizes b1, . . . , bp. Then we just take the sum of the entropies of the corresponding (to these blocks) sets of subfunctions. Say that a partition is balanced if b1 ≥ b2 ≥ . . . ≥ bp. Note that the partition (into the rows) which we used for the matrix product is balanced—there all b1’s were even equal.

Since in each set f[Ii, Jj] we can have at most |Ii × Jj| = ai bj functions, the entropy of this set cannot exceed aibi. If the partition is balanced, then Chebyshev’s inequality yields

entropy(f) ≤ \sum_{i=1}^{p} a_i b_i ≤ \frac{1}{p} \left( \sum_{i=1}^{p} a_i \right) \left( \sum_{i=1}^{p} b_i \right) ≤ \frac{nm}{p}.

On the other hand, we have a trivial upper bound entropy(f) ≤ pn. Substituting p ≥ entropy(f)/n in the previous inequality, we obtain that entropy(f) ≤ n√m. Thus, at least with respect to balanced partitions, the entropy of any (n,m)-operator does not exceed n√m. In particular, for such partitions, matrix multiplication has the largest possible entropy Θ(n3/2) among all (n,n)-operators.

4 Concluding remarks and open problems

A natural question is to extend the entropic approach to circuits of depth d ≥ 3. It is clear that the entropy of the sets of functions computed at each level can only increase when going from outputs to inputs. The problem is to relate the entropy with the number of wires between these layers, like we have done this for depth two. At this point note that the proof of Lemma 4 also holds for circuits of any depth: it is enough to replace the set WJ by the set PJ of paths (not just wires) starting in the first (next to the inputs) layer and entering nodes in J. This yields

|W_I| + |P_J| ≥ entropy(f[I, J]).

For depth-3 circuits (d = 3) this version of Lemma 4 can be used to derive lower bounds of the form Ω(n log n). Such a lower bound for cyclic convolution is already proved in a forthcoming paper [6]. So, we only sketch how the same lower bound can be derived for the matrix multiplication using the entropy.

Let W_I is the number of wires between the nodes in the output and the first layer. The number of the remaining wires is \sum_{i=1}^{m} d_i, where d1 ≥ d2 ≥ . . . ≥ dm are the degrees of the nodes on the third (next to the outputs) layer. The squares of these numbers give us a trivial upper bound |P_J| ≤ \sum_{i=1}^{m} d_i^2 on the number of paths between the first and the output layer. Knowing that this sum of squares must be large, at least entropy(f[I, J]) − |W_I|, it remains then to show that the sum \sum_{i=1}^{m} d_i of the numbers themselves must be large. This can be done by using the following consequence of an interesting technical lemma from [10].

Lemma 8. Let a1 ≥ . . . ≥ am be a sequence of real numbers in some interval [0, R] summing up to A. Then \sum_{i=1}^{m} \sqrt{a_i} ≤ ϵ√A · ln(A/R), where ϵ > 0 is an absolute constant.

Proof. Let p be the maximal number such that the sum ap+1 + · · · + am of all but the first p numbers is smaller than A/(p + 1). Lemma 4 of [10] implies that then \sum_{i=1}^{p} \sqrt{a_i} ≤ ϵ√A · ln p. Since A/2 ≤ A − A/(p + 1) ≤ \sum_{i=1}^{p} a_i ≤ pR implies p ≥ A/2R, we are done. □
For the operator $f = \text{mult}_n$ in $2n$ variables computing the product of two $r \times r$ matrices ($n = r^2$) this yields a lower bound of the form $r \cdot \Omega(\sqrt{n \ln r}) = \Omega(n \log n)$. Can this be improved to $\Omega(n^{1+\varepsilon})$?

Actually, even the power of depth-2 circuits is far from being understood. As mentioned in the introduction, a lower bound $\Omega(n^{1+\varepsilon})$ on the number of wires in a depth-2 circuit, computing an explicit linear transformation $Ax$ over $\mathbb{F}_2$, would yield a nonlinear lower bound for log-depth circuits. To approach this problem, it is natural to first prove such a bound for linear depth-2 circuits, where we only allow linear functions (sums mod 2) as gates. For circuits over the real field a lower bound $\Omega(n^{3/2})$ was proved in [16]. However in their result it is essential that they use large integers in the matrix. It remains an open problem to prove such a bound for 0-1 matrices. For $GF_2$ the largest bound is $\Omega(n \log^{3/2} n)$ [1, 10, 12]. In would be therefore interesting to extend the entropic approach to depth-2 circuits computing linear operators.

A less famous problem about depth-2 circuits, related to another old problem in circuit complexity (proving lower bounds for ACC circuits), is the following one.

A symmetric depth two circuit is a depth two circuit, where the gates on the middle layer compute ORs of their inputs, and each output gate computes the same symmetric function of its inputs. That is, each output gate gives the value 1 iff the number of 1’s in its input belongs to some specified (for the whole circuit) subset $S$ of natural numbers. We also assume that there are no direct wires from an input to an output node.

For a boolean $n \times n$ matrix $A = (a_{ij})$, let $f_A = (f_1, \ldots, f_n)$ be a sequence of boolean functions with $f_i(x) = \bigvee_{j=1}^n a_{ij} x_j$. That is, $f_A(x)$ computes a $(\land, \lor)$-boolean matrix-vector product $Ax$. Let $\text{sym}_2(A)$ be the minimum number of nodes on the middle layer in a symmetric depth-2 circuit computing $f_A$. That is, now we count nodes, not wires.

Simple counting shows that matrices with $\text{sym}_2(A) = \Omega(n)$ exist. The problem, due to Yao [20], is to exhibit an explicit boolean matrix $A$ with large $\text{sym}_2(A)$. In terms of set intersection representations of matrices, this problem was re-stated by Pudlák and Rödl in [12] (see Problem 10). To see the equivalence between $\text{sym}_2(A)$ and their measure, just associate with each output node $i$ and each input node $j$ the sets $U_i$ and $V_j$ of all their neighbors on the middle layer. Then $a_{ij} = f_i(e_j) = 1$ iff $|U_i \cap V_j| \in S$.

What we need is an explicit boolean $n \times n$ matrix $A$ with $\text{sym}_2(A) = \exp((\log \log n)^{o(1)})$. Together with the results of Yao [20], and Beigel and Tarui [3], this would yield a super-polynomial lower bound for $ACC$ circuits. These are constant depth unbounded fanin circuits over a basis consisting of AND, OR and a finite number of modulo-counting functions: each such function gives the value 1 iff the number of 1’s in the input is not divisible by $p$. When $p$ is a prime, exponential lower bounds were proved by Razborov [15] and Smolensky [17]. However, the case of composite moduli $p$ (even when one moduli $p = 6$ is allowed) remains widely open.
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