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Abstract

A very important problem in quantum communication complexity is to show that there is, or isn’t, an exponential gap between randomized and quantum complexity for a total function. There are currently no clear candidate functions for such a separation; and there are fewer and fewer randomized lower bound techniques that are not known to extend to the quantum setting. Among these are some information theoretic proofs, such as the one of [BYJKS04] and more recently, the subdistribution bounds [JKN08]. We introduce a new technique to this family, based on Kolmogorov complexity.

In order to gain a better understanding of how these techniques differ from the family of techniques that follow from Linial and Shraibman’s recent work on factorization norms [LS97], all of which extend to the quantum setting, we take another look at a few of these information theoretic proofs. Our main tool is Kolmogorov complexity.

We use Kolmogorov complexity for three different things:

- give a general lower bound in terms of Kolmogorov mutual information
- prove an alternative to Yao’s minmax principle based on Kolmogorov complexity
- identify worst case inputs.

We show that our method implies the rectangle and corruption bounds [BPSW06], known to be closely related to the subdistribution bound [JKN08]. We apply our method to the hidden matching problem, a relation introduced in [BYJK08] to prove an exponential gap between quantum and classical communication. We then show that our method generalizes the VC dimension [KNR99] and shatter coefficient lower bound [BYJKS02]. In the second part, we compare one-way communication and simultaneous communication in the case of distributional communication complexity and improve the previous known result [BYJKS02].

In these proofs, the intuition is mostly the same as the original proofs of these results. Nevertheless, we give what we believe to be more elementary proofs, and this allows us to improve some of the previous results.

1 Introduction

Yao introduced the model of communication complexity in 1979 [Yao79]. It has since become a central model of computation, studied for itself as well as for its numerous applications. The model addresses problems whose inputs are shared among different players, who have to communicate in order to solve it.

In complexity theory, a central question is to prove lower bounds. In this context, we wish to determine, for a given communication problem, how many bits the players have to exchange in order to solve it. A simple answer is that the messages should contain at least enough information to solve the problem. For
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example, they need to distinguish between inputs that produce different outputs. This idea has led to many lower bound techniques, and in particular to proofs involving information theory. Shannon's information theory's original purpose was to study communication problems [Sha48], so it seems natural that these techniques found many applications in the field of communication complexity.

Information complexity is a general lower bound method [BYJKS04], but in many other cases, ad hoc proofs have been given for specific problems [BYJKS02, JKS03, BYJK08]. One of the appealing features of these proofs is the way they capture the intuition of the hardness of the problem very naturally. However, by using elaborate results in information theory which in turn are based on statistics and probability, the essential mechanics of the proof is not always so readily apparent. More recently, the subdistribution method [JKN08] was introduced as a relaxation of the rectangle or corruption bound [BPSW06].

The intuition that arises from both Kolmogorov complexity and information theory is often close, but they differ in their underlying mechanisms: where information theory uses statistics, Kolmogorov complexity uses combinatorics. It is not clear that there is a general way to rephrase the elements from statistics into the language of combinatorics. One of our goals is to use Kolmogorov complexity to capture the intuition of the information theoretic approach, while bringing out the combinatorial nature of these proofs.

The use of Kolmogorov complexity in lower bound techniques has proven to be useful in randomized and quantum query complexity lower bounds [LM08]. In a surprising turn of events, this information-based approach turned out [SS06] to be dual (in the sense of semi-definite programming) to the spectral lower bound method of Barnum, Saks, and Szegedy [BSS03], and hence equivalent to a wide family of adversary lower bounds, which imply lower bounds on randomized as well as quantum query complexity.

Duality of linear programming has also been a cornerstone of lower bounds in randomized communication complexity, in the form of Yao's minmax theorem [Yao83]. Since the randomized case is not easy to handle, Yao's theorem reduces it to the deterministic case. Most lower bounds in randomized communication complexity use this theorem. This is true of most combinatorial lower bounds, as well as many proofs using information theory. A secondary goal in this work is to use Kolmogorov complexity for this reduction.

The main tool from Kolmogorov complexity that we use is incompressibility. It allows us to identify worst case inputs, those that require a large amount of communication. The second is mutual information. It gives us a general expression on the amount of information that the player must exchange. The formulation of our general lower bound is very similar to the information complexity method [BYJKS04]. Most of the techniques from Kolmogorov complexity that we use here are proved using elementary counting arguments. Moreover, our general method is an extension to communication complexity of the well known incompressibility technique, used to prove lower bounds for various resources, including time complexity [LV93], average-case complexity, and communication complexity [BJLV00, KS92].

We prove a version of Yao's theorem based on Kolmogorov complexity, which allows us to restrict the random choices to a single incompressible string. By choosing both the worst case input and the random choices of the algorithm to be incompressible, we get the advantage of having them be independent of one another, which tends to simplify the proofs.

One of the main open problems in quantum communication complexity is to show an exponential gap between classical and quantum communication complexity, for a total function. The hidden matching relation was introduced in [BYJK08] to exhibit such a gap. However, this problem falls short of this goal since the problem is a relation. More recently, it has been proved that the gap holds for a partial function [GKK+07], but the question remains open for total functions.

Linial and Shraibman's work on randomized and quantum communication complexity [LS07], and recent subsequent work, such as [LS08, LSS08], can be viewed as mounting evidence that there is at most a polynomial gap between classical and quantum communication complexity, for total functions. Indeed,
their method generalizes most of the previously known lower bound techniques, including discrepancy, trace norm [Raz03], and some Fourier based techniques [Raz95]; and these techniques all extend to the quantum setting.

A fundamental question is where information theoretic techniques stand with respect to the factorization norm and related bounds, and whether they yield lower bounds for quantum communication. Up until now, it remains open whether these techniques are related. We show that our method based on Kolmogorov complexity is related to the corruption [BPSW06] and subdistribution bounds [JKN08].

Perhaps a key to strong separations lies in the essential use of Yao's minmax principle. Although some efforts have been made, no equivalent of Yao's principle is known for quantum complexity [dGdW02]. It is natural to surmise that an approach using Yao's principle, or its Kolmogorov alternative, could be a good candidate to prove large separations between randomized and quantum communication complexity.

We apply our method to the hidden matching problem [BYJK08]. We believe our proof is simpler, since by choosing the protocol's random choices and hard instance to be Kolmogorov random and independent, we avoid the iterative construction of the worst case distribution on the inputs of the original proof.

We also prove that our technique generalizes the VC dimension [KNR99] and shatter coefficient lower bound [BYJKS02]. Kolmogorov complexity turns out to be a very good tool in this case, since it highlights very nicely the combinatorial nature of the proof. We go further and give a second proof entirely without Kolmogorov complexity, which only requires a simple counting argument.

Finally, we use combinatorial techniques to compare one-way and simultaneous communication in the multi-player setting. Again, by first casting the proof in the language of Kolmogorov complexity, a purely combinatorial argument emerged. The result was previously known [BYJKS02], but we significantly improve the error dependence.

2 Preliminaries

2.1 Communication complexity

Let $X$, $Y$ and $Z$ be finite sets and fix a function $f : X \times Y \rightarrow Z$. In the communication complexity model, two players, Alice and Bob, each receive one input, and their goal is to compute $f$. Neither of them sees the other player's input. To perform this task, they have to communicate. At the end, Bob has to output the value of the function.

Messages are sent according to a shared communication protocol. The cost of the protocol is measured by the sum of messages' length (in the worst case). The communication complexity of the function $f$ is the cost of the best protocol that computes $f$. We denote it $D(f)$. Notice that, as we are only interested in the communication between the players, we can assume that they have unlimited computational power.

This model has many variations, and among all, we will consider these in particular:

- **One way communication**: In this model, Alice sends a single message to Bob. We denote the one-way communication complexity $D^{A\rightarrow B}(f)$.

- **Simultaneous messages**: In this model, Alice and Bob each send a single message to a referee, who outputs $f(x, y)$. We denote the simultaneous messages communication complexity $D^{AB}(f)$.

- **Communication complexity of relations**: The problem Alice and Bob are solving is relational. Let $\mathcal{R} \subseteq X \times Y \times Z$. Alice receives $x \in X$ and Bob $y \in Y$. Bob has to output any $z$ such that $(x, y, z) \in \mathcal{R}$. 
One important notion is the transcript of the protocol on input \((x, y)\). This is the concatenation of the messages sent by Alice and Bob when they receive inputs \(x\) and \(y\). We assume for simplicity that the protocol has the property that the length of the messages in each round depends only on the round, and the length of the inputs. (We may always pad the messages so that this holds.) For one-way communication, the transcript is just the message sent by Alice to Bob.

An monochromatic rectangle for \(f\) is a set \(R = S \times T\) with \(S \subseteq X\) and \(T \subseteq Y\) such that there exists \(b \in \{0, 1\}\) and for all \((x, y) \in R\), \(f(x, y) = b\). A classical result in communication complexity states that a deterministic protocol partitions the set of inputs into monochromatic rectangles, each rectangle corresponding to a transcript of the protocol [KN97]. We will also consider approximately monochromatic rectangles. Let \(\mu\) be a probability distribution over \(X \times Y\) and \(\varepsilon > 0\). A rectangle is called \((\mu, \varepsilon)\)-monochromatic for \(f\) if there exists a \(b \in \{0, 1\}\) such that \(\mu(\{(x, y) \in R | f(x, y) = b\}) \geq (1 - \varepsilon)\mu(R)\).

More importantly, we will be interested in the probabilistic version of communication complexity. In this model, Alice and Bob can toss coins. The output of the protocol is now probabilistic, and we restrict ourselves to protocols that make few errors.

**Definition 1.** Let \(0 < \varepsilon < 1\). A probabilistic communication protocol \(P\) is \(\varepsilon\)-correct if for all \((x, y) \in X \times Y\),

\[
\Pr(P(x, y) \neq f(x, y)) < \varepsilon
\]

where the probability is taken over the randomness of \(P\).

The randomized communication complexity is the cost of the best probabilistic \(\varepsilon\)-correct protocol that computes \(f\), and is denoted by \(R_\varepsilon(f)\). Usually, we will need to consider the randomness used in communication protocols explicitly. More precisely, we will assume that before the execution of the protocol, each player receives a random string \(r_A\) and \(r_B\) from sets \(R_A, R_B \subseteq \{0, 1\}^n\). If the randomness is shared, then \(R_A = R_B\) and \(r_A = r_B\). We denote by \(R_\varepsilon^{\text{pub}}(f)\) the randomized communication complexity with shared randomness.

We also consider the distributional model. In this model, protocols are deterministic, but they can make errors on some inputs.

**Definition 2.** Let \(0 < \varepsilon < 1\) and \(\mu\) a distribution over the inputs \(X \times Y\). A distributional communication protocol \(P\) is \((\mu, \varepsilon)\)-correct if:

\[
\Pr_\mu(P(x, y) \neq f(x, y)) < \varepsilon
\]

We denote by \(D_\varepsilon^\mu(f)\) the cost of best distributional \((\mu, \varepsilon)\)-correct protocol that makes error on at most a fraction \(\varepsilon\) of the inputs (according to \(\mu\)). The distributional communication complexity \(D_\varepsilon(f)\) is \(\max_\mu D_\varepsilon^\mu(f)\). We will consider the special case where \(\mu\) ranges over rectangular (or product) distributions only. These are distributions \(\mu\) over \(X \times Y\) such that \(\mu = \mu_1 \otimes \mu_2\) where \(\mu_1\) is a distribution over \(X\) and \(\mu_2\) a distribution over \(Y\). In this special case, we denote the communication complexity by \(D_\varepsilon^\mu(f)\). In the general case, Yao’s minmax theorem states that distributional communication complexity is equivalent to randomized communication complexity with shared randomness. The proof of the minmax theorem rests essentially on the duality of linear programming.

**Theorem 1.** [Yao83] For any function \(f : X \times Y \to \{0, 1\}\) and \(\varepsilon > 0\):

\[
D_\varepsilon(f) = R_\varepsilon^{\text{pub}}(f).
\]
2.2 Kolmogorov Complexity

We first recall the basic definitions of Kolmogorov complexity. We give the definition of prefix free complexity, as we won’t use plain complexity [LV93].

Definition 3. A set of strings is called prefix free if no string in the set is a prefix of another.

Definition 4. Let \( \varphi \) be a universal Turing machine and \( \mathbb{P} \) a prefix free set. The prefix free Kolmogorov complexity of a string \( x \) given \( y \) with respect to \( \varphi \), \( \mathbb{P} \) is \( K_{\varphi}(x|y) = \min\{ |p| : p \in \mathbb{P} \text{ and } \varphi(p, y) = x \} \).

If \( \theta \) is the empty string, we just write \( K_{\varphi}(x) \) for \( K_{\varphi}(x|\theta) \). Also, in the rest of the paper, we fix a universal Turing machine \( \varphi \), a prefix free set \( \mathbb{P} \), and write \( K \) instead of \( K_{\varphi} \).

We now recall some properties that we use extensively in the rest of the paper. In the first proposition, we use the following basic program to compute any \( x \in X \); give the index of \( x \) in \( X \).

**Proposition 1.** [LV93] For any computable set \( X \) and string \( \sigma \), there exists a constant \( c \) such that for all \( x \in X \),\( K(x|\sigma) \leq \log |X| + c \).

The next proposition shows that this coding is almost optimal.

**Proposition 2.** [LV93] For any set \( X \) and string \( \sigma \), there exists an element \( x \in X \) such that \( K(x|\sigma) \geq \log |X| \). Such elements are called incompressible.

A basic manipulation leads to following proposition:

**Proposition 3.** There exists a constant \( c \) such that, for all \( x, y, \sigma \):

\[ K(x|\sigma) \leq K(x|y, \sigma) + K(y) + c \]

**Proof.** On the right hand side, we consider the following program to compute \( x \). First compute \( y \) and then use \( y \) to compute \( x \). It is certainly at least as long as the shortest program that computes \( x \) (the left hand side).

The constant \( c \) is the cost of the simulation of the program by our universal Turing machine \( \varphi \). However, this constant can be made equal to zero by “hiding” the instructions in the string \( \sigma \). Therefore, in the rest of this paper, we will omit the constant. \( \square \)

**Corollary 1.** Let \( X \) and \( Y \) be two finite sets. For \( x \in X \) and \( y \in Y \) and for all \( \sigma \), if \( K(x, y|\sigma) \geq \log |X| + \log |Y| \) then both \( K(x|y, \sigma) \geq \log |X| \) and \( K(y|x, \sigma) \geq \log |Y| \).

Strings \( x, y \) verifying the premise of the above corollary are said to be independent Kolmogorov-incompressible strings. We will need the following proposition to analyze the asymptotic behavior of some components of our proofs.

**Proposition 4.** [KN97] Let \( n \in \mathbb{N} \) and \( \varepsilon \in ]0, 1[ \).

\[ \log \left( \frac{n}{\lceil \varepsilon n \rceil} \right) \sim n H_2(\varepsilon) \]

where \( H_2(\varepsilon) \) is the entropy of a random variable following a Bernoulli distribution with parameter \( \varepsilon \).

Given a distribution on strings, they can be coded using the Shannon-Fano code. The next proposition shows how this translates to Kolmogorov complexity. Proposition 6 shows that this coding is also essentially optimal.
Proposition 5. [LV93] Fix a finite set $X$ and a probability distribution $\mu$ over $X$. There exists a constant $c$ such that for all $\sigma \in \{0,1\}^*$, and for all $x \in X$ such that $\mu(x) \neq 0$, $K(x|\sigma) \leq \log(\frac{1}{\mu(x)}) + c$.

Proposition 6. [LV93] Fix a finite set $X$ and a probability distribution $\mu$ over $X$. For all $\sigma \in \{0,1\}^*$, there exists $x \in X$ such that $\mu(x) \neq 0$ and $K(x|\sigma) \geq \log(\frac{1}{\mu(x)})$.

3 Lower Bounds

3.1 Main theorem in the deterministic case

In this section, we give a general lower bound on communication complexity. Although we do not use this form directly, it provides the main intuition. The lower bound is in terms of Kolmogorov complexity. More precisely, it uses mutual information [LV93] between an input of the problem and the transcript of the communication protocol. The mutual information between $x$ and $y$ is $K(x) - K(x|y)$, which can be interpreted as how much information about $x$ is gained when $y$ is given, compared to when it is not given. It is a measure of the information that $y$ contains on $x$.

Theorem 2. Fix $f : X \times Y \to \{0,1\}$ and $P$ an optimal deterministic protocol for $f$. Denote by $T(x,y)$ the transcript of $P$ on input $(x,y)$.

$$\forall \sigma \in \{0,1\}^*, \quad D(f) \geq \max_{(x,y) \in X \times Y} K(x,y) - K(x,y|T(x,y),\sigma)$$

Proof. Fix $(x,y) \in X \times Y$. Using proposition 3: $K(x,y|\sigma) \leq K(x,y|T(x,y),\sigma) + K(T(x,y))$. Moreover, using Proposition 1, $K(T(x,y)) \leq |T(x,y)| \leq D(f)$. Finally, we get $K(x,y|\sigma) - K((x,y)|T(x,y),\sigma) \leq D(f)$.

As an application, we prove that Theorem 2 generalizes the corruption lower bound [BPSW06]. This bound is a lower bound on distributional complexity. Nevertheless, as a distributional protocol is deterministic, Theorem 2 suffices to handle this setting.

Definition 5. For a function $f : X \times Y \to \{0,1\}$, a distribution $\mu$ over $X \times Y$ and $\varepsilon > 0$, define:

$$\text{mono}_\mu(f,\varepsilon) = \max \{ \mu(S) \mid S \text{ is a } (\mu,\varepsilon)\text{-monochromatic rectangle for } f \}$$

Theorem 3 ([BPSW06]). For a function $f : X \times Y \to \{0,1\}$, a distribution $\mu$ over $X \times Y$ and $1/2 + \varepsilon > 0$:

$$D_{\mu}(f) \geq \log \left( \frac{1}{\text{mono}_\mu(f,2\varepsilon)} \right)$$

Proof. Fix an $(\varepsilon,\mu)$-correct protocol $P$ for $f$, and according to Proposition 6, let $(x^*,y^*)$ be a pair of inputs such that $K(x^*,y^*)|\mu, P, f) \geq \log \frac{1}{\mu(x^*,y^*)}$. Recall that $P$ induces a partition $R$ of the input into rectangles [KN97]. For $S \subseteq X \times Y$, define $\text{Err}(S) = \{(x,y) \in S \mid P(x,y) \neq f(x,y)\}$. Denote $\hat{R} = \{S \in R \mid \mu(\text{Err}(S)) > 2\mu(S)\}$. Let $E = \bigcup_{S \in \hat{R}} S$ be the inputs in non-2$\varepsilon$ monochromatic rectangles.

First, we prove that $(x^*,y^*) \notin E$. Notice that $\mu(E) = \sum_{S \in \hat{R}} \mu(S) \leq 1/2$, otherwise $\mu(\text{Err}(X \times Y)) > \varepsilon$, which contradicts the correctness of the protocol. Suppose that $(x^*,y^*) \in E$. One can encode $(x^*,y^*)$ by giving an index in $E$. Using the probability distribution induced by $\mu$ on $E$ and a Sannon-Fano code as defined in Proposition 5, we get:

$$\log \frac{1}{\mu(x^*,y^*)} \leq K(x^*,y^*) \leq \log \frac{\mu(E)}{\mu(x^*,y^*)} \leq \log \frac{1}{2\mu(x^*,y^*)},$$
a contradiction.

Since \((x^*, y^*) \notin E\), the transcript \(T = T(x^*, y^*)\) determines a rectangle \(R\) such that \(\mu(\text{Err}(R)) < 2\varepsilon\). By definition, \(\mu(R) \leq \text{mono}_\mu(f, 2\varepsilon)\). Given \(T\), one can encode \((x^*, y^*)\) by giving its index in \(R\), using the probability distribution induced by \(\mu\) on \(R\) and the Shannon-Fano code, from Proposition 5. Therefore,

\[
K(x^*, y^*) \leq \log \frac{\mu|R|}{\mu(x^*, y^*)} \leq \log \frac{\text{mono}_\mu(f, 2\varepsilon)}{\mu(x^*, y^*)}.
\]

Using Theorem 2 with \(\sigma = (\mu, P, f)\), we get \(D_\mu^\varepsilon(f) \geq \frac{1}{\text{mono}_\mu(f, 2\varepsilon)}\), as claimed.

3.2 The randomized case: a Kolmogorov alternative to Yao’s min-max principle

In the following lemma, we show how to derive a deterministic protocol from a randomized one, with the same complexity and performance in terms of errors. Recall that in the communication complexity model, Alice and Bob have full computational power. In particular, the players can choose an incompressible string in advance (which is in general not computable), and simulate a randomized protocol \(P\) using this string for randomness.

We denote by \(P^{r_A, r_B}\) the deterministic protocol obtained by executing a randomized protocol \(P\) with fixed random strings \((r_A, r_B)\). This protocol certainly makes errors for some inputs, but the next lemma shows that using incompressible strings, the distribution of errors in the resulting protocol has good properties. The existence of a Kolmogorov random string with these good properties is proved using the pigeonhole principle.

**Lemma 1.** Let \(P\) be an \(\varepsilon\)-correct randomized protocol for \(f : X \times Y \rightarrow \{0, 1\}\) and \(\mu\) a probability distribution on \(X \times Y\). For all \(S \subseteq X \times Y\), we define \(\text{Err}_{P^{r_A, r_B}}(S) = \{(x, y) \in S : P^{r_A, r_B}(x, y) \neq f(x, y)\}\). Fix \(r_A^*\) and \(r_B^*\) such that \(K(r_A^*, r_B^*) \mu, P, S \geq \log(|R_A||R_B|)\). Then \(\mu(\text{Err}_{P^{r_A, r_B}}(S)) \leq 2\varepsilon \mu(S)\).

**Proof.** Let \(\tilde{R}\) denote the bad random strings: \(\tilde{R} = \{\mu(r_A^*, r_B^*) : \mu(\text{Err}_{P^{r_A, r_B}}(S)) > 2\varepsilon \mu(S)\}\). We will prove that \(|\tilde{R}| < \frac{|R_A||R_B|}{2}\). This is sufficient to conclude that \((r_A^*, r_B^*) \notin \tilde{R}\); otherwise, one could compute it by giving an index in \(\tilde{R}\), which contradicts the assumption \(K(r_A^*, r_B^*) \mu, P, S \geq \log(|R_A||R_B|)\).

\(P\) being \(\varepsilon\)-correct, by summing over \(R_A \times R_B\):

\[
\sum_{r_A, r_B} \mu(\text{Err}_{P^{r_A, r_B}}(S)) \leq |R_A||R_B| \varepsilon \mu(S)
\]

on the other hand:

\[
\sum_{r_A, r_B} \mu(\text{Err}_{P^{r_A, r_B}}(S)) \geq \sum_{\tilde{R}} \mu(\text{Err}_{P^{r_A, r_B}}(S)) > 2\varepsilon \mu(S)|\tilde{R}|.
\]

Combining the two inequalities, we have: \(|\tilde{R}| < \frac{|R_A||R_B|}{2}\).
instance can be chosen as incompressible with respect to some hard distribution by applying optimality of the Shannon Fano Code $\xi$, but we are free choose it in any other way.

By definition, a randomized protocol is a distribution over deterministic protocols. Moreover, the cost of a randomized protocol is the cost of the most expensive protocol in the support of this distribution. We can now state the randomized version of Theorem 2.

**Theorem 4.** Fix $f : X \times Y \to \{0, 1\}$ and $\mathcal{P}$ an optimal randomized $\epsilon$-correct protocol for $f$. If $T(x, y, r_A, r_B)$ is the transcript of $\mathcal{P}^{r_A, r_B}$ on input $(x, y)$, then for all $S \subseteq X \times Y$, $(r_A, r_B) \in \mathcal{R}_A \times \mathcal{R}_B$ and $\sigma \in \{0, 1\}^n$:

$$R_\epsilon(f) \geq \max_{(x, y) \in S} K(x, y | \sigma) - K(x, y | T(x, y, r_A, r_B), \sigma)$$

**Proof.** Fix $r_A$ and $r_B$ in protocol $\mathcal{P}$. By definition, $R_\epsilon(f) \geq |T(x, y, r_A, r_B)|$. Using Proposition 1, we get $|T(x, y, r_A, r_B)| \geq K((T(x, y, r_A, r_B) | \sigma)$. Using Proposition 3, we get $K(x, y | \sigma) \leq K(x, y | T(x, y, r_A, r_B), \sigma) + K(T(x, y, r_A, r_B))$. As in Theorem 2, combining both: $R_\epsilon(f) \geq K(x, y | \sigma) - K(x, y | T(x, y, r_A, r_B), \sigma)$.

\qed

4 Applications

4.1 The Hidden matching problem

In this section, we study the communication complexity of the hidden matching problem. This relation was introduced to show a gap between randomized and quantum communication complexity [BYJK08]. The following theorem is the randomized lower bound for the hidden matching problem.

**Definition 6.** The Hidden Matching problem $HM_n(x, M)$ is defined as follows:

- Alice receives a string $x \in \{0, 1\}^n$.
- Bob receives a matching $M$ on $n$ vertices.
- Bob outputs a triple $(i, j, b)$ such that $x_i \oplus x_j = b$ and $(i, j) \in M$

**Theorem 5.** [BYJK08] For one-way randomized communication complexity:

$$R_\epsilon^{A \rightarrow B}(HM_n) \geq \Omega(\sqrt{n})$$

**Proof.** Fix an $\epsilon$-correct protocol $\mathcal{P}$ for $HM_n$. Let $\mathcal{M}$ be a set of $n$ pairwise independent matchings. For example $M_i = \{(k, k+i \mod n), k = 0 \ldots n - 1\}$ for $i = 0 \ldots n - 1$. We will pick an incompressible subset of $\mathcal{M}$ of size $\sqrt{n}$ among all subsets of size $\sqrt{n}$. By definition, the complexity of such a subset is at least $\log \left(\frac{n}{\sqrt{n}}\right)$. More precisely, pick $x^* \in X$, $r_A^*$, $r_B^*$ and $\mathcal{M}'$ such that: $K(x^*, \mathcal{M}', r_A^*, r_B^*) \geq f, P) \geq \log |X| + \log \left(\frac{n}{\sqrt{n}}\right) + \log |R_A| + \log |R_B|).

By Corollary 1 and Lemma 1, we have $|\text{Err}_{\mathcal{P}^{r_A^*, r_B^*}}(\{x^*\} \times \mathcal{M}')| < 2\epsilon \sqrt{n}$. By definition, Bob’s output on input $x$ and $M$ yields an equation $x_i \oplus x_j = b$. We will prove that the set of equations obtained by running the protocol on each matching of $\mathcal{M}'$ has dimension at least $\Omega(\sqrt{n})$.

First, denote by $E(\mathcal{M}, x)$ the set of edges obtained by running the protocol $\mathcal{P}^{r_A^*, r_B^*}$ on $x^*$ and each $M \in \mathcal{M}$. Denote by $G$ the graph generated by $E(\mathcal{M}, x)$. As $G$ has $n$ edges, it has a cycle free subgraph with at least $\sqrt{n}$ edges, since it has at least $\sqrt{n}$ non-isolated vertices and it suffices to take a spanning forest over these vertices. Therefore, running $\mathcal{P}$ on $x^*$ and each $M \in \mathcal{M}$ yields at least $\sqrt{n}$ independent equations. But to conclude, we have to prove that $\mathcal{M}'$ also yields at least $\sqrt{n}$ independent equations. It is sufficient
to prove that $E(M', x^*)$ generates a graph with at least $\sqrt{n}$ vertices. We prove in the appendix a stronger statement that implies the following proposition. Fix a graph with $n$ edges. Pick $\sqrt{n}$ edges at random, uniformly among all sets of $\sqrt{n}$ edges, and call $H$ the subgraph generated by these edges. Then there exists a constant $c$ such that for a sufficiently large $n$, $Pr\{\theta(V(H)) < c\sqrt{n}\} < 1/2$.

Returning to our graph $G$, let $B = \{H \subseteq G : |E(H)| = \sqrt{n} \text{ and } |V(H)| < c\sqrt{n}\}$. By the previous argument, we know that $|B| < \left(\frac{n}{\sqrt{n}}\right)/2$. Let $H$ be the graph generated by $E(M', x^*)$. We can conclude that $H \notin B$, otherwise one could describe $H$ by giving its index in $B$, which contradicts the incompressibility assumption.

Notice that since the protocol is one-way, the transcript only depends on Alice’s input and randomness. Let $T(x, r_A)$ be the transcript of protocol $\mathcal{P}^{r_A,r_B}$ on input $x$. Choosing $x^*$ incompressible, we have a lower bound on $K(x^* | r_A, r_B, M', \mathcal{P}, f)$. Now we need an upper bound on the complexity of $x^*$ knowing its transcript. To do that, we design an algorithm that computes $x^*$ knowing $T(x^*, r_A^*, M', r_B^*)$:

1. Simulate $\mathcal{P}^{r_A^*,r_B^*}$ with message $T(x^*, r_A^*)$ for every $M \in M'$. 
2. Correct the errors in $\{x^*\} \times M'$. The set of errors is given as an auxiliary input.
3. Solve the system of equations. As this system is of dimension at least $c\sqrt{n}$, this gives at least $c\sqrt{n}$ coordinates of $x^*$.
4. The remaining $n - c\sqrt{n}$ coordinates of $x^*$ are given as an input of the program.

The program uses $\log\left(\frac{1}{2\sqrt{n}}\right)$ input bits to correct the errors. By Proposition 4, for any $\delta > 0$ and $n$ sufficiently large, this is less than $(1 + \delta)\sqrt{n}H_2(2\varepsilon)$. We also need $n - c\sqrt{n}$ bits to solve the whole system. This implies $K(x^*, T(x^*, r_A^*), r_A^*, r_B^*, M', \mathcal{P}, f) < n - (c - (1 + \delta))H_2(2\varepsilon)\sqrt{n}$. Finally, using theorem 4, we get: 

$$R_{\varepsilon}^{A \rightarrow B}(HM_n) \geq (c - (1 + \delta)H_2(2\varepsilon))\sqrt{n},$$

which concludes the proof.

\[\square\]

### 4.2 VC dimension and shatter coefficients lower bounds

In this section, we consider a general lower bound on one-way communication complexity. This lower bound was previously proved using combinatorial techniques [KNR99] and later re-proved and extended using information theory techniques [BYJKS02]. Our proof uses only elementary counting arguments.

To any function $f : X \times Y \rightarrow \{0, 1\}$, we associate the communication matrix $M_f$. Its size is $|X||Y|$ and it verifies $M_f(x,y) = f(x,y)$. We identify $M_f$ or any sub-matrix and the set of its rows, which we think of as boolean strings. For $M_f$, it is a set of $|X|$ strings of length $|Y|$. The VC dimension of $M_f$ is the size of the largest set $Y_0 \subseteq Y$ such that there exist some $X_0 \subseteq X$ of size $2^{3|0|}$ and $M_f|_{X_0,Y_0}$ is the set of all strings of length $|Y_0|$.

The following definition generalizes the VC dimension. For $l \geq VC(M_f)$, the $l$-th shatter coefficient of $M_f$, denoted by $SC(l, M_f)$, is the size of the largest set $X_0 \subseteq X$ such that there exists some $Y_0 \subseteq Y$ of size $l$ and all rows of $M_f|_{X_0,Y_0}$ are different. A witness for $SC(l, M_f)$ is a set $S \subseteq X \times Y$ such that if $S = U \times V$, $|V| = l$ and $|U| = SC(l, M_f)$ and all rows in $S$ are different.

**Theorem 6.** [KNR99, BYJKS02] For every function $f : X \times Y \rightarrow \{0, 1\}$, there exists a constants $c > 0$ such that:

$$R_{\varepsilon}^{X \rightarrow Y}(f) \geq VC(M_f)(1 - (1 + c)H_2(2\varepsilon))$$
and for every \( l > VC(M_f) \)

\[ R_{\varepsilon}^{X-Y}(f) \geq \log(SC(M_f,l)) - l(1+c)H_2(2\varepsilon) \]

**Kolmogorov complexity version.** Notice that \( \log(SC(l,M_f))^2 = VC(M_f) \) for \( l=VC(M_f) \). Therefore, we just have to prove the second point. Fix an optimal \( \varepsilon \)-correct randomized one-way protocol \( \mathcal{P} \) for \( f \).

Let \( S = U \times V \) be a witness for \( SC(l,M_f) \). Pick \( x^* \in U \), and \( (r_A^*,r_B^*) \in R_A \times R_B \) such that \( K(x^*,r_A^*,r_B^*;f,\mathcal{P},S) \geq \log |U| + \log |R_A| + \log |R_B| \). By Corollary 1, \( K(r_A^*,r_B^*;f,\mathcal{P},S,x^*) \geq \log |R_A| + \log |R_B| \), and \( K(x^*,r_A^*,r_B^*;\mathcal{P},S) \geq \log |U| \). Let \( S' = \{x^*\} \times V \). As this set is computable knowing \( x^* \) and \( S \), we apply Lemma 1 to get \( |\epsilon_{r_A^*}r_B^*\{\{x^*\} \times V}| < 2\varepsilon \times \{x^*\} \times V| \).

Let \( T(x,r_A) \) denote the transcript of the protocol \( \mathcal{P}^{r_A,r_B} \) on input \( x \). We define an algorithm that computes any \( x \in U \) knowing \( T(x,r_A) \) and \( r_B^* \).

1. Simulate \( \mathcal{P}^{r_A,r_B}(x,y) \) using \( T(x,r_A^*) \) for every \( y \in Y \).
2. Correct the errors in \( \{x\} \times V \). The set of errors is given as an auxiliary input of the program.
3. Compare the obtained row with every row of \( S \). As they are all different, only one corresponds to \( x \).

This program uses \( \log \binom{|2^l|}{|1|} \) input bits to describe the set of errors. By Proposition 4, this is asymptotically equivalent to \( lH_2(2\varepsilon) \), and there exists a constant \( c \) such that \( K(x^*|T(x^*,r_A^*,r_B^*) \leq l(1+c)H_2(2\varepsilon) \).

Finally, applying Theorem 4:

\[ R_{\varepsilon}^{X-Y}(f) \geq \log |U| - l(1+c)H_2(2\varepsilon) \]

Notice that \( |U| = SC(l,M_f) \) and this concludes the proof.

From this Kolmogorov based proof, we may now derive a purely combinatorial proof. We use Yao’s minmax theorem to reduce the problem to the deterministic case.

**Counting version.** Let \( S = U \times V \) be a witness for \( SC(l,M_f) \). By definition, \( S \) has \( SC(l,M_f) \) rows and \( l \) columns. Let \( \mu \) be the uniform distribution on \( S \):

\[ \mu(x,y) = \begin{cases} \frac{1}{|S|} & \text{if } (x,y) \in S, \\ 0 & \text{otherwise.} \end{cases} \]

Using Yao’s minmax theorem (Theorem 1), we know that \( R_\varepsilon(f) \geq D_\varepsilon^f(f) \). Let \( \mathcal{P} \) be an optimal one-way \((\mu,\varepsilon,\varepsilon)\)-correct protocol for \( f \). Let \( U' \subseteq U \) be the set of rows of \( S \) on which the protocol makes at most \( 2\varepsilon l \) errors. Notice that since \( \mathcal{P} \) makes at most \( \varepsilon |S| = \varepsilon 2^l \) errors on inputs in \( S \), we get by summing over all rows of \( S \) that \( |U'| \leq |U|/2 \). Define \( S' = U' \times V \).

Let \( D(\mathcal{P}) \) be the cost of \( \mathcal{P} \) and \( \left( \binom{V}{k} \right) \) be the set of subsets of \( V \) of size at most \( k \). We now define the following mapping \( \gamma \):

\[ \gamma : U' \rightarrow \{0,1\}^{D(\mathcal{P})} \times \left( \binom{V}{\leq 2\varepsilon l} \right) \]

\[ x \mapsto (\sigma, E) \]

\( \gamma \) maps an input \( x \in U' \) to its transcript according to protocol \( \mathcal{P} \) and the set of errors made by \( \mathcal{P} \). We claim that \( \gamma \) is injective, which implies that \( |U'| \leq 2^{D(\mathcal{P})} \binom{V}{2\varepsilon l} \). Applying \( \log \) on both sides, and using Proposition 4, there exists a constant \( c \) such that:

\[ D_\varepsilon^f(\gamma) = D(\mathcal{P}) \geq \log |U'| - l(1+c)H_2(2\varepsilon) \geq \log |U| - l(1+c)H_2(2\varepsilon) - 1 \]
Notice that $|U| = SC(l, M_f)$ and this concludes the proof. It only remains to prove that $\gamma$ is injective. Fix $x_1$ and $x_2$ in $U$ and suppose $\gamma(x_1) = \gamma(x_2) = (\sigma, E)$. Using $\sigma$, we can simulate $P$ for each input $y \in V$. Now, flip the result for all $y \in E$. As $E$ is the set of errors made by $P$, we get a row of the matrix $M_f|_S$. As all rows of $M_f|_S$ are different, we conclude $x_1 = x_2$. \qed

5 One way versus simultaneous messages

In this section, we consider multiparty number in hand communication complexity. In this model, $n$ players have to compute an $n$-variable function. A simultaneous message protocol works as follows: every player receives an input and sends a message to a referee who has to output the value of the function. Fix $f : X_1 \times \cdots \times X_n \rightarrow \{0, 1\}$, then $D_{\|\cdot\|}^{X_1 \cdots X_n}(f)$ denotes the simultaneous communication complexity of $f$.

The next result compares this model to the complexity of one-way protocols. For $f : X_1 \times \cdots \times X_k \rightarrow \{0, 1\}$, we consider two-player protocols in which one player receives one variable, say $x_i \in X_i$, and the other one receives all the other variables. The communication complexity for such protocols is denoted by $D_{\|\cdot\|}^{X_1 \rightarrow X_i \cdot X_i(\cdot)}(f)$. Of course, these protocols can be deterministic, randomized or distributional. Here, we compare the distributional versions of simultaneous and one-way communication, restricted to rectangular distributions. We improve the previous bound [BYJKS02] on the error probability, from $\sum_i H_2(\varepsilon_i)$ to $\sum_i \varepsilon_i$.

**Theorem 7.** [BYJKS02] Fix $f : X_1 \times \cdots \times X_n \rightarrow \{0, 1\}$. Then for $\varepsilon \geq (1 + 1/n) \sum_{i=1}^n \varepsilon_i$:

$$D_{\|\cdot\|}^{X_1 \cdots X_n}(f) \leq \sum_{i=1}^n D_{\|\cdot\|}^{X_1 \rightarrow X_i \cdot X_i(\cdot)}(f).$$

**Proof.** The proof is by induction on the number on player. Let $X_1 = X$ and $X_2 = Y$, and fix a product distribution $\mu = \mu_1 \otimes \mu_2$ over $X \times Y$, and two one-way protocols $P_1$ and $P_2$. In the first protocol, player 1 sends a single message to player 2, and conversely in the second protocol. The messages sent by players in these protocols are denoted $m_1(x)$ and $m_2(y)$ for inputs $x \in X$ and $y \in Y$. These messages correspond to sets $S \in X$ and $T \in Y$, $S$ is the set of inputs on which the message $m_A(x)$ is sent and $T$ on which the message is $m_B(y)$. The following diagram shows how we decompose the rectangle $R = S \times T$.

<table>
<thead>
<tr>
<th>$T_{B=0}$</th>
<th>$T_{B=1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{A=0, B=0}$</td>
<td>$R_{A=0, B=1}$</td>
</tr>
<tr>
<td>$R_{A=1, B=0}$</td>
<td>$R_{A=1, B=1}$</td>
</tr>
</tbody>
</table>

- $S_{A=0} = \{x \in X : P_2$ outputs $c$ on input $x$ and message $m_B(y)\}$
- $T_{B=d} = \{y \in T : P_1$ outputs $d$ on input $y$ and message $m_A(x)\}$
- $R_{A=0, B=0} = S_{A=0} \times T_{B=0}$
- $R_{A=0, B=1} = S_{A=1} \times T_{B=0}$
- $R_{A=1, B=0} = S_{A=0} \times T_{B=1}$
- $R_{A=1, B=1} = S_{A=1} \times T_{B=1}$

The simultaneous protocol works as follows: Alice sends $m_A(x)$ and Bob $m_B(y)$ to the referee. These messages correspond to a rectangular set of inputs $R = S \times T$. The referee simulates the one-way protocols for every input in $R$, and answers 0 if $\mu(R_{A=0, B=0}) > \mu(R_{A=1, B=1})$ and 1 otherwise. The complexity of this protocol is at most the sum of the costs of $P_1$ and $P_2$, so we only have to analyze the errors of the simultaneous protocol. Suppose without loss of generality that the referee outputs 0 on $R$.

- For inputs in $R_{A=0, B=0}$, $P_1$ and $P_2$ output the same answer. If the simultaneous protocol makes an error for some input, then both $P_1$ and $P_2$ were wrong.
• In $R_{A=0,B=1}$ and $R_{A=1,B=0}$, $P_1$ and $P_2$ output different answers, such that for each input, exactly one protocol makes an error.

• In $R_{A=1,B=1}$, both $P_1$ and $P_2$ output the answer 1. As the simultaneous protocol outputs the value 0, it can make an error where neither of the one-way protocols did.

Except in the last set, if the simultaneous protocol is wrong for some input, then at least one of the one-way protocols was already making an error. The last set is the only one in which new errors appear. Therefore, to conclude in the two-player case, it is sufficient to prove that $\mu(R_{A=1,B=1})$ is at most the average of $\mu(R_{A=0,B=1})$ and $\mu(R_{A=1,B=0})$.

Let $\mu'$ be the measure induced by $\mu$ on $R$. As $\mu'$ is also rectangular, let $\mu' = \mu'_1 \otimes \mu'_2$ and $\alpha_1 = \mu'_1(T_{B=1})$ and $\alpha_2 = \mu'_2(S_{A=1})$. We claim that $\alpha_1 \alpha_2 < \frac{1}{2} \left[ \alpha_1(1-\alpha_2) + \alpha_2(1-\alpha_1) \right]$. The left hand side is the measure of $R_{A=1,B=1}$, whereas the right hand side is the average of measures of $R_{A=1,B=0}$ and $R_{A=0,B=1}$. Summing over all rectangles, this proves that the total measure of errors created in the simultaneous protocol is at most the average of errors made by the one-way protocols, which concludes the proof. We now prove our claim.

By definition of the simultaneous protocol, we have $\alpha_1 \alpha_2 \leq (1-\alpha_1)(1-\alpha_2)$. We can suppose without loss of generality that $\alpha_1 \leq (1-\alpha_1)$ (otherwise $\alpha_2 \leq (1-\alpha_2)$). We may now consider two cases:

• If $\alpha_2 \leq 1 - \alpha_2$, then multiplying by $\alpha_1$: $\alpha_1 \alpha_2 \leq \alpha_1 (1-\alpha_2)$. In the other hand, we have $\alpha_1 \leq (1-\alpha_1)$. Multiplying by $\alpha_2$ gives $\alpha_1 \alpha_2 \leq (1-\alpha_1) \alpha_2$. Summing both results, we get $\alpha_1 \alpha_2 \leq \alpha_1 (1-\alpha_2) + \alpha_2 (1-\alpha_1)$.

• If $\alpha_2 > 1 - \alpha_2$, then notice that $(1-\alpha_1)(1-\alpha_2) - \alpha_1 (1-\alpha_2) = (1-\alpha_1)(1-\alpha_2) < (1-\alpha_1) \alpha_2$. Therefore,

$$
\alpha_1 \alpha_2 < (1-\alpha_1)(1-\alpha_2) < \alpha_2 (1-2\alpha_1) + \alpha_1 (1-\alpha_2)
$$

$$
2\alpha_1 \alpha_2 < \alpha_2 (1-\alpha_1) + \alpha_1 (1-\alpha_2).
$$

We now consider the multiparty case. Let $n \geq 2$ be the number of players. Fix $n$ one-way protocols $P_i$ and a product distribution $\mu = \mu_1 \otimes \ldots \otimes \mu_n$. Remember that in the one-way protocol $P_i$, one player receives an input $x_i$ and the second all other inputs. We denote the second player’s input by $x_{-i}$. We extend all notations introduced in the two-player case.

The simultaneous protocol works like in the two-player case: each player sends to the referee the message he would have sent in the one-way protocol. Denote these messages by $m_i(x_i)$. Each message defines a set $S_i \subset X_i$ of inputs for which the same message is sent. Notice that $R = S_1 \times \ldots \times S_n$ is a communication rectangle of the simultaneous protocol. Let $S_{-i} = S_1 \times \ldots \times S_{i-1} \times S_{i+1} \times \ldots \times S_n$ and $S_i^1 = \{ x_{-i} \in S_{-i} : P_i \text{ outputs } a \text{ on input } x_{-i} \text{ and message } m_i(x_i) \}$. The rule for the referee is he outputs 0 if $\mu(S_i^1) > \mu(S_i)$ and 1 otherwise. We now analyze the errors made by this protocol.

Suppose without loss of generality that the referee outputs 0 for all inputs in $R$. Then, as in the two-player case, all the new errors created in the simultaneous protocol are in $\prod_i S_i^1$. Let $\mu'$ be the measure induced by $\mu$ on $R$. $\mu'$ is also rectangular, so let $\mu' = \mu'_1 \times \ldots \times \mu'_n$. Finally, call $\alpha_i = \mu'_i(S_i^1)$.

Using our notations, it is sufficient to prove that:

$$
n \prod_{i=1}^n \alpha_i \leq \sum_{S \neq 0, S \neq [n]} \prod_{i \in S} \alpha_i \prod_{i \notin S} (1-\alpha_i).$$
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The left hand side is precisely the measure of $\prod_{x} S_{x}^{i}$, whereas the right hand side is the sum of the measures of all sets of inputs for which at least one protocol outputs 0, except the set of inputs for which all protocol outputs 0. Following this idea, notice that:

$$\sum_{S \neq 0, S \neq [n]} \prod_{i \in S} \alpha_i \prod_{i \notin S} (1 - \alpha_i) = 1 - \prod_{i=1}^{n} \alpha_i - \prod_{i=1}^{n} (1 - \alpha_i)$$

The simultaneous protocol is defined such that $\prod_{i=1}^{n} \alpha_i \leq \prod_{i=1}^{n} (1 - \alpha_i)$. By induction, we assume

$$(n - 1) \prod_{i=1}^{n-1} \alpha_i \leq 1 - \prod_{i=1}^{n-1} \alpha_i - \prod_{i=1}^{n-1} (1 - \alpha_i) \quad (1)$$

When not specified, products range from 1 to n. There are again two cases:

- $\prod_{i=1}^{n-1} \alpha_i \leq \prod_{i=1}^{n-1} (1 - \alpha_i)$. Then using (1) and multiplying by $\alpha_n$,

$$n \prod_{i=1}^{n} \alpha_i = (n - 1) \alpha_n \prod_{i=1}^{n-1} \alpha_i + \alpha_n \prod_{i=1}^{n-1} \alpha_i$$

$$\leq \alpha_n \sum_{S \neq 0, S \neq [n-1]} \prod_{i \in S} \alpha_i \prod_{i \notin S} (1 - \alpha_i) + \alpha_n \prod_{i=1}^{n-1} (1 - \alpha_i)$$

$$\leq \sum_{S \neq 0, S \neq [n]} \prod_{i \in S} \alpha_i \prod_{i \notin S} (1 - \alpha_i)$$

- $\alpha_n \leq 1 - \alpha_n$. Then $\prod_{i=1}^{n} \alpha_i \leq (1 - \alpha_n) \prod_{i=1}^{n-1} \alpha_i$. Using this together with induction hypothesis:

$$n \prod_{i=1}^{n} \alpha_i = \prod_{i=1}^{n} \alpha_i + (n - 1) \alpha_n \prod_{i=1}^{n-1} \alpha_i$$

$$\leq (1 - \alpha_n) \prod_{i=1}^{n-1} \alpha_i + \alpha_n \left( \sum_{S \neq 0, S \neq [n-1]} \prod_{i \in S} \alpha_i \prod_{i \notin S} (1 - \alpha_i) \right)$$

$$\leq \sum_{S \neq 0, S \neq [n]} \prod_{i \in S} \alpha_i \prod_{i \notin S} (1 - \alpha_i)$$

$\square$

6 Conclusion

Our proofs share a similar framework. We start by giving a general lower bound based on Kolmogorov mutual information between the inputs and the transcript of the protocol. Then, we use incompressibility to identify worst case inputs. Finally, in an alternative to Yao’s minmax theorem, we use incompressibility
again to fix the randomness in the protocols. We illustrate our method with two applications, providing new proofs which we believe are simpler, in that they only use elementary techniques. For the VC dimension and shatter coefficient lower bound, we also go one step further and provide a fully combinatorial proof, removing Kolmogorov complexity altogether.

The first application we give is the hidden matching problem. In a recent work [GKK+07], it has been proved that the gap holds for a partial function. The lower bound is based on Fourier analysis, and uses Yao's minmax theorem. Trying to give a combinatorial proof of this lower bound seems to be an interesting problem, as we believe it would give better understanding of the general case, and possibly lead to a separation for total functions.

We also compared one-way and simultaneous communication complexity in the distributional case, for product distributions. The result is known to be false in general. But for reasonable classes of functions, these models may still be equivalent, in particular, [BYJKS02] suggest that it could hold in the special case of symmetric functions, thought they consider it to be a “considerably difficult” problem. We hope our approach might help to analyse this case for symmetric or other natural classes of functions.
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A random graph theorem

Let $G = (V(G), E(G))$ be a bipartite graph such that $E(G) = n$. There are two procedures to define a random subgraph $H$ of $G$:

- For each edge $e \in E(G)$, let $e \in E(H)$ with probability $p$. Let $H_p$ denote the random graph built this way.
- Pick $E(H)$ of size $m$ at random in $E(G)$. Denote $H_m$ the random graph built this way.

For our application, we are interested in properties of $H_p$ with $m = \sqrt{n}$. But we know that with $m = pn$, these models are very similar. Therefore, we can begin by studying $H_p$ with $p = \frac{1}{\sqrt{n}}$, and transpose it to $H_m$. The following theorem makes precise the similarity between these two models:

**Theorem 8.** [JLR00] Let $Q$ be any set of subgraphs of $G$. Then for $p = \frac{1}{\sqrt{n}}$, $m = \sqrt{n}$, and $n$ sufficiently large:

$$\text{Prob}(H_m \in Q) \leq \sqrt{2}n^{1/4}\text{Prob}(H_p \in Q)$$

**Proof.**

\[
\text{Prob}(H_p \in Q) = \sum_{k=0}^{n} \text{Prob}(H_p \in Q | |E(H_p)| = k)\text{Prob}(|E(H_p)| = k)
\]
\[
= \sum_{k=0}^{n} \text{Prob}(H_k \in Q)\text{Prob}(|E(H_p)| = k)
\]
\[
\geq \text{Prob}(H_m \in Q)\text{Prob}(|E(H_p)| = m)
\]

Note that $\text{Prob}(|E(H_p)| = m) = \binom{n}{m}p^m(1-p)^{n-m}$. One can easily prove that $\text{Prob}(|E(H_p)| = m) \sim \frac{1}{\sqrt{2}m^{1/4}}$, which finishes the proof. \qed

**Theorem 9.** Fix a bipartite graph $G$, and pick a random subgraph $H = H_{\sqrt{n}}$. Let $k_H = \#\{v \in V(H) : \text{deg}_H(v) > 0\}$, There exists a constant $c > 0$ such that:

$$\lim_{n \to +\infty} \text{Prob}_H(k_H \geq c\sqrt{n}) = 1$$

**Proof.** We only have to prove the theorem for a random subgraph $H = H_{\sqrt{n}}$ and use Theorem 8 to conclude that it holds for $H = H_{\sqrt{m}}$. Let $V(G) = X_1 \cup X_2$, such that $E(G) \subset X_1 \times X_2$. Call $X_i^+ = \{v \in X_i : \text{deg}(v) > 2\sqrt{n}\}$ and $X_i^- = X_i^+$. We shall start the proof with the following structural fact.
Claim 1. For at least one index $i$, we have $|X_i| > \sqrt{n}$ and $\sum X_i \deg(v) > 3n/8$.

First, notice that at least one side of the graph has at least $\sqrt{n}$ vertices. Then, if one side of the graph has strictly less than $2\sqrt{n}$ vertices, every vertex in the other side has degree strictly less than $2\sqrt{n}$. Summing over all $X_i^+$ proves the claim. Therefore, assume both sides have more than $2\sqrt{n}$ vertices.

Call $E_{\delta, \phi} = E(G) \cap X_i^+ \times X_j^+$ for $\delta, \phi \in \{+,-\}$. With this decomposition, the total number of edges is $n = |E^{++}| + |E^{+-}| + |E^{-+}| + |E^{--}|$. Moreover, $\sum x_i^+ \deg(v) = |E^{++}| + |E^{-+}|$ and $\sum x_i^+ \deg(v) = |E^{++}| + |E^{--}|$. Now notice that since $\sum_{v \in X_i} \deg(v) = n$ (for $i = 1, 2$), there are at most $\frac{3n}{8}$ vertices of degree larger than $2\sqrt{n}$. This implies $|E^{++}| < \frac{n}{4}$. Finally:

$$n = |E^{++}| + |E^{+-}| + |E^{-+}| + |E^{--}|$$
$$= \sum_{x_i^+} \deg(v) + \sum_{x_i^+} \deg(v) - |E^{++}| + |E^{--}|$$
$$> \sum_{x_i^+} \deg(v) + \sum_{x_i^+} \deg(v) - \frac{n}{4}$$
$$\frac{5n}{4} > \sum_{x_i^+} \deg(v) + \sum_{x_i^+} \deg(v).$$

We can conclude that for at least one $i$, $\sum x_i^+ \deg(v) < 5n/8$, which on the other side implies $\sum x_i^+ \deg(v) > 3n/8$.

Let $v_0 = \#\{v : \deg_H(v) = 0\}$. We prove an upper bound on $\mathbb{E}v_0$. Let $X_i$ verify the previous claim. For each vertex $v \in X_i$, $\text{Prob}(\deg(v) = 0) = (1 - \frac{1}{\sqrt{n}})^{\deg(v)} \sim e^{-\deg(v)/\sqrt{n}}$. Notice that for vertices in the same part of $G$, degrees in $H$ are independent random variables. Therefore, $\mathbb{E}v_0 = \sum_v e^{-\deg(v)/\sqrt{n}}$. Let $\alpha_1 = \frac{1 - e^{-2}}{2}$. Notice that for all $x$ such that $0 < x < 2$, $e^{-x} < 1 - \alpha_1 x$. Therefore, we have for low degree vertices:

$$\sum_{v \in X_i} e^{-\deg(v)/\sqrt{n}} < \sum_{X_i} 1 - \alpha_1 \frac{\deg(v)}{\sqrt{n}} < |X_i| - \frac{3\alpha_1}{8} \sqrt{n}.$$  

On the other hand, for high degree vertices:

$$\sum_{X_i^+} e^{-\deg(v)/\sqrt{n}} < e^{-2|X_i^+|} < \frac{e^{-2}}{2} \sqrt{n}$$

Letting $c = \left(\frac{3\alpha_1}{8} - \frac{e^{-2}}{2}\right)$

$$\mathbb{E}v_0 < |X_i| - c\sqrt{n}$$

$$\mathbb{E}k_H > c\sqrt{n}$$

One can verify that $c > 1$.

It was noticed that $v_0$ is a sum of independent indicator random variables, such that $k_H$ is also a sum of independent random variables. Therefore, we can apply Chernov bounds directly to derive:

$$\text{Prob}[k_H < \frac{c}{2} \sqrt{n}] < e^{-\alpha_1 \frac{n}{8}}$$

$\square$