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Abstract

Which computational intractability assumptions are inherent to cryptography? We present
a broad framework to pose and investigate this question.

We first aim to understand the “cryptographic complexity” of various tasks, independent of
any computational assumptions. In our framework the cryptographic tasks are modeled as multi-
party computation functionalities. We consider a universally composable secure protocol for one
task given access to another task as the most natural complexity reduction between the two tasks.
Some of these cryptographic complexity reductions are unconditional, others are unconditionally
impossible, but the vast majority appear to depend on computational assumptions; it is this
relationship with computational assumptions that we study.

In our detailed investigation of large classes of 2-party functionalities, we find that every
reduction we are able to classify turns out to be unconditionally true or false, or else equivalent
to the existence of one-way functions (OWF) or of semi-honest (equivalently, standalone-secure)
oblivious transfer protocols (sh-OT). This leads us to conjecture that there are only a small finite
number of distinct computational assumptions that are inherent among the infinite number of
different cryptographic reductions in our framework.

If indeed only a few computational intractability assumptions manifest in this framework, we
propose that they are of an extraordinarily fundamental nature, since the framework contains a
large variety of cryptographic tasks, and was formulated without regard to any of the prevalent
computational intractability assumptions.
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1 Introduction

Are the intractability assumptions employed in modern cryptography a historical accident? His-
torically, computational intractability assumptions are often developed along with cryptographic
schemes to give security assurances to those schemes. To better understand the role of intractability
in cryptography, and to place the theory in a firmer footing, specific intractability assumptions are
abstracted into “general assumptions” that attempt to capture fundamental cryptographic proper-
ties. A few of these assumptions — most notably the existence of one-way functions — have turned
out to be truly fundamental, in that they are necessary and sufficient for the possibility of many
basic cryptographic tasks [IL89].

Our work continues along this line, trying to identify intractability assumptions that are intrinsic
to cryptographic tasks. But rather than considering only a few familiar tasks, we propose a frame-
work that incorporates all the different multi-party computation functionalities, which embody
various ways in which controlled access to information manifests.! Our work has two motivations:
first, to understand the cryptographic content of the various functionalities themselves, and second,
to understand — and potentially discover — fundamental intractability assumptions intrinsic to
cryptographic tasks.

Complexity of Multiparty Computation Functionalities. The seminal work of Goldreich,
Micali and Wigderson [GMW&T7] on secure multi-party computation (MPC) introduced an ideal-
ization of cryptographic tasks in terms of a trusted party, or an ideal functionality. An ideal
functionality is an arbitrary program (possibly stateful, possibly randomized), to be executed pri-
vately by an external entity that can be trusted by all parties. This provides an extremely versatile
language for capturing a great variety of kinds of controlled access to information, by simply defin-
ing various behaviors for the trusted entity — i.e., various functionalities. Further, this idealization
of the cryptographic task is orthogonal to computational complexity considerations (instead, the
security definition simply demands that a protocol be indistinguishable from this idealization). The
later, more refined treatments, like Canetti’s Universal Composition framework [CANO1] follow the
same pattern.

To study the cryptographic content of these tasks, then, is to study the complexity of these
ideal functionalities. Here, it is not the computational complexity of the ideal functionalities (time
or space required by the ideal functionality) that is of interest. Rather, we will be interested in
various qualitatively different types of functionalities. To develop a formal notion of complexity, we
apply reductions that capture the relevant cryptographic aspects. The natural notion of reduction
among functionalities (without involving any computational complexity aspects) is the following.
A functionality F is said to reduce to G (denoted by F C G), if there exists a protocol that
securely realizes F using access to G. Here, the stricter the definition of secure realization used,
the tighter the notion of reduction will be.? We shall use the strong security definition of the
Universal Composition framework [CANO1], against active (malicious) adversaries, but in a static
(non-adaptive) corruption model. We write F Cppr G to specify that security need to hold only in

'Indeed, cryptography could be defined as the study of controlling access to information: here access control
should be understood as involving a possibly complex combination of allowing only certain information to be learned,
and allowing information to be influenced only in certain ways.

2Studying the landscape of functionalities using a strict reduction can be compared to zooming into a map to
distinguish between different elements in the map; but if one zooms in too close — uses too strict a reduction — then
virtually each element appears isolated.



a probabilistic polynomial time setting.

Seeking New Worlds in Impagliazzo’s Multiverse. Impagliazzo [IMP95] considered various
complexity scenarios in terms of intractability and the cryptographic landscape in each of these
worlds. In our current work, we study the cryptographic landscape given by the relative complexities
of multiparty functionalities as described above.

The first of Impagliazzo’s worlds (called Algorithmica) corresponds to the scenario P = NP. For
our purposes we shall consider a slightly different formulation: we define a world called Informatica
where P = PSPACE.? Prior work [MPRO9B| has drawn a fairly detailed map of the landscape
of 2-party functionalities in Informatica, delineating various complexity classes and showing that
many functionalities do not unconditionally reduce to others. Further [MPRO9A] shows that mov-
ing on to Minicrypt, a few of the relative distinctions among functionalities disappear, and more
importantly, in Cryptomania (for our purposes, a world in which semi-honest Oblivious Transfer
protocols exist) all the distinctions among functionalities disappear, except for ones that must
remain unconditionally [CKL0O3, PRO8A].

But these worlds in Impagliazzo’s multiverse may not be the only cryptographically interesting
ones. In particular, one can imagine an intermediate world “strictly” between Minicrypt and
Cryptomania, where the map of complexity classes of functionalities may look different from that
in either world. To discover or rule out such worlds, we need a formal framework for the space of
relevant computational assumptions.

A Framework for Assumptions. For any pair of (finite memory) functionalities F and G, we
consider the existence of a reduction F Cppr G as a complexity assumption itself. Importantly, this
convention defines a (potentially infinite) space of assumptions, independent of specific construc-
tions, but directly based on cryptographic goals or functionalities. By systematically exploring this
space of assumptions we hope to uncover not only new interesting assumptions that could be “black-
box separated” from currently used ones, but also identify interesting cryptographic properties that
give rise to them.

For some pairs of functionalities (F, G), the “assumption” F Cppr G is unconditionally true, with
the security of the reduction holding even in the statistical setting (denoted by F Cgpar G). Further,
some of these assumptions are unconditionally false, no matter what computational assumption is
made, due to the strong demands of the UC security definition; the pairs (F,G) for which this
happens have an explicit characterization [CKLO3, PRO8A]. But most of the assumptions of the
form F Cppr G are unresolved, and these are the subject of our study.

In initiating this exploration, we pose several questions.

Maximal and Minimal Assumptions. The first question is whether there is a “maximal” or
“minimal” one among these (unresolved) assumptions. That is, among these assumptions, is there:

e (a maximal assumption) an assumption F* Cppr G* such that it implies F Cppp G for all such
pairs (F,G)?

e (a minimal assumption) an assumption F Cppr G such that (F Copr GAF Lstar G) =
F Cppr G?

3In cryptographic language, this is a world where the adversaries may be considered to have unbounded compu-
tational resources. In this world, the only kind of security possible for efficient protocols is information theoretic
security. Hence the name Informatica.



The first of these questions was recently answered in [MPRO9A], where it was shown that indeed
such pairs do exist. Interestingly, the maximal assumptions in this framework are exactly equiv-
alent to the familiar assumption that there exists a stand-alone secure oblivious-transfer protocol
(sh-OT assumption). In other words, the sh-OT assumption is a maximal assumption in our frame-
work; there are no additional cryptographic worlds beyond Cryptomania in our framework.
However, the question of the minimal assumption remains open. We conjecture that a minimal
assumption exists and that it in fact corresponds the existence of one-way functions. Some of the
results below represent support for this conjecture. In particular we show that for several interesting
pairs (F,G), F Cppr G is indeed exactly equivalent to the existence of one-way functions (OWF).

Intermediate Assumptions. Assuming OWF assumption is indeed the minimal assumption of
the form F Cppr G, one can ask if there are “intermediate” assumptions between OWF assumption
and sh-OT assumption. Here, by an assumption being intermediate, we mean that there exists a
black-box separation in the sense of [TR89, GKMT00], that separates it from both OWF assumption
and sh-OT assumption.

Indeed, [GKMT00] shows that the existence of a secret communication protocol is an interme-
diate assumption. It is easy to see that their result extends to the UC secure reduction of a secret
communication functionality to a public communication functionality. In our framework we find it
convenient to work with functionalities which do not communicate with the adversary when all the
parties are honest (called regular functionalities in [PRO8A]). So this particular reduction appears
only when we consider multi-party functionalities with three or more parties. For the case of 2-party
(finite-memory, regular) functionalities, we conjecture that all assumptions of the form F Cppyp G
are in fact equivalent to either OWF assumption or sh-OT assumption (or are unconditionally true
or false). This conjecture is supported by all the results derived in this work.

Moving to 3-party functionalities already provides us one such intermediate assumption. But
our understanding of multi-party functionalities with 3 or more parties is very limited. (Note that
our map in Figure 1 is only for 2-party functionalities.) We consider it highly likely that several
other intermediate assumptions can be discovered in our framework among functionalities with
more than two parties.

Our Results. Our main results can be interpreted as evidence that the worlds Minicrypt and
Cryptomania (the latter appropriately interpreted) are indeed very special. We classify a substantial
number of reductions F C G (for 2-party functionalities F and G) and find that, surprisingly, every
one that we are able to classify is exactly equivalent to either the existence of one-way functions,
or the existence of a semi-honest protocol for oblivious transfer. Put another way, if we defined
worlds in Impagliazzo’s multiverse corresponding to the various complexity classes among 2-party
functionalities changing their boundaries, then we seem to obtain only two worlds (in addition to
Informatica), namely Minicrypt and Cryptomania.

The new technical results here are of the form that various reductions of the form F Cppr G
imply either sh-OT assumption or OWF assumption. This is complemented by our recent results
[MPRO9A] showing that either sh-OT assumption or OWF assumption imply F Cppp G for all
functionalities F and G in our framework. Together, these results establish the equivalence between
assumptions of the form F Cppr G and either sh-OT assumption or OWF assumption.

Our results can be summarized as follows, and should be considered as support for our main
conjectures:



e Simultaneity can be extended only in Cryptomania. Some 2-party functionalities, like
evaluating a boolean XOR, provide no information hiding, but only enforce simultaneity or input
independence.* Such a functionality can be used to securely realize another functionality with
“less” simultaneity and no information hiding even in Informatica, using a simple protocol. But we
show that such a functionality can be used to securely realize another functionality with “more”
simultaneity, or another functionality that hides information, only in Cryptomania (i.e., if and only
if there exists a semi-honest OT protocol). As a concrete example, it is possible to securely evaluate
a boolean XOR on strings of two bits given ideal access to a single-bit XOR functionality if and only
if there is a semi-honest OT protocol (or equivalently, if and only if a single-bit XOR functionality
can be used to realize every other functionality). Here, the “if” clauses follow from [MPRO9A].

e Other reductions possible in Minicrypt. Many interesting functionalities can be securely
realized against passive adversaries in Informatica. We call them “passive trivial” functionalities.
Among such functionalities, those which perform some information hiding (thus excluding the func-
tionalities like XOR considered above) can be used to realize any other passive trivial functionality
in Minicrypt. (This follows from results in [MPRO9A].) We show that many of those reductions are
in fact equivalent to the OWF assumption.

A more detailed overview of our results and conjectures is presented in Section 3.

Related Works. Until recently, most work in secure multi-party computation focused on the
extremes of complexity; namely, classifying the functionalities that are trivially realizable (using
only a communication channel) and those which are complete. Such classifications have been found
for a wide variety of security models (i.e., reduction strengths) and subclasses of functionalities
[GMW87, BGWSS, KIL88, CCD88, CK89, BEASY, KUS89, KILI1, KIL00O, CKLO3, PROSA, KMQOS,
1ps08].

Beimel et al. [BMM99] address a similar question as here, relating cryptographic complexity of
MPC functionalities and computational complexity assumptions. But they consider computational
complexity assumptions only of the form that a functionality is standalone-trivial. Restricted to a
special class of SFE functionalities, they show that there is only one such assumption (other than
being unconditionally true), namely the sh-OT assumption.

Recently [MPRO9B| demonstrated infinitely many distinct, intermediate levels of cryptographic
complexity under computationally unbounded UC security reductions (or, in our current lexicon,
reductions in Informatica). On the contrary, assuming sh-OT assumption, the state of affairs is
totally different — [MPR0O9A] show that in this setting, every (deterministic, finite) functionality
is either trivial or complete. In independent work, [DNO09] show that under sh-OT assumption,
the “common random string” functionality (or in our framework of finite functionalities, the coin-
tossing functionality Feon) is complete.

Impagliazzo and Luby [1L89] showed that several important cryptographic primitives are equiv-
alent to the OWF assumption. Following the approach there, we also rely on the fact that a weaker
primitive called distributionally one-way functions yield OWFs. In [DG03], Damgard and Groth
showed that if Foom Cppr Fooww then the sh-OT assumption holds. This is subsumed by our results
regarding exchange-like functionalities (Theorem 1), but in fact contains one of the ideas that is
used in (the simpler of) our constructions.

“Here simultaneity only refers to the input independence — Alice should not be able to choose her input based
on Bob’s input, and vice versa — and not to any notion of fairness.



In considering the existence of OWF, key-agreement and sh-OT as distinct computational as-
sumptions, we rely on the black-box separation results from [1R89, GKMT00]. We refer to such
separations in our conjectures, which predict more such distinct computational assumptions com-
ing out of our framework. However, for the formal statement of our results (which merely show that
various reductions are equivalent to one of these assumptions), such a separation is not essential.

2 Technical Preliminaries

We write [k] to denote the set {1,...,k}. We say that a function p : N — R is negligible if it
approaches zero faster than any inverse polynomial. That is, if for all ¢ > 0, u(n) < n=¢ for
sufficiently large n. We say that a quantity v is noticeable if v(n) = Q(n=¢) for some constant
¢ > 0. We say that a probability p is overwhelming if 1 — p(n) is negligible.

2.1 Security Model

We use security in the Universal Composition (UC) framework of Canetti [CANO1]. The framework
follows the paradigm introduced by Goldreich, Micali and Wigderson [GMW8&7] of defining security
by comparing a real world (in which the parties execute a protocol) to an ideal world (in which
the task is carried out by a trusted functionality). We assume the reader has a slight familiarity
with the UC framework, and now present an overview of the conventions we use in this paper,
emphasizing that very few specifics of the model are critical for our results.

We write F C G if there is a protocol that securely realizes F in the “G-hybrid model;” see
[cANO1] for a formal definition. Informally, a protocol is secure if for every adversary attacking
the protocol (in the real world), there is a simulator interacting with F (in the ideal world) that
achieves an indistinguishable effect in all contexts (environments). In the G-hybrid model, the
parties in the protocol can interact with any number of (asynchronous) copies of G, and can access
G in any “role”. The parties are also given free access to a communication channel.

We consider only efficient protocols, but make a notational distinction between unconditionally
(statistically) secure protocols (denoted by Cgpar) and protocols whose security may depend on a
computational assumption (denoted by Cppr). As is standard, we require security against active
(i.e., malicious) adversaries. All results in this work are restricted to static corruption (where the
adversary has to corrupt any parties before the protocol begins).

2.2 Functionalities

Although the UC framework allows a functionality to be an arbitrary interactive program, we
consider in this work only finite functionalities — namely, functionalities that have finite memory
and use finite input and output alphabets. (See Section 6 for a brief discussion.)

Many of our results do apply to arbitrary reactive functionalities, which take input and give
output repeatedly throughout several rounds of interaction (see Appendix B for formal definitions
of this class of functionalities). However, for clarity most of our results in the main body are stated
for the class of symmetric SFE functionalities, defined below:

Definition 1. A functionality is a secure function evaluation (SFE) functionality if it waits for
inputs x € X from Alice andy € 'Y from Bob (for some finite sets X andY ) and then sends fa(x,y)



to Alice and fp(x,y) to Bob. If either party is corrupt, the output for that party is delivered first;
then if the adversary allows, the output to the other party is also delivered.
We say that the functionality is symmetric SFE (SSFE) if fa = fB.

SSFE functionalities, starting with the original Millionaire’s Problem proposed by Yao [YA082],
are perhaps the most well-studied class of two-party functionalities. We can completely specify an
SSFE by giving its function table, a matrix whose (i,j) entry contains fa(i,7) = fg(i,7). Each

row corresponds to a possible input for Alice, and each column corresponds to a possible input for

Bob. For instance, the boolean XOR functionality may be written as .

Note that if neither party is corrupt, the functionality does not interact with the adversary.
(Such functionalities were called regular functionalities in [PRO8A].)

Definition 2. We say that two SFE functionalities are isomorphic if one can be obtained from
the other by repeatedly adding/removing redundant inputs, permuting a party’s inputs, relabeling a
party’s outputs for one of its inputs, and reversing the roles of Alice and Bob.

By redundant input, we mean (in the case of Alice) an input x such that fp(x,-) = fp(d’,-) for
some &', and (2, fa(2',y)) uniquely determines fa(x,y) for all y.

Several specific functionalities play important roles in our results:

For: Standard 1-out-of-2 oblivious transfer (OT) functionality. Alice has inputs zg,z1 € {0, 1}
and Bob has input b € {0,1}. Alice receives no output, and Bob receives output xp.

Feom: Standard bit-commitment functionality. Alice gives input (COMMIT, z), where z € {0, 1},
and Bob receives output COMMITTED. Later, when Alice sends input REVEAL, Bob receives
input (REVEAL, z), where z was the input given in Alice’s first COMMIT command.

Feomn: Standard coin-tossing functionality. After receiving input from both parties, samples a
random coin r < {0, 1} and gives it to both parties.

Fee: A simple “cut-and-choose” functionality. It is an SSFE functionality defined as [1)3 .

Fee, Alice provides a bit, and Bob can choose whether or not to learn it. The output also
reveals Bob’s choice to Alice. F¢ is the simplest non-trivial functionality that hides some
information about the inputs.

In

féf(éH An exchange function: the SSFE functionality in which Alice gives input z € [i], Bob gives
input y € [j], and both parties learn (z,y). The cryptographic non-triviality of an exchange
function is that it enforces inputs to be chosen independently (though we make no requirement
for fairness in learning the output). The special case F2X2 s isomorphic to the boolean-XOR
SSFE functionality.

2.3 Intractability Assumptions
We consider two important computational intractability assumptions in this work:

sh-OT assumption: There exists a protocol for For secure against semi-honest, PPT adversaries.
It is possible to express this assumption using the definition of UC security restricted to semi-honest
adversaries (in both the real and the ideal executions). However, we point out that the traditional
(standalone) security definition is equivalent to the UC security definition, since the simulation
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Figure 1: A map of various cryptographic complexity classes (of 2-party SSFE functionalities)

required by semi-honest security does not, and need not, extract the inputs of the corrupt players;
it simply uses the input given by the environment.

The sh-OT assumption is known to imply the existence of one-way functions [IL89, HAIOS].
As such, a protocol for OT secure against semi-honest adversaries implies such a protocol secure
against malicious (standalone) adversaries, using the compiler of [GMW87].

OWF assumption: This is the standard assumption that one-way functions exist. In [IL89], it is
shown that the OWF assumption is implied by the much weaker assumption that distributionally
one-way functions exist. Thus if OWFs do not exist, then no function is distributionally one-way:
for every efficient function f and polynomial p, there is an efficient algorithm that on input y
samples close to uniformly (within 1/p statistical difference) from the set f~1(y).

2.4 Cryptographic Complexity Landscape Overview

In this section we provide some useful classifications of functionalities, many of which are natural
“complexity classes” in our complexity-theoretic view of MPC functionalities. A visual overview
is also given in Figure 1. For each class, we describe its relevance to our framework and give an
overview of some of its important known properties.

The classes listed below, except the first two, are natural in our framework in the sense that
they are “downward closed” with respect to Cgrar. That is, if G is a functionality in a class and
F Cgrar G then F also falls in the same class. (The first one is “upward closed.”) Additionally,
all of these classes can be defined in terms of the Cgpyr reduction, which is the most restrictive
reduction in our framework.

Complete Functionalities. These are SSFE functionalities that are unconditionally “complete.”
That is, for all G in this class, and all functionalities F, F Cgrar G. Based on the completeness of the
oblivious transfer functionality [KIL88] (which remains true with respect to the UC-secure reduction
Corar as well [KIL89, 1Ps08]), Kilian [KIL91] gave a complete combinatorial characterization for these

functionalities, as the evaluation of functions that contain a 2 x 2 minor of the form , where



a # b. Later, Kraschewski and Miiller-Quade [KMQOS8| extended Kilian’s characterization to the
stronger Cgrap reduction.

Unclassified Functionalities. Among incomplete SSFE functionalities, we leave a set of function-

alities as “unclassified.” These are functionalities which are neither complete, nor passive-trivial (see
112

next class). We know that this class is not empty: the “spiral” SSFE functionality |4 0 2| is known
433

to fall into this category [BEA89, KUS89, KKMO0O]. These functions do have a combinatorial char-
acterization in terms of minors that immediately follows from the combinatorial characterizations
of complete functionalities and passive-trivial functionalities (below) [BEA89, KUS89]. However, we
call these functionalities unclassified as very little is known about their cryptographic properties,
or different sub-classes within the class.

Passive-Trivial Functionalities. These are functionalities securely realizable against a passive
(a.k.a., honest-but-curious, or semi-honest) adversary in a computationally unbounded environ-
ment. For SSFE functionalities, such functions have an explicit combinatorial characterization,
namely that they are evaluations of what are called “decomposable” functions:

Definition 3 (Decomposable [KUS89, BEA89]). An SSFE functionality F : X XY — Z is row
decomposable if there exists a partition X = X1 U---UXy (X; #0), k > 2, such that the following
hold for all i < k:

o forallye Y,z e X;, 2’ € (X \ X;), we have F(x,y) # F(x'y); and

° f}x'xy is either a constant function or column decomposable, where ]:‘X_XY denotes the
restriction of F to the domain X; X Y.

We define being column decomposable symmetrically with respect to X and Y. We say that F is
stmply decomposable if it is either constant, row decomposable, or column decomposable.

Kushilevitz [KUs89] and Beaver [BEA89] independently proved that an SSFE functionality
is decomposable if and only if it has a perfectly secure protocol. Later, this characterization
was extended to the more natural case where the protocol is allowed to be only statistically se-
cure [MPR09B, KMQRO09)].

If F is decomposable, then a canonical protocol for F is a deterministic protocol defined induc-
tively as follows [KUS89]:

e If F is a constant function, both parties output the output value of F, without interaction.

e If F is row decomposable as X = X; U---U X, then party 1 announces the unique 4 such
that its input € X;. Then both parties run a canonical protocol for F | oxy

e If F is column decomposable as Y = Y; U--- U Y%, then party 2 announces the unique ¢ such
that its input y € Y;. Then both parties run a canonical protocol for F ‘ Xxys®

It is a simple exercise to see that a canonical protocol is a perfectly secure protocol for F against
passive adversaries.

An important example in this class (though not an SFE functionality) is the commitment
functionality Foom. Interestingly, this class has a natural alternate definition in terms of the
Cemar reduction. If F is an SFE functionality, then F is passive-trivial if and only if F Cgpar
Feom [MPRO9IB].



Exchange-Like Functionalities. We introduce an important sub-class of passive-trivial function-
alities called exchange-like functionalities. A simple way to define this class is the functionalities F
such that F Cgrar fé?éH for some 4. Intuitively, these are the functionalities that can be realized
using simultaneity alone (recall that the only cryptographic non-triviality of an exchange function
f&éH is in its independence of inputs).

Among SSFE functionalities, exchange-like functionalities are exactly those that are isomorphic
to Fuxen for some integers i and j. For reactive functionalities, a similar complete characterization
can be made, and we do so in Appendix B.

Exchange-Free Functionalities. In contrast to exchange-like functionalities, we can define the
class of exchange-free functionalities as those which contain no simultaneity. More formally, G is

in this class if and only if FZ2, Zerar G. All standalone-trivial functionalities (see the next class)

112
343

are of this kind. But there are other functionalities too: for instance, (not standalone-trivial)

112
and |4 0 2| (an unclassified functionality) can be shown to be exchange-free.
433
A useful combinatorial property of exchange-free functionalities is the following: Every exchange-

free and passive-trivial functionality has a unique (up to simple renaming of the steps) decompo-
sition (Definition 3) [MPRO9B]. However, being uniquely decomposable does not necessarily mean

112

that the SFE is exchange-free — consider the SSFE function |5 0 2.
433

Standalone-Trivial Functionalities. These are functionalities securely realizable against compu-
tationally unbounded adversaries in a stand-alone (i.e., isolated) environment. SSFE functionalities
in this class were combinatorially characterized in [KMQRO9, MPRO9B] as a strict subclass of the
passive-trivial functionalities. Since fg;CQH is not in this class, every functionality in this class is
exchange-free. The F¢¢ functionality defined earlier is an important example in this class, and is
in fact the simplest non-trivial one.

Trivial Functionalities. These are the functionalities UC-securely realizable against a general
adversary in a computationally unbounded environment, using protocols which only rely on (pri-
vate) communication channels.> In the case of SSFE functionalities, these are the functionalities
that have a decomposition of depth 1, or equivalently, the functionalities that are isomorphic to
FLXE for some k [cKLO3, PRO8A]. A secure protocol for a trivial SSFE is a simple one in which
one party simply sends a function of its input to the other party.

Characterizations of triviality are also known for the case of reactive functionalities [PRO8A,
MPR0O9A]. A deterministic, finite functionality is trivial if and only if it is both exchange-like and
exchange-free. (This characterization is not true for randomized functionalities: Fooy is both
exchange-like and exchange-free).

3 Intractability Framework and Our Results

Recall that our interest is in “intractability assumptions” of the form F Cppr G, where F and G are
arbitrary deterministic finite functionalities. Among two-party functionalities, all the reductions we
are able to definitively classify fall into one of four kinds (others which are only partially classified
are also consistent with these four categories):

®Recall that in our model functionalities — including communication channels — interact only with the parties.
A channel with an eavesdropper is modeled as a 3-party functionality.



1. Reductions that are unconditionally true.
2. Reductions equivalent to the OWF assumption.
3. Reductions equivalent to the sh-OT assumption.

4. Reductions that are unconditionally false.

If F is non-trivial and G is trivial (as defined in Section 2.4), then F Cppp G is unconditionally
false, no matter what computational complexity results may hold. (This is a consequence of the
unconditional impossibility results in [CKLO3, PRO8A].)

Recent results in a companion paper [MPR0O9A] show that all other assumptions (i.e., those that
are not known to be unconditionally false) of the form F Cppy G are implied by the sh-OT assumption.
Thus the remaining question is to determine which “standard” intractability assumption is neces-
sary for F Cppr G. Note that the space of functionalities we consider is infinite, and a priori one
might expect a large number of, if not infinitely many, “distinct” assumptions (distinct in the sense
of [1R89]). Indeed, such a phenomenon is not without precedence: in [GkM*00] for instance, an in-
finite hierarchy of complexity assumptions related to cryptographic protocols is derived. However,
the assumptions in such an infinite hierarchy tend to have quantitative differences, and may not
relate to conceptual differences. Indeed, the hierarchy of assumptions in [GKMT00] is based on the
number of rounds in a protocol that is assumed to exist. On the other hand, the above assumptions
(the OWF assumption and the sh-OT assumption) are conceptually different. Indeed, our frame-
work formalizes a way to avoid such quantitative distinctions (since our notion of reduction ignores
such differences).

In the following conjectures we refer to two assumptions being distinct. As mentioned above,
this can be formalized as in [TR89, GKMT00], by considering oracles given which one assumption
holds but not the other. Since none of our results need this concept of distinct assumptions, we do
not present the formalization here, but instead refer the readers to [IR89, cKM™100].

Conjecture 1 (Quantization of Computational Assumptions.). For every m, there are only finitely
many distinct assumptions of the form F Cppr G, where F and G are finite m-party functionalities
functionalities.

We believe that there are several such new assumptions to be discovered. But we conjecture that
we need to look beyond the more familiar case of deterministic 2-party functionalities to discover
them. For instance, assumptions appear in our framework for 3-party functionalities that we believe
do not appear for 2-party functionalities (see below), and we anticipate that more assumptions exist
corresponding to complicated security requirements among many parties.

Conjecture 2. Assumptions of the form F Copr G, where F and G are deterministic finite two-
party functionalities fall into one of the four classes listed above.

We present significant progress towards affirming the above conjecture. Note that we are looking
to prove that assumptions F Cppr G are equivalent to the OWF assumption or the sh-OT assumption,
unless they can be shown to be unconditionally true or false. One part of showing the equivalence
is to show that the OWF assumption or the sh-OT assumption is sufficient for such a reduction,
presumably by giving explicit protocols. This was carried out in [MPRO9A]:

Proposition 1 (Based on results in [MPRO9A].). The assumption F Cppy G is:
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unconditionally true (i.e., F Cgpar G) if G is complete or if F is trivial;
unconditionally false, if G is trivial and F is non-trivial;

equivalent to the sh-OT assumption if G is complete and F is passive-trivial;
implied by the sh-OT assumption if G is non-trivial;

implied by the OWF assumption if G is not exchange-like and F is passive-trivial.

In this work, the focus is on showing the converse, that either the OWF assumption or sh-OT assumption
is necessary for F Cppr G.

Reductions equivalent to the sh-OT assumption

We show a large class of functionalities to be equivalent to the sh-OT assumption:

Theorem 1. Let G be a non-trivial exchange-like functionality. Then for all F, either F Cgar G
or F Crpr G is equivalent to the sh-OT assumption.

Further, we characterize precisely when F Cgrar G, when G is exchange-like. Recall that the
non-triviality of exchange-like functionalities is due solely to their simultaneity (independence) of
inputs. If F is exchange-like and has a higher “bandwidth” of simultaneity (i.e., its dimensions are
larger than G’s), or if F is not exchange-like (i.e., it performs some hiding of the parties’ inputs),
then F [Zgrar G. Intuitively, simultaneity cannot be amplified or used for information hiding, except
in Cryptomania.

Theorem 1 extends to the case of reactive exchange-like functionalities as well. Analysis of
arbitrary reactive functionalities was introduced in [MPR09A], and we build on the analysis there,
to characterize exchange-like reactive functionalities.

Reductions equivalent to the OWF assumption

Given Proposition 1 and Theorem 1, Conjecture 2 would be settled for the class of passive-trivial
functionalities if the following conjecture is true:

Conjecture 3. For any two functionalities F and G, either F Cgrar G, or F Cppr G implies the
OWF assumption.

That is, we would like to prove that the OWF assumption is indeed minimal for conditional
reductions. While this may sound obvious, proving such a conjecture turns out to be difficult.
Essentially, assuming that the OWF assumption does not hold, one must show attacks on any
protocol purportedly carrying out such a reduction. We obtain the following results, to partially
confirm the above conjecture.

Theorem 2. For every non-exchange-like, passive-trivial SFE functionality G, there are infinitely
many standalone-trivial SFE functionalities F such that F Cppr G is equivalent to the OWF assumption.

Theorem 3. Let F and G be passive-trivial but not UC-trivial. If F is not standalone-trivial and
G is standalone-trivial, then F Cppr G is equivalent to the OWF assumption.

11



3.1 Beyond 2-Party Functionalities

The class of two-party functionalities that we considered is quite rich, but still omits some very
important and familiar kinds of cryptographic tasks. In particular, the classical task of secret com-
munication, is modeled as a functionality with three parties, Alice, Bob and Eve, and is not captured
by any of the two-party functionalities.® Let us denote the 3-party private channel functionality (in
which the third party learns only that the channel was invoked, when the first party sends a message
to the second party) by Fpyr. In contrast, let Fpyp be the a 3-party public-channel functionality,
in which the message from the first party is received by both the other parties (though if the first
party is corrupt, it is allowed to send different messages to the two others). The assumption in
question is Fpyr Cppr Fpus-

A key-agreement protocol, as considered in [TR89, GKMT00], yields such a reduction. This
assumption, corresponding to secrecy against third-party eavesdroppers, seems to be of a differ-
ent flavor than any assumption arising out of cryptographic complexity of 2-party functionalities
(wherein there is no external adversary).

Conjecture 4. For any pair of two-party functionalities F,G, the assumption F Cppr G can be
black-box separated (d la iR89, GKMT00/) from the assumption Foyr Cppr Fpus-

A first step to studying the assumptions arising of 3-party functionalities would be to understand
various cryptographic complexity classes (based on statistical reductions). However, even the class
of trivial SFE functions is not well-understood in this case. [PRO8B, Appendix. B| includes a few
“trivial” 3-party functionalities, which are securely realizable using protocols that involve more
than a single message (as with protocols for trivial 2-party functionalities).

Given the variety of cryptographic functionalities that exist in the 3-party scenario, we con-
jecture that there is at least one “undiscovered assumption” corresponding to a reduction among
3-party functionalities.

Conjecture 5. There exist 3-party functionalities F, G, such that the assumption F Cppr G
can be black-box separated (a la IR89, GKMT00/) from OWF assumption, sh-OT assumption and
fPVT EPPT ‘7:PUB'

4 Reductions Equivalent to the sh-OT Assumption

In this section we introduce a natural subclass of SFE functionalities and completely characterize
Cppr reductions involving this class. In Appendix B we greatly generalize the definition and results
to reactive functionalities which need not give identical output to Alice and Bob; however, the
results for SFE functionalities capture the major intuitions.

4.1 Exchange-Like Functionalities

Definition 4. Let F be an SFE functionality. We say that F is exchange-like if F = féﬁéH for
some i, 7.

SRecall that our functionalities do not communicate with the adversary when all parties are honest. This conven-
tion requires modeling corrupt parties explicitly, in the protocol and in the functionality. Hence secret communication
corresponds to a 3-party functionality.
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The cryptographic non-triviality of an exchange-like functionality is in its independence of
inputs. Exchange-like functionalities ultimately hide nothing about the parties’ inputs, but enforce
that the two parties’ inputs are chosen independently.

Lemma 1 ([MPRO9A]). If F is not exchange-like, then either For Cgrar F or Foe Serar F.

Proof sketch. The proof is a simple combinatorial characterization, and we sketch the main ideas
here. Kraschewski and Miiller-Quade [KMQO8| show (strengthening a result of Kilian [KIL91]) that

if F contains a 2 x 2 minor of the form , where a # b (called a generalized-OR minor, then

For Egrar F. Otherwise, if F contains no generalized-OR minor, but contains a minor of the form

. lb’ or |7 ¢, where a,b, c are distinct (called a generalized-CcC minor), then it is straight-forward to

see that the protocol in which both parties simply restrict their inputs to that 2 x 2 minor of F
is an unconditionally UC-secure protocol for Feo (see [MPRO9A]). Note that in general, restricting
inputs to a minor of an SFE is not a secure protocol, since malicious parties may send different
inputs to F.

Thus, if For Zsrar F and Fee Zgrar F, then F cannot have any generalized-CC or generalized-
OR minors. Every 2 x 2 minor of 7 must have be of one of the forms , , or , where
a,b,c,d are all distinct. It is easy to see that F is therefore an exchange function (possibly with
duplicate inputs). O

4.2 Reductions Involving Exchange-Like Functionalities

Our main classification involving exchange-like functionalities is the following:

Theorem 1 (restated). If G is exchange-like and non-trivial, then either F Cgrar G, or F Cppr G
is equivalent to the sh-OT assumption.

Proof. From [MPR09A], we have that G is Cppr-complete under the sh-OT assumption, since it is
non-trivial. Thus F Cppr G under the sh-OT assumption.

For the other direction, we break the proof into two parts, depending on the status of 7. These
are carried out in the following two lemmas. O

Lemma 2. If F is not exchange-like, and G is exchange-like and non-trivial, then F Cppr G implies
the sh-OT assumption.

Proof. Given that F Cppr G, we directly construct a passive secure protocol for For. From
Lemma 1, we have that either For Copar F or Fee Egrar F. Thus either For Cppr G or Foe Eppr G
by the universal composition theorem.

In the first case, For has the property that any UC-secure protocol for For (even in a hybrid
world) is also itself a semi-honest-secure protocol [PRO8A]. G also has a semi-honest-secure protocol
(namely, its canonical protocol since it is decomposable). Composing these two protocols yields a
semi-honest (plain) protocol for For and we are done.

In the other case, suppose 7 is the secure protocol for Fo in the G-hybrid world. Recall that
Fec has a function table , which we interpret as Alice sending a bit (top row or bottom row),
Bob choosing whether or not to receive it (left column or right column), and Alice learning Bob’s
choice (whether or not the output was 2). We directly use 7 to construct a semi-honest For protocol

as follows, with Alice acting as the OT sender (with inputs g, 1) and Bob the receiver (with input
b):

13



e The parties instantiate two parallel instances of w, with Alice acting as the sender in both.
Since there is no access to an external G, Bob will simulate Alice’s interface with instances of
G— that is, Alice will send her G-inputs directly to Bob, and he will give simulated responses
on behalf of these simulated instances of G. Alice uses xg and x1 as her respective inputs to
the two instances of protocol 7, and runs the protocol honestly.

e In protocol instance (1 —b), Bob carries out the simulation of G-instances and the 7 protocol
completely honestly. He runs the m protocol on the input that does not reveal Alice’s input
(i.e., he chooses the “right column” input to Fec).

e In protocol instance b, Bob honestly runs the UC simulator for 7, treating Alice as the adver-
sary (including simulating Alice’s interface with G-instances). At some point, the simulator
extracts Alice’s bit x; which would normally be sent to F¢c. Bob continues running the
simulator as if F¢c responded with output 2. When the interaction completes, Bob outputs
Tp-

By the UC security of 7, Alice’s view is computationally independent of b (i.e., she cannot distin-
guish an interaction with 7’s simulator from an interaction in which the receiver and G are honest).
By the soundness of the simulator, we also see that Bob correctly learns x; we must argue that he
has no advantage guessing x1_p. If all G-instances were external to the (1 — b) interaction (instead
of Bob simulating them), then the security of 7 would imply that Bob has no advantage in guessing
T1_p, since the protocol’s output is 2. Being an exchange function, however, G has the property
that Bob always learns all of Alice’s inputs anyway. Thus Alice can send her G-inputs directly to
Bob, without any affect on the security of the protocol. This is exactly what happens in the (1 —b)
interaction. O

We note that the technique of running two protocol instances, one honestly and the other using
the simulator, to obtain a semi-honest OT protocol was also used by Damgard and Groth [DGO03],
though in the context of a protocol for Feoy instead of Fee, and considering a common random
string instead of an arbitrary exchange-like G. This theme also occurs in our constructions of semi-
honest OT protocols throughout this section, although we greatly generalize the technique and the
corresponding analysis.

For the case where F is also exchange-like, it is no longer true that F Cppp G is equivalent to
sh-OT assumption for all 7 and G. For some F and G, it can be easily seen that F Cgrar G. We
completely characterize when each case holds.

Theorem 4. Let F and G be exchange-like, so without loss of generality, F = ]-"é;féH and G = ]:é;fé]H/
Then if i <1 and j < j', orifi < j and j <4, then F Cgrar G. Otherwise, F Cppr G is implies
the sh-OT assumption.

Put differently, if an ¢ x j rectangle can fit inside an i’ x j’ rectangle (in either of its two axis-
aligned orientations), then féiéH Csrar fé;é%,, otherwise, féf(éH Crpr fé;é{; is equivalent to the
sh-OT assumption. Since i and j represent the “bandwidth” (in the two directions) of an exchange-
like functionality, a simple way to interpret this theorem is that increasing the bandwidth of an
exchange-like functionality is equivalent to the sh-OT assumption, while decreasing the bandwidth

is cryptographically trivial.
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Main Ideas. The protocol that demonstrates F Cgpar G is elementary. To perform an ¢ X j
exchange using G, simply send inputs directly to G (with Alice and Bob exchanged if necessary).
Each party aborts if the other party provided an input to the 7' x j’ exchange which was out of
bounds for an i X j exchange. The security of this protocol is straight-forward.

We first sketch the main ideas behind proving the other direction As an illustrative, example
suppose that F = E§£H and G = fég?x(i_l), and that we have a protocol m demonstrating
F Cppr G. The role of the simulator for m is to first extract the input of a corrupt party, send it to
F in the ideal world, and then continues to simulate 7 consistently given the output from F.

Again for the benefit of this simplified overview, suppose that the simulator for a passively
corrupt Alice always extracts during round 4.7 Since the simulator does not contact G throughout
the first r4 — 1 rounds of the simulation, Alice’s view is independent of Bob’s input during these
rounds. If Bob’s input is random (uniform in [i]), then after round 74, Alice still cannot guess
Bob’s input with probability greater than ¢ = (i — 1) /i, since there are only ¢ — 1 possible responses
from the simulated G that the simulator can give to complete the simulation of round r4. By the
soundness of the simulation, an honest Alice cannot predict Bob’s input with probability greater
than ¢ + negl(k) after r4 rounds of an honest interaction with Bob. Similarly, if the simulator for a
passively corrupt Bob always extracts during round rp, then an honest Bob cannot predict Alice’s
random input with probability greater than ¢ + negl(k) after rp rounds of an honest interaction
with Alice.

By symmetry, suppose that r4 < rg. Then we can obtain a semi-honest protocol for a weak
variant of OT as follows. As in the proof of Lemma 2, the parties run two instances of m, with
Alice providing random inputs to both instances. In one instance Bob runs the simulator, and in
the other instance Bob runs the protocol and simulates G honestly. Both instances are truncated
after r4 rounds. Using the same reasoning as before, Alice cannot distinguish which interaction
was honest and which used the simulator; Bob learns one of Alice’s inputs since the simulator
extracts in round 74, but cannot predict Alice’s other input with probability better than (i —1)/1,
since 74 < rp. This slight uncertainty can be easily amplified to obtain a full-fledged protocol for
oblivious transfer (see Appendix C for information on amplifying weak OT protocols).

The main proof is more involved in several ways. First, 74 and rg need not be fixed rounds,
but may be random variables. In this case, the parties must essentially guess min{r4,rg}. Still,
we can obtain a weak OT protocol in which Bob has noticeable uncertainty about one of Alice’s
inputs, and which is therefore amenable to amplification. Second, the case where the dimensions
of F and G are incomparable requires a much more careful analysis.

Weak Oblivious Transfer & Amplification. As mentioned above, we will construct a protocol
for a weak variant of OT which can then be amplified into full-fledged OT protocol. Similar to the
definition of (p, q)-OT used in [DKS99], we define the following weak OT security:

Definition 5 (¢-weak-OT). A g-weak-OT is a protocol between a sender and receiver that satisfies
the following conditions:

e The sender has inputs (xo,x1) € Z3;. The receiver has input b € {0,1} and correctly receives
output xp with overwhelming probability.

"If a round begins with a call to the external functionality G, then the round concludes when the parties receive
their output from this external functionality. Extracting during round r means that the simulator extracts after
seeing the adversary’s input to the external functionality, and before delivering the corresponding output.
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o A passively corrupt sender has only negligible advantage in guessing the bit b.

e No passively corrupt receiver can guess x1_p with probability noticeably greater than q, when
the sender’s inputs are random.

Thus, %—Weak—OT corresponds to the standard definition of OT, when the sender’s input domain
is Zy. Note that this definition considers only simple indistinguishability-based security properties
of (weak) OT protocols, while the formal definition of the sh-OT assumption demands an efficiently
simulatable OT protocol for semi-honest adversaries. However, if an OT protocol is 1/N-weak as
above, then it is an efficient and sound simulation to simulate the honest protocol with any input for
the honest party that is consistent with the required output. Thus this indistinguishability-based
definition is equivalent to the more succinct simulation-based definition.

In Appendix C, we show that any (1— pély )-weak OT protocol can be amplified into a full-fledged
OT protocol.

The Construction As an introduction to how we deal with a simulator that may extract in an
unpredictable round, we show the following simpler result:

Lemma 3. Let Foow be the ideal coin-tossing functionality. Then fg)fczH C Feow 18 equivalent to
the sh-OT assumption.

Proof. Let 7 be a secure protocol for F252, in the Foon-hybrid model. We will transform 7 to
obtain a protocol for Fyr secure against semi-honest adversaries.

Let sp be the random variable denoting the round in which the simulator extracts from a
passively corrupt Alice and sends her input to fEQ;CQH. Suppose Bob’s input is chosen at random.
Then fix any passive adversarial strategy for Alice which outputs a guess of Bob’s input at each
step of the protocol, and define t4 as the random variable denoting the round when this guess is
correct with probability at least ¢ = 3/4 (where the probability is over the randomness independent
of Alice’s view), when interacting with the simulator. By the soundness of the simulation, Alice’s
view is completely independent of Bob’s input through the first sg rounds. Thus t4 > s+ 1, and
in particular, E[ta] > E[sg| + 1.

Now consider running this passive adversarial strategy for Alice against an honest Bob in the
actual protocol execution, instead of against the simulator. We define u 4 to be the random variable
denoting the first round in which Alice’s guess of Bob’s random input is correct with probability at
least (. By the security of 7, the two interactions must be indistinguishable to this Alice strategy,
thus |Eua] — E[ta]] < €/¢ = €, where € is the negligible simulation error of the protocol. Thus
Elus) > E[sg]+1— €.

Similarly we can define up and s4 with the roles of Alice and Bob reversed, and conclude that
Elup] > E[sa] + 1 — €. Then, either Elua| > E[sa] +1—¢€, or Efug] > E[sp] + 1 — €’; otherwise
we would get that Flua] < E[sa]+1—¢€ < Elug] < E[sg] + 1 — €, contradicting a previous
conclusion.

By symmetry, we assume that Flug] > E[sg] + 1 — €. In other words, in an interaction with
an honest Alice, the simulator will, on average, extract Alice’s input earlier than any passive Bob
could guess Alice’s input with probability at least (.

Now consider the protocol given in Figure 2. First, since Alice cannot distinguish a simulated
instance of 7w from an honest execution of 7, Alice has no advantage in predicting Bob’s bit b. Thus
the protocol gives complete privacy for Bob.
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Protocol for a weak variant of For. Alice has randomly chosen inputs xg, 21 € {0, 1}, and Bob
has input b € {0,1}. Protocol 7 is given as a UC-secure protocol for F2x2, in the Feon-hybrid
model.

1. Alice honestly runs two instances of the protocol @ with Bob, using inputs xg and x1,
respectively.

2. Bob picks a random r € [r(k)], where (k) is a polynomial bound on the number of
rounds in 7 and k is the global security parameter.

3. In the bth instance of 7, Bob runs the simulator for 7 against Alice (including simulating
her interface with instances of Fooy), and halts the interaction after the rth round of 7.

4. In the (1 — b) instance of 7, Bob runs the 7 protocol honestly with Alice on a fixed
input (say, 0), and also honestly simulates all instances of Fo for Alice. Bob halts the
interaction after the rth round of 7.

5. If the simulator has extracted xp, then Bob outputs it. Otherwise, he asks Alice for
(zo, 1), and she sends it to him.

Figure 2: Weak oblivious transfer protocol, assuming fg;(?H Cepr Feom-

A passively corrupt Bob in this weak-OT protocol can guess Alice’s input z1_p correctly with
probability at most

Prisp <r <up|(+ (1 —Pr[sp <r < upl)
=1-—(1-¢)Pr[sp <r < ug]
<1-(1-=¢)Eup—spl/r(k)
<1-(1-Q1—€)/r(k)

by the definition of ug. Or, in other words, Bob’s guess must be incorrect with probability at least
(1—¢)(1 —¢€)/r(k), which is an inverse polynomial in the security parameter. In Appendix C, we
show how a weak For protocol with this security property can be amplified to give a full-fledged
(semi-honest) For protocol. O

We now prove Theorem 4 for the following special case:

Lemma 4. Let i > 3. Then FiXly Copr Fé;_cé)x(i_l) implies the sh-OT assumption.

This special case illustrates most of the non-trivial ideas used to show Theorem 4, although
slightly more involved arguments are required for exchange functions of arbitrary sizes. The full
details of all the cases are given in Appendix A.

Proof. The main difference between this proof and the one of Lemma 3 is that we must now
consider information about the parties’ inputs that can be exchanged via access to ideal functionality
R

Note that in the proof of the Lemma 3, we would obtain a suitable weak OT protocol (i.e.,
amenable to amplification) even if ¢ is defined to be any constant (in fact, even if  is at most
1-— pTlly in the security parameter).
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As before, we let sg be the round during which the simulator extracts from a passively corrupt
Alice. Clearly Alice’s view is independent of Bob’s input throughout the first sp — 1 rounds of
interaction. If sp is not a round in which the parties access féi&?x(i_l), then Alice’s view is
independent of Bob’s input through sp rounds as well. Otherwise, if sp is a round in which Alice
sends an input to her interface of féizil)x(i_l), then the simulator can send the extracted input
to FiXly, receive the output (i.e., Bob’s input), and then complete the round by simulating the
response of the simulated fE(;_Cé)X(i_l) functionality to Alice. This response from fé;;il)x(i_l) is an
element of [i — 1] and is the only part of Alice’s view that can depend on Bob’s input. Thus, Alice
cannot guess Bob’s input with probability greater than (i — 1)/i after sp rounds (see Lemma 6).

If we define ¢ to be any constant greater than (i —1)/i, and define tp as the first point at which
Alice can guess Bob’s input with probability at least ¢, then we have tg > s4 + 1. Similarly, we
can reverse the roles of Alice and Bob and obtain ¢4 > sg + 1. The rest of the proof is identical to

that of Lemma 3, with a different (but still constant) value of (. O

4.3 Extension to Reactive Functionalities

In Appendix B, we extend all of the results in this section to a large class of reactive functionalities
— namely, those functionalities which can be modeled as a finite state machine. We note that this
class of functionalities also includes those which do not give identical outputs to the two parties.

New techniques for understanding and using arbitrary reactive functionalities for cryptographic
purposes were introduced in [MPR09A]. Our definition and analysis of exchange-like reactive func-
tionalities here closely follows many of the same approaches as [MPRO9A]. For completeness, we
include all of the relevant details in Appendix B.

Intuitively, a reactive functionality is exchange-like if it never hides information. Note that there
are two fundamentally different ways in which a reactive functionality can hide information: it can
hide information in a single round of interaction (as a non-exchange-like SFE hides information),
or it can hide information in its internal memory. Formalizing this second requirement is somewhat
involved, and requires an automata-theoretic analysis of reactive functionalities.

If a reactive functionality is exchange-like, then we show that it is equivalent (under Cgpar
reductions) to a “bundle” of exchange functions of different sizes. Such a bundle is simply a
functionality in which one party publicly selects one of the component exchange functions and then
the two parties evaluate it. As such, Theorem 4, our result about amplifying the “bandwidth” of
an exchange-like functionality, carries over naturally to the case of reactive functionalities.

For the other case, when F is non-exchange-like and G is exchange-like, we first observe that F
can fail to be exchange-like for only two reasons. If F hides information in a single round, then F
can easily be used to obtain a non-exchange-like SFE function and so the proof of Lemma 2 goes
through essentially unaltered. On the other hand, if F hides information between rounds, we show
that this hiding can be exploited to show Feom Egrar F. Intuitively, Feoy is the canonical example
of a functionality that hides information between rounds (between the commit phase and reveal
phase). Then, by using a similar technique as in the proof of Lemma 2, we can easily construct a
semi-honest protocol for OT. The parties run two instances of the commit phase of the protocol for
Feom- The receiver plays honestly in one instance, and uses the simulator to extract in the other
instance. In fact, this is essentially the semi-honest OT protocol from Damgard and Groth [DG03],
except that we consider it in the context of an arbitrary exchange-like ideal functionality, instead
of a common random string.
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Thus, Theorem 1 applies for all deterministic, finite, reactive functionalities.

5 Reductions Equivalent to the OWF Assumption

Our results in this section build on the technique in [MPR09B] that was used to derive the following
separation in cryptographic complexity.

Lemma 5 ([MPRO9B]). Let F and G be SSFE functionalities. If F has unique decomposition depth
n and G has decomposition depth m < n, then F Lgrar G.

In [MPRO9B], Lemma 5 is proven by attacking any purported protocol 7 for F in the G-hybrid
world.

First, they show (for plain protocols, not in any hybrid world) that for every adversary A that
attacks the canonical protocol for F, there is a corresponding adversary A’ that attacks 7, achieving
the same effect in all environments. (Indeed, any functionality whose decomposition depth is at
least 2 has a simple attack against its canonical protocol that violates security in the UC sense.)
Intuitively, the protocol m must reveal information in the same order as the canonical protocol.
More formally, at every point during the canonical protocol (say, a partial transcript t), there is
a corresponding “frontier” in m — a maximal set of partial transcripts of w. If two inputs both
induce transcript ¢ in the canonical protocol (recall that it is a deterministic protocol), then they
also induce statistically indistinguishable distributions on partial transcripts at the frontier. But
if the two inputs do not both induce transcript ¢ in the canonical protocol, then at the frontier
they induce distributions on partial transcripts that have statistical distance almost 1. Then the
adversary A’ runs the protocol 7 honestly, except for occasionally “swapping” its effective input at
one of these frontiers. The properties of the frontiers assure that such a swap will only negligibly
affect the outcome of the interaction.

Next, to attack a protocol 7 in the G-hybrid world, they imagine a plain protocol 7 which is
7 composed with the canonical protocol for G. The plain protocol 7 has frontiers for each step
of the canonical protocol (equivalently, step of the decomposition). In our setting, there are more
frontiers in 7 than there are rounds in the canonical protocol for G, so not all the frontiers can be
contained entirely within the G-subprotocols. Thus an adversary attacking m can behave honestly
in all interactions with the ideal G, and still encounter a frontier at which to “swap” its effective
input (i.e., outside of the G-subprotocols in 7). Indeed, there is an attack against F in which an
adversary need only encounter one such frontier, so the protocol m is not secure.

Leveraging one-way functions. While these frontier-based attacks from [MPRO9B] are formu-
lated for computationally unbounded adversaries, we show below that they can in fact be carried
out under the assumption that one-way functions do not exist. In other words, that if a reduction
exists between particular functions, then the OWF assumption is true.

These frontier-based attacks require unbounded computation because computing the frontier
involves computing global statistical properties about the protocol — namely, the probability that
the protocol assigns to various partial transcripts on different inputs. The attacks are otherwise
efficient, so given access to an oracle that can compute these probabilities, the attack can be easily
effected. In fact, these quantities need not be computed exactly for the attacks to violate security.
Thus we will describe how to compute the appropriate quantities given that OWFs do not exist.
We use the guarantee of no distributionally one-way functions (Section 2.3; [1L89]). We define a

19



function related to the given protocol, and use the ability to approximately sample its preimage
distribution to obtain a good estimate of the desired probabilities.

Theorem 2 (restated). For every non-exchange-like, passive-trivial SFE functionality G, there
are infinitely many standalone-trivial SFE functionalities F such that F Copr G is equivalent to
the OWF assumption.

Proof. First, if G is non-exchange-like, then Fcon Cppr G under the OWF assumption, by the
protocol construction in [MPRO9A|. Then, F Cgrar Feon since F is passive-trivial [MPRO9B|. The
non-trivial direction is to show that F Cppr G implies OWF assumption for infinitely many such F.

Let k be the round complexity of a semi-honest protocol for G, since G is passive-trivial. Then
let F be any standalone-trivial functionality whose decomposition depth is strictly greater than k.
In the complete characterization of standalone-triviality [MPRO9B], there are SFE functionalities
with arbitrarily high decomposition depth, so there are infinite number of such F satisfying this
condition.

Now F and G satisfy the conditions of Lemma 5, so it suffices to show that the frontier-based
attack from [MPRO9B] can be carried out under the assumption that (distributionally) one-way
functions do not exist. As described above, the attack against a protocol 7 for F in the G-hybrid
model is based on frontiers in the protocol. For a partial transcript v and inputs x for Alice and y
for Bob, the probability that the protocol generates u as the prefix of its transcript can be expressed
as a(u, z)3(u,y), where each of the two terms depends on only one party’s input (see, for example,
[BEASY)).

The frontiers used in the attack are then all defined in terms of the following quantity:

a(u, xo) — au, x1)
a(u, xo) + au, z1)

n(u, Zo, xl) =

or the symmetric quantity with respect to the roles of Alice & Bob. Intuitively, n(u, zo, z1) measures
how correlated the transcript u is to Alice’s input being xy versus x1. In fact, the entire frontier-
based attack can be carried out in polynomial time given an oracle that answers questions of the
form “Is n(u, zp,z1) > 1—v(k)?”, where v is a certain negligible function in the security parameter.
If instead the oracle can answer questions of this form where v(k) = 1/k¢ for a chosen constant
¢, then the adversary’s attack may fail with at most an extra 1/poly factor. All the attacks from
[MPRO9B| demonstrate that the real and ideal worlds can be distinguished with constant bias,
so they can indeed tolerate this additional 1/poly slack factor. Thus it suffices to show how to
implement such an oracle.

We compute 7(u, 29, x1) as follows: First, consider the function f(z,7r4,y,rp,i) = (7,x), where
T is the first ¢ bits of the transcript produced by the protocol when executed honestly on inputs
(z,y), where r4 and rp are the random tapes of Alice and Bob, respectively. We use the guarantee of
no distributionally one-way functions to sample from f~!(u,z0) and f~!(u,z1). If both preimages
are empty, then the protocol never generates u as a partial transcript on inputs xg or x1. If only
one is empty, then n(u, xg, 1) = 1.

Otherwise, assume u is indeed a possible partial transcript for both g and x; (i.e., the protocol
assigns positive probability to u when Alice has inputs zg or z1). Our previous sampling of f~! has
yielded an input y* such that u is a possible partial transcript when executing 7 on inputs (xg, y*).
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Thus w is also a possible partial transcript on inputs (z1,y*). Now define:

4 (ryy) ifze{xg,x1}
w? TA’ ) TB? Z = .
gl Y ) {J_ otherwise
We now sample n times from g~'(u,y*). Let n; be the number of times the sampled preimage
included z; as the first component. Then (ng —n1)/n is an estimate of n(u, g, z1). By setting n
to be a sufficiently large polynomial in the security parameter, we can ensure that the estimate is
within an additive factor 1/k¢ of the actual value, with high probability. O

Theorem 3 (restated). Let F and G be passive-trivial but not UC-trivial. If F is not standalone-
trivial and G is standalone-trivial, then F Crpr G is equivalent to the OWF assumption.

Proof. The fact that F Cppy G under the OWF assumption is by the same argument as in the
previous proof.

For the other direction, suppose 7 is a secure protocol for F in the G-hybrid world. Standalone
secure protocols for SFE functionalities are closed under composition. Thus we have a standalone-
secure protocol 7’ for F without any trusted party.

Being passive-trivial, F is surely decomposable, and we consider two cases. When F is uniquely
decomposable, then [MPRO9B| showed that in the unbounded setting, for every adversary A attacking
the canonical protocol, there is an adversary A’ attacking 7’ such that no environment can distin-
guish between the two interactions. When F is uniquely decomposable but not standalone-trivial,
there is a simple attack against the canonical protocol for F that violates standalone security with
constant probability. Thus translating this attack into an efficient (assuming that OWF assumption
is false) attack on 7’ using the techniques described in the previous proof, we see that 7’ is not
standalone-secure; a contradiction.

On the other hand, if F is not uniquely decomposable, then Fxor Cgrar F via a simple protocol.
As such, by composing several protocols, we obtain a standalone-secure protocol 7 for Fyxor. Con-
sider an interaction using 7 in which the honest party chooses an input at random. In [MGMO™09],
a frontier-based attack on Fxog is described (for unbounded adversaries), which we outline below.
We show here that the attack can be carried out assuming that the OWF assumption is false, to
bias the honest party’s output towards 0 by a noticeable amount:

At each partial transcript u, compute an estimate of |n(u, 0, 1)| (which measures the transcript’s
bias towards Alice’s input 0 or 1, defined in the previous proof) At the beginning of the protocol,
the value of this function is 0, and at the end of the protocol, it is 1 with overwhelming probability
since the protocol results in Bob correctly learning Alice’s input.

Similarly, define 1’(u,0,1) as a transcript’s bias towards Bob’s input. By symmetry, with prob-
ability at least 1/2, the partial transcript achieves |n(u,0,1)| > 1/2 before it achieves |r/(u,0,1)| >
1/2. Thus an attack for Bob is to discover via the sampling procedure described above the first
point at which |n(u,0,1)| > 1/2 but |n'(u,0,1)| < 1/2. At that point, Bob switches his input to
match Alice’s, in order to bias the output towards 0. Bob reaches such a point with probability at
least 1/2, Since |n'(u,0,1)| < 1/2, the correctness of the protocol implies that Bob’s output will be
0 with overwhelming probability. Thus this attack successfully biases the output towards 0 with
bias 1/4 minus some inverse polynomial in the security parameter. O
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6 Expanding the Framework

The framework that we have presented is quite general thanks to the general nature of function-
alities. However, there are several dimensions in which this framework can be extended, leading
to possibly further computational complexity assumptions to appear. We mention a few such
extensions below.

Using Infinite Domain/Memory Functionalities. In this paper, we have confined ourselves
to “finite” functionalities (which are finite state machines with finite input/output alphabets).
One could instead consider the more general class, with infinite alphabets and/or infinite state
space. On the positive side, this allows modeling “object-oriented” cryptography which involves
such concepts as encryption and signatures (as opposed to “service-oriented” cryptography which is
more natural in the setting of multi-party computation). Note that currently, the sh-OT assumption
and the assumption that a key-agreement protocol exists, do not specify the number of rounds of
these protocols. Indeed a 2-round key-agreement protocol is a public-key encryption scheme and a
2-round sh-OT protocol is a computational version of the so-called dual-mode encryption scheme.®

On the other hand, this considerably complicates things: for instance, Proposition 1 does not
hold any more. [MPRO9A] points out an (infinite domain) functionality G such that G is not trivial,
but say For Eppr G does not hold under the sh-OT assumption. It is likely that several intermediate
assumptions, like in the hierarchy of assumptions presented in [GKMT00] will manifest in this
framework. A similar complication was encountered in [HNRRO6]. We leave it is an interesting
challenge to extend the framework to include infinite functionalities, but without sacrificing the
economy and conceptual clarity of the set of complexity assumptions produced by the framework.

Using Alternate Reductions. If we use a different notion of reduction in place of Cppr, the
assumption F Cpppr G will change its meaning. While it is not clear if any reasonable notion of
reduction will give a larger set of assumptions when all pairs (F, G) are considered, it certainly is true
that for specific pairs (F,G) the assumption becomes different. The variants one could consider
weaker notions of security like security against passive (semi-honest) or standalone adversaries,
or stronger notions of security like simultaneous security against passive and active adversaries,
or against adaptive adversaries. One could also consider tighter non-standard reduction notions
derived by imposing constraints on the protocols carrying out the reductions, like constant round
complexity, for instance. Another example is to restrict to protocols which use a given functionality
in only one direction (with say, Alice and Bob in the protocol playing fixed roles, say sender and
receiver respectively, when interacting with the given functionality).

It will indeed be interesting if a computational complexity assumption manifests when using
some other (meaningful) notions of reduction, but not the one we use.

More Functionalities. In this work, we restricted ourselves to a large, but restricted class of
functionalities. In particular, our functionalities are not “fair”: they allow the adversary to learn
the output and then decide whether to deliver the output or not, to the other party. Another class

8Here, a dual-mode encryption scheme is a public-key encryption scheme, in which there is an alternate mode
to generate a public-key (which remains indistinguishable from a key generated in the normal mode) such that
the semantic security of the encryption is retained even given the randomness used in key generation. Dual mode
encryption introduced in [Pvw08, KN08] is stronger in that the alternate mode is required to result in a public-key
such that a ciphertext produced using that key is statistically independent of the message.
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we considered only briefly is that of randomized functionalities. These classes of functionalities are
understood only in bits and pieces. A systematic study of their cryptographic complexities remains
an open problem.

Special Pairs. Finally, we mention that when considering some of the above extensions, it
might be interesting to consider (only) special pairs of functionalities, where the reduction may
have extra meaning. For instance, when restricting protocols to use a given 2-party functionality
F in only one direction, it is particularly interesting to consider reducing the functionality F~!
which reverses the roles of its parties. Another interesting question is of “parallel repetition” which
considers reducing F!, a synchronous repetition of ¢ copies of F, to the functionality F (wherein
the protocol is allowed to use multiple asynchronous copies of F). For instance, Fj, reduces to
Feon unconditionally, but by Theorem 1 we know that a parallel repetition of J’:SX%H reduces to
.7:§X2CH if and only if the sh-OT assumption holds.
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A Complete Proof of Theorem 1

We first establish a convenient technical lemma:

Lemma 6. For each j € [i], let D; be a probability distribution over the elements {my,...,m;_1}.
Now consider the following experiment: Choose j € [i| uniformly at random, and then output a
sample according to D;.

The probability of correctly predicting j given only the output of this procedure is at most (i—1)/i.

Proof. Let p, , be the probability of sampling message m, when using D,,. So, we have:

i—1

Zp“’” =1 for all u € [i]
v=1

Let gy, be the probability of outputting u after seeing message v. So, we have:

i
unu: 1forallve[i—1]

u=1

The probability of being correct is:

Zu IZ’U 1puv(IUu

1

(=

Zu laUZv 1puv < Zullau — i—1 D

This is maximized if g, = aypu,p. Therefore, ¢ < -

Finally we prove our general result.

Lemma 7. Let i, 4,75 be such that (i > i’ or j > j') and (i > j' or j > i'). Then Fixdy Copr
fEX(H implies the sh-OT assumption.

Proof. The proof is very similar to that of Lemma 4 Note that in the proofs of Lemma 4 and
Lemma 3, we would obtain a suitable weak OT protocol (i.e., amenable to amplification) even if
Cis poly [tB — sB|, E[ta — sa]} is at least pTlly in the
security parameter.

Case 1: (max{i,j} > max{é,j'}): Suppose by symmetry that ¢ > j and ¢ > ¢ > j’, and that
Bob feeds input from [i] into the ideal functionality. We define ¢ to be any constant greater than
%, and define sp and t4 as earlier. Similar to the argument in , we get that t4 > sp + 1
(because i — 1 > ' > j'). It is always the case that tg > sa. So, we get the condition that
ta>sgp+1andtp > s4.

In general we can say that:

(ta>spandtp >s4+ 1), or
(tg >saand ty > sp+1)
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These conditions imply that:

Elua] > E[sa] + (; - e’), or

1
Elup] > E[sp] + (2 - 6/>
Observe that in our weak OT construction, all we needed was that one of {Flua — sa|, Flup —

sp|} is at least —y in the security parameter. So the construction in Lemma 4 yields a suitable

weak-OT protocol.

Case 2: (min{7,j'} <i,7 < max{i,j'}): Observe that even if for some polynomial \(-) we have:

<E[tA] > Elsy] and Eltg] > Elsa] + A(lﬁ)) or

1
<E[t3] > Elsa] and E[ta] > E[sp] + )\("€)>
we can use the approach mentioned above to get the weak OT protocol. So, we only need to consider
the remaining case, when Eltg] € [E[SA], Elsa] + ﬁ) and Elta] € |:E[SB], E[sp] + ﬁ), where
A(+) is a suitably chosen large polynomial.
In this case, we will prove that:

1. One of {Pr(tp > sp+1),Pr(ta > sa+ 1)} is at least %

2. Both |Pr(uq =r) — Pr(ta = r)| and |Pr(up = r) — Pr(tp = r)| are at most ( y for any poly-
nomial p

These will imply that we obtain a suitable weak-OT protocol in this case as well.
Now, we show that the above mentioned properties hold. If E[tg| € |E[sa], E[sa] + ﬁ) and

Elta] € |:E[SB], Elsp] + ﬁ), then with probability > 1 — >\(2W’ where n is the maximum number
of rounds in the protocol, we will have the event that tg = s4 and t4 = sp. Consider the set of
rounds S where t4 = sp is possible. Similarly define T' to be the set of rounds Where tg = sS4 is
possible. Without loss of generahty, we can assume that Alice uses ¢’ side of fEXCH only in even
rounds and the j' side of the ]—}XCH only in odd rounds. So, we conclude that the sets S and T are
disjoint.

Let xg(r) be the probability of the event t4 = sp < r. Similarly define z7(r) as the probability

of the event tp = sy < r. At the extremes, z5(0) = z7(0) = 0 and xg(n) = xp(n) = 1 — )\(%)n
So look at the smallest r such that max{zg(r),z7(r)} > % (1 - ﬁ) Observe that at any given

round 7 only zg(r) or zp(r) changes. By symmetry, assume that zg(r) reaches the threshold first.
Then since ys(r) could not have changed at this round, we get that yg(r) < 1 (1 - ﬁ) Then

for sufficiently large values of k, we see that with probability at least

(; - Aé)n)? = i - )\(i)

1
>
5’

the event sp <tg — 1 is true.
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Now, all we need to show is that Pr(up = r) and Pr(tp = r) are within 1/poly(x). We pick a
suitable polynomial p. We run an honest execution of the protocol against a simulator for Alice.
We can estimate Pr(tp = r) within % additive error in polynomial time. Similarly, we run an honest

execution of the protocol against honest Alice. We can estimate Pr(upg = r) within % additive error
in polynomial time.
If |Pr(tg =7) — Pr(ugp = r)| > 3, then we can create a polynomial time distinguisher which

distinguishes between the real and ideal world. So, for every round r, |Pr(tg =) — Pr(ug = )| <
3
2.

Given the guarantee that, for all 7, |Pr(tg =) — Pr(up =r)| <
the construction given earlier gives us a weak OT.

D lw

and Pr(sp <tp—1) >

mEly

B Reactive Exchange-Like Functionalities

In this section we extend the results of Section 4 to a large class of reactive functionalities. Namely,
the following:

Definition 6. A deterministic finite functionality (DFF) is a functionality with a finite set of
internal states ), whose behavior is as follows:

1. Set the internal state q to the distinguished start state gy € Q.
2. Wait for inputs x € X from Alice and y € Y from Bob, where X, Y are finite input sets.

3. If 6(q, x,y) is defined, then send “delayed outputs” fa(q,x,y) to Alice and fg(q,x,y) to Bob,
where 6, fa, fp are deterministic functions.

4. Set q — 0(q,x,y) and repeat from step 2.

To reason about the behavior of reactive functionalities, we follow [MPR0O9A, ROS09] and develop
a way of saying that one input x “achieves the same effect” as another input 2/, in the context
of a reactive functionality. Intuitively, this happens when every behavior that can be induced by
sending x at a certain point can also be induced by sending 2’ instead, and thereafter appropriately
translating subsequent inputs and outputs. We can define this formally in terms of the UC security
definition:

Definition 7 (Dominating Inputs). Let F be a DFF, and let x,x' € X be inputs for Alice. We
say that x dominates z’ in the first round of F, and write x >4 2', if there is a secure protocol for
F in the F-hybrid setting, where the protocol for Bob is to run the dummy protocol (as Bob), and
the protocol for Alice has the property that whenever the environment provides input x' for Alice in
the first round, the protocol instead sends x to the functionality in the first round.

We define domination for Bob inputs analogously, with the roles of Alice and Bob reversed.
Note that the definition requires that any behavior of F that is possible when Alice uses x’ as her
first input can also be induced in an online fashion by using x as her first input (and subsequently
translating inputs/outputs according to some strategy). Domination is reflexive and transitive.

Definition 8 (Exchange States). Let F be a DFF, and let q be one of its states. We define F|q]
as the functionality obtained by modifying F so that its start state is q.
We say that g is an exchange state if:
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o The input/output behavior of F at state ¢ — (fal(q,-,-), fB(q,-,-)) — is (isomorphic to) an
exchange function; and

e For all Alice inputs x,x' € X such that fp(q,z,) = fB(q,2’,), there exists an Alice input
x* € X such that ©* >4 x and x* >4 o' in Flq|; and

e For all Bob inputs y,y € Y such that fa(q,-,y) = falq,-,y'), there exists a Bob input y* € Y
such that y* >p y and y* >p v in Flq|.

Suppose ¢ is an exchange state. Then we can define z Lo if felq,z,) = fp(q,2’,-). The
relation < induces equivalence classes over X. When ¢ is an exchange state, then within each such
equivalence class, there exists at least one input x* which dominates all other members of its class.
For each equivalence class, we arbitrarily pick a single such input z* and call it a master input for
state ¢. Similarly we define master inputs for Bob by exchanging the roles of Alice and Bob.

Definition 9. Let F be a DFF, We say that a transition is safe if it leaves an exchange state ¢ on
inputs (z,y), where x and y are both master inputs for state q.

B.1 Exchange-Like Definition

Our generalization of exchange-like functionalities is in terms of these automata-theoretic proper-
ties.

Definition 10 (Exchange-like). We say that a DFF F is exchange-like if no non-exchange state
i F is reachable via a sequence of safe transitions from F’s start state.

We justify the use of the term “exchange-like” in the following lemma. Namely, exchange-like
functionalities are equivalent to a collection of several (non-reactive) exchange functions.

Lemma 8. Let (F1,...,F,) be a DFF which in the first round accepts input k € [n] from Alice,
outputs k to Bob, and then simulates Fj,. o o
If a DFF G is exchange-like, then G is equivalent (under Cypar reductions) to some (Fikoils - - - Fomod™).

Proof sketch. Given G, we first define a related functionality R(G) which is simply G with all non-
safe transitions deleted. Then using an argument almost identical to [MPRO9A|, we have that
G C R(G) C G (see the following lemmas). Intuitively, for these functionalities, the parties can be
made to use only “master” inputs without loss of generality.

Now for each reachable state ¢ in R(G), its input/output function at that state is an i; X j,
exchange function. Let F = (Frkead | ¢ € Q); then the protocol for R(G) using access to F is
for both parties to do the following: Maintain the current state ¢, and in each round, instantiate
a new instance of F and ensure that Alice sends input ¢ to F (Bob aborts otherwise). Then use
F again to perform the input/output function of G. The output of F uniquely determines both
party’s inputs, and thus the next value of G’s internal state ¢, so we repeat.

To show that F C R(G), for each reachable state ¢ in R(G), let (z1,y1),...,(2n,yn) be a
sequence of inputs that leaves R(G) in state q. The protocol for F is to have Alice first send her
input ¢ to Bob. Then both parties send the corresponding input sequence to R(G) to place it in
state ¢q. Either party can determine from its view whether the other party has input the correct
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sequence. If this is not the case, then the parties abort. Otherwise, they send their next round inputs
to R(G) directly and use the output as their own output (after normalizing the inputs/outputs to

[ig] X [dq])- O

To complete the proof sketched above, we now describe the construction of a “normalized”
version R(F) of an exchange-like functionality F. We first define an intermediate functionality:

Definition 11. We define r(F) to be the functionality which runs F, except that in the first round
only, it allows only safe transitions to be taken (i.e., transitions on master inputs only). r(F) can
be written as a copy of F plus a new start state. The new start state of r(F) duplicates all the safe
transitions of F'’s start state.

Observation 5. If a safe transition was just taken in F, then Alice (resp. Bob) can uniquely
determine Bob’s (resp. Alice’s) input in the previous round and the current state of F, given only
the previous state of F and Alice’s (resp. Bob’s) input and output in the previous round.

Proof. We will show that Alice has no uncertainty about which master input Bob used, thus no
uncertainty about the resulting state of F. If a safe transition was just taken from ¢, then g was an
exchange state and its associated SFE (fa(q, "), fB(q,+,)) is isomorphic to an exchange function.
Note that our definition of dominating inputs subsumes the definition of redundant inputs in the
context of function isomorphism.

Thus if y,y" are distinct master inputs for Bob, then fa(q,-,y) Z fa(q,-,y’). As such, for any
master input x for Alice, fa(q,x,y) # fa(q,z,y’). Alice has no uncertainty about which master
input Bob used. This argument is symmetric for Bob as well. O

Lemma 9. If the start state of F is an exchange state, then r(F) C F C r(F). Furthermore, if q
is reachable from the start state of F via a safe transition, then Flq] C F.

Proof. The protocol for r(F) C F is the dummy protocol, since r(F) implements simply a subset of
the behavior of F. Simulation is trivial unless in the first round, the corrupt party (say, Alice) sends
an input = to F which is not a master input for ¢p. The simulator must send the corresponding
master input z* (from the L equivalence class of x) in the ideal world, and then it uses the
translation protocol guaranteed by the definition of £* >4 x to provide a consistent view to Alice
and induce correct outputs for Bob.

Similarly, the protocol for F C r(F) is simply the dual of the above protocol. On input z in
the first round, Alice sends z* to r(F), where z* is the master input from the qrvo-equivalence class
of x. Thereafter, Alice runs the protocol guaranteed by the fact that £ >4 x. Bob’s protocol is
analogous. Simulation is a trivial dummy simulation, since any valid sequence of inputs to r(F) in
the real world also produces the same outcome in the F-ideal world (r(F) implements a subset of
the behavior of F).

Note that in 7(F), the added start state has no incoming transitions; thus (r(F))[q] = Flq] if
q is a state in F. So to show Flq] C F, it suffices to show that (r(F))[g] C r(F). Suppose ¢ is
reachable in F from the start state via safe transition on master inputs z*,y*. The protocol for
Flq] is for Alice and Bob to send z* and y* to r(F), respectively, as a “preamble”. Each party
can determine with certainty, given their input and output in this preamble, whether r(F) is in
state g (since only safe transitions can be taken from the start state of r(F)). If the functionality
is not in ¢, then the parties abort. Otherwise, the functionality is 7(F) in state ¢ as desired, so
the parties thereafter run the dummy protocol. Simulation is trivial — the simulator aborts if the

30



corrupt party does not send its specified input (z* or y*) in the preamble; otherwise it runs a
dummy simulation. O

The claim used in the proof of Lemma 8 is the following:
Lemma 10. Let R(F) be F with all non-safe transitions removed. Then F T R(F)C F.

Proof. First we show that 7 C R(F). We prove a stronger claim; namely that if ¢ is safely reachable
(i.e., reachable from the start state by a sequence of safe transitions) in F, then F[q] C (R(F))]q].
To prove this stronger claim, we construct a family of protocols 7, for every such g.

First, let 7, denote the protocol guaranteed by F[g] C r(F|g]) (Lemma 9). Then the protocol
7q is as follows:

1. Run 7, to interact with the functionality.

2. After the first round, we will have sent an input to the functionality and received an out-
put. Assuming that the functionality was (R(F))[q], use the first round’s input/output to
determine the next state ¢’ (Observation 5)

3. Continue running 74, but hereafter, instead of letting it interact directly with the functionality,
we recursively instantiate 7,. We let our 7, instance interface with 7, which we let interact
directly with the functionality.

The protocol is recursive, and after k rounds, must maintain a stack depth of size k. We prove by
induction on k that 7, is a secure protocol for Flg| using (R(F))[q|, against environments that run
the protocol for £ > 0 steps. The claim is trivially true for k£ = 0.

Note that simulation is trivial if either party is corrupt. Such an adversary is running the
protocol interacting with (R(F))[q], which is a subset of the functionality F[g]. Thus the simulator
is a dummy simulator. It suffices to show that the output of the protocol is correct (indistinguishable
from the ideal interaction) when both parties are honest.

In the first round, both parties are running m,, interacting with (R(F))[g]. Although =, is
designed to interact with r(F|q]), the behavior of both these functionalities is identical in the first
round (including the next-state function). Thus the first round of outputs is correct, by the security
of m,. For the same reason, step 2 of 7, correctly identifies the next state ¢’ of (R(F))[g]. Clearly
(R(F))[qlld'] = (R(F))[d], so after step 1 of the protocol, the functionality is identical to a fresh
instantiation of (R(F))[¢']. At the same time, we also instantiate a fresh instance of 7y to interact
with this functionality. By the inductive hypothesis, hereafter m, is interacting with an interface
that is indistinguishable from an ideal interaction with F[¢']. However, an external functionality
which behaves like R(F)[q] in the first round, then after transitioning to state ¢’ behaves like F[¢'],
is simply the functionality r(F[g]). In other words, the entire protocol 7, is indistinguishable from
running 7, on r(F[q]). By definition of 7, this is indistinguishable from an ideal interaction with
Flq] itself.

The protocol for R(F) C F is the dual of the above protocol. The protocol is the dummy
protocol, and the simulator recursively uses the protocols 7, as above. O
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B.2 Main Classification

We now prove the main result regarding exchange-like functionalities, that is:

Theorem 6. Let F and G be DFFs. If G is exchange-like and non trivial, then either F Cgrar G,
or F C G is equivalent to the SHOT assumption.

We split the proof into two parts, depending on whether F itself is also exchange-like.

When F is exchange-like For the case where both F and G are exchange-like, we prove a simple
combinatorial characterization for when F C G, which generalizes our result for SFE functionalities.
Namely, F Cgpar G if and only if every exchange contained in F can “fit inside” an exchange
contained in G. Otherwise, the existence of a secure protocol is equivalent to the sh-OT assumption.
More formally:

Lemma 11. Let S and T be finite subsets of Z*. Say that S < T if for every (i,7) € S, there exists
(i',4") €T such thati <i'Nj<j ori<j Nj<i.

Let F = (Faxéu | (i,5) € S) and G = (Fpxém | (i,5) € T). Then if S < T, then F Cerar G, and
if S LT, then F C G is equivalent to the sh-OT assumption.

The proof is a straight-forward generalization of our characterization for SFE. Since every
exchange-like DFF is equivalent to such a collection of exchanges, this establishes the main result
for DFFs as well.

When F is not exchange-like. We describe how any non-exchange-like functionality can be
used to unconditionally realize Fcoy. The argument here is reproduced directly from [MPRO9A,
ROS09] with minimal modification (corresponding to our definition of exchange states which is a
relaxation of the definition of “simple states” there).

In [MPR0O9A, ROS09], the following property about dominating inputs is given:

Lemma 12 ([MPR09A, ROS09]). Let F be a DFF. Then there is an environment Zy with the
following properties:

o Zy sends a constant number of inputs to F,
e Zy chooses inputs for both parties at random,

o Zy always outputs 1 when interacting with two parties running the dummy protocol on an
instance of F,

o For every xv,x' € X, if v #a 2', then Zy has a constant probability of outputting 0 when
interacting with an Alice protocol that sends x instead of x' in the first round.

Using this fact, we obtain the following claim, used in the proof of main theorem:

Lemma 13. If a non-exchange state in F is reachable via a sequence of safe transitions from F’s
start state, then either Feomy & F or For & F or Foc E F.
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Proof. Without loss of generality (by Lemma 9) we assume that the start state of F is a non-
exchange state.

First, suppose the start state gy of F is a non-exchange state because its input/output behavior
in the first round is not an exchange function. Then in the F-hybrid setting we can easily securely
realize the SFE functionality G = (fa(qo,-,"), f8(¢0,+,")), by the simple dummy protocol. Even
though F may keep in its memory arbitrary information about the first-round inputs, the informa-
tion can never be accessed since honest parties never send inputs to F after its first round, and F
waits for inputs from both parties before giving any output. Thus G C F. By Lemma 1, we have
that either For C F or Foe T F in this case.

Otherwise, assume that the input/output behavior in the first round is an exchange function
SFE, and that ¢ is a non-exchange state for one of the other reasons in the definition of exchange
states. The two cases are symmetric, and we present the case where Alice can commit to Bob.
Suppose there are Alice inputs x5, 27 € X such that fg(qo,§, ) = fB(q0,7,-), but for all z € X,
either x 24 xf or x 24 x]. Intuitively, this means that F binds Alice to her choice between inputs
xy and x7 — there are behaviors of F possible when her first input is xj, which are not possible
when her first input is 27_,. We formalize this intuition by using the first input round of F to let
Alice commit a bit to Bob.

Recall the “universal” environment Z; from Lemma 12, and suppose it runs for m rounds and
has a distinguishing probability p > 0. Our protocol for Fcoy is to instantiate N = 2[log;_,0.5]x =
©(k) independent instances of F, where k is the security parameter. We will write F; to refer to
the ith instance of F. The protocol is as follows:

1. (Commit phase, on Alice input (COMMIT, b), where b € {0,1}) Alice sends x} to each F;. For
each i, Bob sends a random y;; € Y to F; and waits for output fg(qo, vi1, z5) = fB(q0, yi1, 7).
If he receives a different input, he aborts. Otherwise, he outputs COMMITTED.

2. (Reveal phase, on Alice input REVEAL) Alice sends b to Bob. For each i, Alice sends her
input/output view of F; to Bob (z; and the first-round response from F;). If any of these
reported views involve Alice sending something other than xj to F;, then Bob aborts. Oth-
erwise, Bob sets x;; = x; for all i.

3. For j =2 to m:

(a) Bob sends Alice a randomly chosen z;; € X. Alice sends z;; to F;.
(b) Bob sends a randomly chosen input y;; € Y to F;.

(c) For each i, Alice reports to Bob her output from F; in this round.

4. If for any i, Alice’s reported view or Bob’s outputs from F; does not match the (deterministic)
behavior of F on input sequence (z;1,¥i1), (2, ¥i2), ..., then Bob aborts. Otherwise, he
outputs (REVEAL, b).

When Bob is corrupt, the simulation is to do the following for each i: When Bob sends ;1 to F in
the commit phase, simulate F;’s response as f5(qo,x§, vi1) = fB(qo,27,vi1). In the reveal phase,
to open to a bit b, simulate that Alice sent Bob z; and the view that is consistent with that input:
fa(qo, =y, yi1). Maintain the corresponding state ¢; of F; after seeing inputs (z},%;1). Then when
Bob sends z;; to Alice and y;; to F;, simulate that F; gave the correct output to Bob and that Alice
reported back the correct output from F; that is consistent with F receiving inputs x;;, y;; in state
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¢;- Each time, also update the state ¢; according to those inputs. It is clear that the simulation is
perfect.

When Alice is corrupt, the simulation is as follows: The simulator faithfully simulates each
instance of F and the behavior of an honest Bob. If at any point, the simulated Bob aborts, then
the simulation aborts. Suppose Alice sends Z;; to each F; in the commit phase, and that the
simulation has not aborted at the end of the commit phase. If the majority of Z;; values satisfy
Zi1 >4 x§, then the simulator sends (COMMIT, 0) to Feon; otherwise it sends (commIT, 1). Note
that by the properties of F, each #;; cannot dominate both x{j and 7. Let b be the bit that the
simulator sent to Feom-

If the simulated Bob ever outputs (REVEAL, b), then the simulator sends REVEAL to Feoyn. The
simulation is perfect except for the case where the simulated Bob outputs (REVEAL, 1 — b) (in this
case, the real world interaction ends with Bob outputting (REVEAL,1 — b), while the ideal world
interaction aborts). We show that this event happens with negligible probability, and thus our
overall simulation is statistically sound.

Suppose Alice sends b’ = 1 — b at the beginning of the reveal phase. Say that an instance F; is
bad if 7;1 24 x7_,. Note that at least half of the instances of F; are bad. When an instance F; is
bad, Zy can distinguish with probability at least p between the cases of F receiving first input Z;;
and z7_, from Alice. However, in each instance of F;, Bob is sending random inputs to Alice (who
sent Z;1 as the first input to F;), sending random inputs himself to F;, obtaining his own output
and Alice’s reported output from F; in an on-line fashion, and comparing the result to the known
behavior of F (when x7_, is the first input of Alice). This is exactly what Zy does in the definition
of Z;1 >4 x]_p, so Bob will detect an error with probability p in each bad instance. In the real
world, Bob would accept in this reveal phase with probability at most (1 — p)~ /2 < 27% which is
negligible as desired. O

Lemma 14. If G is exchange-like and non-trivial, and F is not exchange-like, then F T G is
equivalent to the sh-OT assumption.

Proof. From [MPRO9A], we have that G is C-complete given the sh-OT assumption, and thus F C G.
The main challenge is proving that F C G implies the sh-OT assumption.

Since F is not exchange-like, then either For & F, Fec E F, or Feom & F. Thus, by the
universal composition theorem we assume that we have a secure protocol for either F¢¢, For, Or
Feom using G. The cases involving F and For have been addressed already in the proof of the
characterization for non-reactive exchange-like functionalities.

Thus we describe the case where Foon & G via protocol 7. It is similar to the proof of the
case involving F¢¢ for non-reactive functionalities. Without loss of generality, we assume that G is
simply a collection of exchange functions, as in Lemma 8. The semi-honest protocol for Fo is as
follows, with Alice the sender (having inputs xg,z1) and Bob the receiver (having input b):

e The parties instantiate two parallel instances of 7, with Alice acting as the sender. Since
there is no access to an external G, Bob will simulate Alice’s interface with instances of G—
that is, Alice will send her G inputs directly to Bob, and he will give simulated responses from
instances of G. Alice commits to bit zg in the first instance, and x7 in the second instance.
Alice honestly runs 7 and halts after the commitment phase finishes.

e In protocol instance (1 —b), Bob carries out the simulation of G-instances and the 7 protocol
completely honestly.
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e In protocol instance b, Bob honestly runs the UC simulator for 7, treating Alice as the adver-
sary (including simulating Alice’s interface with G-instances). At the end of the commitment
phase, the simulator extracts Alice’s bit x;, which Bob outputs.

By the UC security of 7, Alice’s view is computationally independent of b (i.e., she cannot dis-
tinguish an interaction with n’s simulator from an interaction in which the receiver and G are
honest). Bob correctly learns x;, and we must argue that he has no advantage guessing x1_p. If
all G-instances were external to the (1 — b) interaction as ideal functionalities, then the security of
7w would imply that Bob has no advantage in guessing x_; after the commitment phase. Being a
collection of exchange functions, G has the property that Bob always learns all of Alice’s inputs.
Thus Alice can send her G-inputs directly to Bob, without loss of generality. This is exactly what
happens in the (1 — b) interaction. O

C Oblivious Transfer Amplification

We first establish the following convenient technical lemma:

Lemma 15 (Noisy Channel Bounds). Consider a noisy channel C, which either forwards an input
element x € Zy unchanged with probability q, or replaces it with a uniformly chosen element from

Zn\ {z}.

Suppose a string s = $1...Sk € Z'fv is passed through C, and t =ty ...ty is the result. Then the
probability that Zle t; = Zle s; 15 at most

boen(-78)

Proof. Without loss of generality, suppose that Zle s; = 0. Consider the following polynomial:

[T Rl S Sl DA
TN AT N

Observe that the probability that Zle t; = 0 is given by the following expression:
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where 1,w, ...,wV ! are distinct roots of 2V = 1. We can evaluate the expression in the following
manner:
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We can amplify a ¢g-weak-OT using an algorithm taken from [DKS99].

Definition 12 (R-Reduce). R-Reduce(k,W) is defined as the following protocol, where W is a
weak-OT.

1. Let (z0,71) € Z3; be the input of the sender; and b € {0,1} be the input of the receiver.

2. The sender generates random (zo;,x1;) € 73, for i € [k]. Let rg = Zle To; and | =
Zle x1;. The sender sends zg = xog + ro and z1 = x1 + r1 to the receiver

3. Both parties execute W, k times with input (zo;, x1;) € Z?\, for the sender and input b for the
receiver.

4. The receiver outputs xp = 2 — (Zle Tpi)-
Lemma 16. If W is a g-weak-OT, then R-Reduce(k,V) is a (% + v(q, k))-weak-OT, where:

Proof. We consider the probability that the receiver can successfully guess x1_p. Let s =s1...5; €
Zﬁ, be chosen uniformly at random.Suppose we are given a string t1...1; € Zﬁ, which has the
property that t; = s; with probability q. Observe that if ¢; is wrong, it adds an error s; — t; which
is uniformly random over Zpy. So, in general with probability ¢ it either adds 0 error; or adds a
random error from the set Zy \ {0} with probability (1 — ¢)/(N —1). Then, using Lemma 15, the
probability that Zle 8; = Zle t; is at most:

e (i) :

Thus, if ¢ <1 - m, then R-Reduce(k/(1 —¢), W) is a full-fledged 1-out-of-2 OT protocol.
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