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Abstract

We give deterministic O(22")-time O(2")-space algorithms to solve all the most important computa-
tional problems on point lattices in NP, including the Shortest Vector Problem (SVP), Closest Vector
Problem (CVP), and Shortest Independent Vectors Problem (SIVP). This improves the n®™ running
time of the best previously known algorithms for CVP (Kannan, Math. Operation Research 12(3):415-
440, 1987) and SIVP (Micciancio, SODA 2008), and gives a deterministic and asymptotically faster
alternative to the 2°(™-time (and space) randomized algorithm for SVP of (Ajtai, Kumar and Sivaku-
mar, STOC 2001). The core of our algorithm is a new method to solve the Closest Vector Problem with
Preprocessing (CVPP) that uses the Voronoi cell of the lattice (described as intersection of half-spaces) as
the result of the preprocessing function. A direct consequence of our results is a derandomization of the
best current polynomial time approximation algorithms for SVP and CVP achieving 20("1oglogn/logn)
approximation factor.
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1 Introduction

A d-dimensional lattice A is a discrete subgroup of the Euclidean space R?, and is customarily represented
as the set of all integer linear combinations of n < d basis vectors B = [by,...,b,] € R¥", There are many
famous algorithmic problems on point lattices, the most important of which are

e The shortest vector problem (SVP): given a basis B, find a shortest nonzero vector in the lattice
generated by B.

e The closest vector problem (CVP): given a basis B and a target vector t € R%, find a lattice vector
generated by B that is closest to t.

e The shortest independent vectors problem (SIVP): given a basis B, find n linearly independent lattice
vectors in the lattice generated by B that are as short as possibleB

Beside being classic mathematical problems in the study of the geometry of numbers [Cas71], these problems
play an important role in many computer science and communication theory applications. SVP and CVP

* A preliminary version of this work appears in the proceedings of STOC 2010 [MV10a]. This is the full version of the paper.
Invitated submission to STOC 2010 special issue of STAM J. on Computing.

1More technically, the smallest real r such that there exist n linearly independent lattice vectors of length bounded by r is
denoted \,. SIVP asks to find n linearly independent lattice vectors of length at most Ay,.
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have been used to solve many landmark algorithmic problems in theoretical computer science, like integer
programming [Len83, [Kan87], factoring polynomials over the rationals [LLL82], checking the solvability
by radicals [LM85], solving low density subset-sum problems [CJLF92] and breaking the Merkle-Hellman
cryptosystem [OdI89] (among many other cryptanalysis problems, e.g. see [JS98, [NSO1]). SIVP is the main
problem underlying the construction of lattice based cryptographic functions with worst-case/average-case
connection IMRO7, Reg09]. SVP and CVP also have many applications in communication theory,
e.g., lattice coding for the Gaussian channel and vector quantization [CS98§].

The complexity of lattice problems has been investigated intensively. All three problems mentioned above
have been shown to be NP-hard (possibly under randomized reductions) both to solve exactly [vEBS8I],
[BS99], or even approximately within small (constant or sub-polynomial in n) approximation factors [BS99,

[ABSS97, DKRS03], [CN99, Mic01bl, [Kho05l, [HRO7]. Much effort has gone into the development and analysis
of algorithms both to solve these problems exactly [Kan87, [Hel85] [HS07, [BIo00, [AKS0TL [AKS02, BN0O9] and
to efficiently find approximate solutions [Sch8&8|, [Sch&7], [Sch06, [GNO0S].

In this paper we focus on the complexity of finding exact solutions to these problems. Of course, as the
problems are NP-hard, no polynomial-time solution is expected to exist. Still, the complexity of solving lattice
problems exactly is interesting both because many applications (e.g., in mathematics and communication
theory [CS9§]) involve lattices in relatively small dimension, and because approximation algorithms for
high dimensional lattices [Sch87, [GNOS] (for which exact solution is not feasible) typically
involve the exact solution of low dimensional subproblems. Prior to our work, the best deterministic algorithm
to solve any of these lattice problems exactly was still essentially the one discovered by Kannan [Kan87] in
1983, running in time n°(, where n is the dimension of the lattice. Subsequent work [HelI85, [HSO7] led to
improvements in the constant in the exponent, mostly through a better analysis, reducing the upper bound
on the running time down to n%1'84" for SVP and n°°" for CVP and SIVP. The only problem that had seen
asymptotically significant improvements in the exponent is SVP, for which Ajtai, Kumar and Sivakumar
[AKS01] gave a randomized algorithm running in 2°(") time (and space), typically referred to as the AKS
sieve. Following [AKS01] much work has been devoted to better understand and improve the sieve algorithm
[AKS02, [BNO9, [AJ08, NV08, MV10D, [PS09, HPS11, WLTBTI]. Still the main questions raised by [AKS01]
didn’t see much progress. Is the use of randomization (and exponential space) necessary to lower the time
complexity of SVP from n°( to 29(")? Can algorithms with similar running time be devised for other
lattice problems, like SIVP and CVP?

In [NVO08, MV10bl, [PS09] improved analyses and variants of the AKS sieve are studied, but still using the
same approach leading to randomized algorithms. Extensions of the AKS sieve algorithm to other lattice
problems like CVP and SIVP have been investigated in [AKS02, [BN09, [AJ08| [EHNTI], but only led to
approximation algorithms which are not guaranteed (even probabilistically) to find the best solution, except
for certain very special classes of lattices [BNO9]. A possible explanation for the difficulty of extending the
result of [AKSOI] to the exact solution of SIVP and CVP was offered by Micciancio in [Mic08], where it
is shown (among other things) that CVP, SIVP and all other lattice problems considered in [BN09], with
the exception of SVP, are equivalent in their exact version under deterministic polynomial-time dimension-
preserving reductions. So, either all of them are solvable in single exponential time 29 or none of them
admits such an algorithm.

In this paper we resolve this question in the affirmative, giving a deterministic single exponential time
algorithm for CVP, and therefore by the reductions in [GMSS99, [Mic08], also to SVP, SIVP and several other
lattice problems in NP considered in the literature. This improves the time complexity of the best previously
known algorithm for CVP, SIVP, etc. [Kan87, BNO9| from n°™ to O(22"). In the case of SVP, we achieve
single exponential time as in [AKS01, NV0S, MV10D! [WLTBTI], but without using randomization
and with a better theoretical constant in the exponent. In the process, we also provide deterministic single
exponential time algorithms for various other classic computational problems on lattices, like computing the
kissing number, and computing the list of all Voronoi relevant vectors.

We remark that all our algorithms, just like [AKSO0T], use exponential space. So, the question whether
exponential space is required to solve lattice problems in single exponential time remains open.
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Figure 1: The Voronoi cell of a lattice is the set of all points that are closer to the origin than to any other
lattice point. (Left) A lattice and its Voronoi cell (shaded area). The Voronoi cell is the intersection of
the half-spaces defined by all nonzero lattice vectors, where the half-space of v is the set of points that are
closer to the origin than to v. Not all half-spaces/lattice vectors are relevant when taking this intersection.
The figure shows the relevant vectors vy, va, v3, v4, Vs, vg and the (1-dimensional) hyperplanes (dashed lines)
defining the corresponding half-spaces. (Right) The Voronoi cell is a fundamental region of the lattice: copies
of the Voronoi cell (centered around all lattice points) tile the whole space. The Voronoi cell of a lattice
vector v is the set of points that are closer to v than to any other lattice vector.

1.1 Ouwur techniques.

At the core of all our results is a new technique for the solution of the closest vector problem with prepro-
cessing (CVPP). We recall that CVPP is a variant of CVP where some side information about the lattice is
given as a hint together with the input. The hint may depend on the lattice, but not on the target vector.
Typically, in the context of polynomial time algorithms, the hint is restricted to have polynomial size, but
since here we study exponential time algorithms, one can reasonably consider hints that have size 2°("). The
hint used by our algorithm is a description of the Voronoi cell of the lattice. We recall that the (open) Voronoi
cell of a lattice A is the set V of all points (in Euclidean space) that are closer to the origin than to any
other lattice point. The Voronoi cell V is a convex body, symmetric about the origin, and can be described
as the intersection of half-spaces Hy, where for any nonzero lattice vector v, H, = {x: ||x|| < |[|[x — ||} is
the set of all points that are closer to the origin than to v. It is not necessary to consider all v € A\ {0}
when taking this intersection. One can restrict the intersection to the so-called Voronoi relevant vectors,
which are the lattice vectors v such that v/2 is the center of a facet of V. (See Figure[I]) Since the Voronoi
cell of a lattice can be shown to have at most 2(2" — 1) facets, V can be expressed as a finite intersection of
at most 2(2™ — 1) half-spaces. Throughout this paper, we assume that the Voronoi cell of a lattice is always
described by such a list of half-spaces or relevant vectorsﬂ

The relation between the Voronoi cell and CVPP is well known, and easy to explain. (See Figure [3| and
Observation ) In CVPP, we want to find the lattice point v closest to a given target vector t. It is
easy to see that this is equivalent to finding a lattice vector v such that t' =t — v belongs to the (closed)
Voronoi cell of the lattice. In other words, CVP can be equivalently formulated as the problem of finding
a point in the set (t — A) NV = (A +t) NV where V is the topological closure of V. The idea of using

2Since the Voronoi cell is symmetric about the origin, the half-spaces come in pairs Hv, H_v, and it is enough to store one
vector v to represents both half-spaces from each pair. For simplicity, in the rest of the paper, we omit this simple optimization,
and consider the full list of Voronoi relevant vectors that stores both v and —v explicitly.



the Voronoi cell to solve CVP is not new. For example, a simple greedy algorithm for CVPP based on the
knowledge of the Voronoi cell of the lattice is given in [SES09]. The idea behind this algorithm (called the
iterative slicer) is to make t shorter and shorter by subtracting Voronoi relevant vectors from it. Notice
that if t ¢ H, = {x: ||x|| < ||x — v||}, then the length of t can be reduced by subtracting v from t. So, as
long as t is outside V = Ny H,, we can make progress and find a shorter vector. Unfortunately, this simple
strategy to solve CVPP using the Voronoi cell is not known to perform any better than previous algorithms.
The work [SES09] only proves that the algorithm terminates after a finite number of iterations, and a close
inspection of the proof reveals that the best upper bound that can be derived using the methods of [SFS09]
is of the form n©(: the running time of the iterative slicer is bounded by a volume argument, counting the
number of lattice points within a sphere of radius |[t||, and this can be well above 2°(®) or even n?(™),

In the next two paragraphs we first sketch (a simplified version of) our new algorithm to solve CVPP
using the Voronoi cell V in time 29 and then we show how to use the CVPP algorithm to recursively
implement the preprocessing function and compute the Voronoi cell V. Since both the preprocessing and
CVPP computation take time 2°("), combining the two pieces gives an algorithm to solve CVP (and a host
of other lattice problems, like SVP, SIVP, etc.) without preprocessing and within a similar running time.
The algorithm outlined here roughly corresponds to the basic algorithm presented in Section [4] and the
conference version of this paper [MV10a], with running time 0(23‘5"). In Section |5| we use some additional
ideas to improve the running time to O(2%").

The CVPP algorithm As already noted, the goal of CVPP with target vector t can be restated as
the problem of finding a point t' € (A +t) NV, or, equivalently, a shortest vector in the coset A + t.
(See Observation . We follow an approach similar to the iterative slicer of [SES09]. Given the list of
relevant vectors, the algorithm generates a sequence of shorter and shorter vectors from A + t, until it finds
the shortest vector of the coset. However, in order to bound the number of iterations, we introduce two
important modifications to the greedy strategy of [SES09]. First we reduce the general CVPP to a special
case where the target vector is guaranteed to belong to twice the Voronoi cell 2). This can be done very
easily by a polynomial time Turing reduction. Next, we show that it is possible to generate a sequence of
shorter and shorter vectors in A + t, with the additional property that all the vectors are inside 2). This
allows to bound the length of the sequence by 29" . For each vector of the sequence the algorithm spends
20(") time, which gives a total time complexity of 29", We stress that our algorithm is essentially the
same as the iterative slicer of [SES09], but with a different selection strategy. The advantage of our selection
process over the greedy method of [SFSQ9] is primarily theoretical: it allows to prove termination in single
exponential time. Much work still needs to be done in order to better understand the practical impact of
using different selection strategies within the algorithm of [SESQ9].

Computing the Voronoi cell We have sketched how to solve CVPP, given the Voronoi cell of the lattice.
This leaves us with the problem of computing the Voronoi cell, a task typically considered even harder than
CVP. To this end, we use a method of [AEVZ02] to compute the Voronoi cell of a lattice A, making 2"
calls to a CVPP oracle for the same lattice A. We combine this with a standard rank reduction procedure
implicit in enumeration algorithms [Kan87, [HS07]. This procedure allows to solve CVPP in a lattice A of
rank n making only 20 calls to a CVPP oracle for a properly chosen sub-lattice A’ of rank n — 1, which can
be found in polynomial time. Combining all the pieces together we obtain an algorithm that computes the
Voronoi cell of a lattice A by building a sequence of lattices Ay C Ay C --- C A,, = A with rank(A;) =4, and
iteratively computing the Voronoi cell of A;; using the previously computed Voronoi cell of A;. Since each
V(A;) can be computed from V(A;_;) in time 2°(™ (by means of 2™ CVPP computations, each taking
20(") time), the total running time is 2°(%).

Organization The rest of the paper is organized as follows. In the next subsection we mention some
additional related work. In Section [2] we give some background about lattices. In Section [3| we present
some preliminary results on the geometry of the Voronoi cell that will play an important role in the design
and analysis of our algorithms. In Section [ we present the basic variant of our algorithm with complexity



O(23°™), while in Section [5| we show how to improve the time complexity to O(22"). Finally, Section |§|
concludes with a discussion of open problems and directions for future research.

1.2 Related work

A preliminary version of this work appears in the proceedings of STOC 2010 [MV10a]. Most relevant
work has already been described in the introduction. Here we mention a few more related papers. The
closest vector problem with preprocessing has been investigated in several papers [MicOla, [FM03), Reg04,
CMO06, [AKKV12, [KPV12], mostly with the goal of showing that CVP is NP-hard even for fixed families of
lattices, or devising polynomial time approximation algorithms (with super-polynomial time preprocessing).
In summary, CVPP is NP-hard to approximate for any constant factors [AKKV12] (and quasi NP-hard for
certain sub-polynomial factors [KPV12]), and it can be approximated in polynomial time within a factor
O(y/n/logn) [AROS], at least in its distance estimation variant. In this paper we use CVPP mostly as a
building block to give a modular description of our CVP algorithm. We use CVPP to recursively implement
the preprocessing function, and then solve the actual CVP instance.

The problem of computing the Voronoi cell of a lattice is of fundamental importance in many mathematics
and communication theory applications. There are several formulations of this problem. In this paper we
consider the problem of generating the list of facets ((n — 1)-dimensional faces) of the Voronoi cell, as done
also in [AEVZ02l [SFS09]. Sometimes one wants to generate the list of vertices (i.e., zero dimensional faces),
or even a complete description including all faces in dimension 1 to n — 1. This is done in [VB96] [SSV09],
but it is a much more complex problem, as in general the Voronoi cell can have as many as (n+ 1)! = n)
vertices, so they cannot be computed in single exponential time.

A related problem is that of computing the covering radius of a lattice, i.e., the radius of the smallest
sphere containing the Voronoi cell. Our CVP algorithm allows to approximate the covering radius within
a factor 2 in single exponential time using a (randomized polynomial time) reduction from [GMRO05]. In
principle, our Voronoi cell computation algorithm could also be used to compute the exact value of the
covering radius by enumerating all the vertices of the Voronoi cell and selecting the longest. However, this
would not lead to a single exponential time algorithm because the number of vertices of a Voronoi cell can
be as large as n®(™). No NP-hardness proof for the covering radius problem in the ¢, norm is known (but
see [HROG|] for NP-hardness results in £, norm for large p). Still, the problem seems quite hard: the covering
radius problem is not even known to be in NP, and it is conjectured to be ITo-hard [Mic04, [GMRO5] for small
approximation factors. Counting the number of vertices of the Voronoi cell [SSV09] or the number of lattice
points of a given length [Cha07] is also known to be #P-hard.

In this paper we only consider lattice problems with respect to the Euclidean norm ¢5. By linearily, all
results trivially extend to ellipsoidal norms. Recently, [DPV11] gave a simple deterministic reduction from
SVP in any ¢, norm to a single exponential number of CVP computations in the Euclidean norm. Together
with our CVP algorithm, this yields a deterministic single exponential time solution to SVP, generalizing
our SVP result from ¢5 to any £, normE| The methods of [DPV11] only provide exact solution to SVP, and
the problem of generalizing our CVP result from ¢5 (or ellipsoidal) to other norms (even using randomized
algorithms) remains open.

2 Preliminaries

In this section we give some background about lattices. For a more in-depth introduction to lattices and
algorithmic problems associated with them, see [MG02,[NV09]. The d-dimensional Euclidean space is denoted
RY. We use bold lower-case letters (e.g., x) to denote vectors, and bold upper-case letters (e.g., B) to
denote matrices. The ith coordinate of x is denoted x;. For a set S C R%, x € R? and a € R, let
S+x={y+x:y € S}and aS = {ay:y € S}. The Euclidean (or 3) norm of a vector x € R? is

[x|| = (3, #2)'/2, and the associated distance is dist(x,y) = [|[x — y||. The linear space spanned by a set

3 In fact, [DPV11] shows how to solve SVP with respect to any norm, not just £, but the general reduction for arbitrary
norms is randomized, and results in a probabilistic SVP algorithm.
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Figure 2: (Left) A two dimensional lattice generated by the basis [by, bs]. The lattice is the set of all
integer linear combinations of the basis vectors. (Right) A different basis [c1, c2] for the same lattice. Each
basis is the result of applying an integer linear transformation to the other. The bases in the figure satisfy
¢; = by + bg, ca = by +2by and by = 2¢; — ¢3, ba = ¢ — ¢;1. So, [b1, bs] and [cy, co] generate the same
lattice.

of vectors S is span(S) = {>_, zs8; : x; € R;s; € S}. The affine span of a set of vectors S is defined as
x+span(S —x) for any x € S, and does not depend on the choice of x. Any vector t can be written uniquely
as the sum t = mg(t) + 73 (t) of two vectors such that 7g(t) € span(S) and 74 (t) is orthogonal to span(S).
The vector 73 (t) is called the component of t orthogonal to span(s).

Lattices A lattice A is the set of all integer linear combinations

{inbi:xiEZforlgign}
i=1

of n linearly independent vectors by,...,b, in R%. The set of vectors by,...,b, is called a basis for the
lattice, and the integer n is called the lattice rank or dimension. (See Figure for a 2-dimensional example.)
A basis can be represented by the matrix B = [by,...,b,] € R¥" having the basis vectors as columns.
The lattice generated by B is denoted £(B). Notice that £(B) = {Bx: x € Z"}, where Bx is the usual
matrix-vector multiplication. A sub-lattice of £(B) is a lattice £(S) such that £(S) C £L(B). We use the
convention that when a basis matrix B,, is written with a subscript, the subscript n represents the dimension

of the lattice, i.e., the number of basis vectors B,, = [by,...,b,]. When the same matrix is used with a
different subscript k& < n, it represents the basis By = [by,...,by] of the sublattice generated by the first
k vectors of B,,. The Gram-Schmidt orthogonalization of a basis B,, is the sequence of vectors bj,..., b},

where b} = 75 (b;) is the component of b; orthogonal to span(B;_1).

Two fundamental quantities associated to any lattice A are its minimum distance A(A) = infyeca\ foy [|X|]
and covering radius p(A) = Supgepan(a) infvea dist(t,x). The dual AT of a lattice A is the set of all the
vectors x in the linear span of A that have integer scalar product (x,y) = >, z; - y; € Z with all lattice
vectors y € A. Banaszczyk’s transference theorem [Ban93] shows that the minimum distance and covering
radius of a lattice and its dual are related by the bound 1 < 2A(A) - u(AT) < n.

The following classical lattice algorithms are used in this paper. The Nearest Plane algorithm [Bab86],
on input a basis B and a target vector t, finds a lattice point v € £(B) such that |[v—t| < (1/2)y/>_, [[bF][%.



The LLL basis reduction algorithm [LLL82], on input a lattice basis, outputs a basis for the same lattice
such that [[b},[|* > [[b;||?/2 for all i. (LLL reduced bases have other properties, but this is all we need
here.) Both algorithms run in polynomial time.

In Section |5 we also need block reduction algorithms [GNOS8| [Sch87] to compute bases with stronger
reduction properties than LLL. In particular, we use the slide reduction algorithm of [GNOS], which, for any
“block size” parameter k < n, requires a polynomial number of SVP computations on lattices of dimension
at most k. As for LLL, the exact definition of slide reduced basis is not relevant here, and all we need to know
is that the first vector of a slide reduced basis satisfies [|b | < O(k)(=F)/(E=1) . \(£(B,,)). This is proved in
[GNO8|] assuming that the lattice dimension n is an integer multiple of the block size k, but it is easy to verify
that the analysis in [GNOS] works for any n, yielding the bound ||by|| < O(k)kI?/FI=R)/(=1) . \(£(B,,)).
(Notice that this more general bound specializes to O(k)"~*)/(:=1) when n/k is an integer.) We will use
the slide reduction algorithm of [GNO8| with block size k = [n/2], which yields a basis B,, satisfying
b1l < O(n) - A(L(By,)). Combining this bound with Banaszczyk’s transference theorem [Ban93] we obtain
by - u(L(B,,)T) < O(n?). Equivalently, applying the slide reduction algorithm to the dual lattice AT, rather
than A, one obtains a basis B,, for A = £(B,,) such that u(£(B,))/||b:| < O(n?). Finally, we observe
that (similarly to LLL) if a basis B,, = [by,...,b,] is slide reduced, then also the projection of B onto
the orthogonal complement of B; = [by,...,b;] is also slide reduced (for any i and the same block size
k.) In particular, applying the reduction algorithm with k = [n/2] to the dual lattice, one obtains a basis
B,, such that u(£(B;))/||b}|| < O(n?) for all i. In the rest of the paper we use directly the last inequality
as summarized in the following lemma, without any further reference to the dual lattice or Banaszczyk’s
theorem. For a full description of the slide reduction algorithm and the relation between the primal and
dual lattice bases the reader is referred to [GNOS]|.

Lemma 2.1 (Implicit in [GNO8|]) There is a polynomial time algorithm that on input an n-dimensional
lattice, and given oracle access to a procedure to solve SVP in lattices up to dimension [n/2], outputs a basis
B = [by,...,b,] for the same lattice such that u(L([b1,...,b:])/||bi|| < O(n?) for alli=1,...,n.

Lattice problems In this paper we are mostly concerned with the Closest Vector Problem (CVP) defined
in the introduction: given a lattice basis B and a target vector t, find a lattice vector v € £(B) that minimizes
the distance ||t — v||. Our results give algorithms for several other lattice problems like the Shortest Vector
Problem (SVP), Shortest Independent Vectors Problem (SIVP), Subspace Avoiding Problem (SAP), the
Generalized Closest Vector Problem (GCVP), and the Successive Minima Problem (SMP) considered in the
lattice algorithms literature [BN09, [Mic08]. The results for all problems other than CVP can be obtained
obtained in a black-box way by (dimension preserving) reduction to CVP [Mic08], and we refer the reader
to [GMSS99, [BNQ9, Mic08] for details. Also, using our new algorithm to implement the SVP oracle within
the block reduction algorithms of [GNOS| [Sch&7], yields deterministic polynomial time approximations for
SVP, SIVP, CVP, etc. within a factor 20(nloglogn/logn) = Previous polynomial time algorithms either used
randomization, or achieved a weaker approximation factor 20(n(loglog n)*/logn)

For simplicity we assume that the input lattices B € Z%*™ and target vectors t € Z¢ have integer entries
with bit-size polynomial in the lattice dimension n, and that the number of entries d in each vector is also
polynomial in n. This allows to express the complexity of lattice problems simply as a function of a single
parameter, the lattice dimension n. All the results in this paper can be easily adapted to the general case
by introducing an explicit bound log |b; j| < M on the size of the entries, and letting the time and space
complexity bounds depend polynomially on M and d. We write f = O(g) when f(n) is bounded by g(n) up
to polylogarithmic factors, i.e., f(n) <log®g(n) - g(n) for some constant ¢ and all sufficiently large n.

Coding conventions In order to make the description of our algorithms both precise, but also intu-
itive and easy to understand and analyze, we have used pseudocode written whenever possible in a high
level, mathematical/functional style. We use two different notations for variable assignments, = ... for
immutable variables that do not change their values during the execution, and x < ... for destructive assign-
ment in stateful computations where the value of = is updated. Iteration is often expressed as tail recursion,



in order to facilitate inductive proofs of correctness. Some of the loops are written in the form “for x € A
sorted by f(z)”, where x is a variable, A a set, and f(z) an integer or real valued function. This represents
a loop over all elements of the set A, in order of nondecreasing value of f(z). Enumerating the elements
of A in order of nondecreasing value of f(z) is either straightforward, or (when A is finite) it can be easily
achieved using any efficient sorting algorithm running in O(]A|log|A|) time. The body of loops where the
set A is (coutably) infinite is executed indefinitely, until some exit condition is satisfied, and the function
terminates by executing a “return” instruction.

3 The geometry of the Voronoi cell
The (open) Voronoi cell of a lattice A is the set
V(A) = {x e R": ¥v e A\ {0}[[x]| < [x -}
of all points that are closer to the origin than to any other lattice point. We also use the closed cell
V(A) ={xeR": Vv eA|x|<|x-v|}

which is the topological closure of V. We omit A, and simply write V or V when the lattice is clear from the
context. The Voronoi cell of a lattice point v € A is defined similarly, and equals v + V. (See Figure ) For
any (lattice) point v, define the half-space

Hy = {x: [Jx]| < [lx = vi[}.

We also use notation Hy = {x: ||x| < |[x — v||} for the closed half-space and H? = H, \ H, = {x: ||x|| =
lx — v||} for the associated hyperplane. Clearly, V is the intersection of Hy for all v.€ A\ {0}. However,
it is not necessary to consider all such Hy. The minimal set of lattice vectors V' such that V = (1, o, Hy is
called the set of (Voronoi) relevant vectors and it is denoted V(A). The Voronoi cell V is a polytope, and
the Voronoi relevant vectors are precisely the centers of the ((n— 1)-dimensional) facets of 2V. The following
observation connects the Voronoi cell, solving CVP and finding shortest vectors in lattice cosets A +t. (See
Figure ) These formulations of CVP will be used interchangeably throughout the paper.

Observation 3.1 Let A be a lattice, V its Voronoi cell and t, t' two vectors. The following statements are
equivalent:

1. t' is a shortest vector in the coset A +t
2. t' belongs to (A +t) N V.
3. v=t—t' €A is a lattice vector closest to t.

Proof: We prove that the three statements are equivalent by demonstrating the chain of implications 1 — 2,
2 — 3,3 — 1. We start with the implication 1 — 2. Assume t’ belongs to A 4+t and it is a shortest vector
within this set. Notice that for all w € A, t' —w € A+ t. Therefore ||t’| < ||t — w]| for all w € A, which is
exactly the definition of the closed Voronoi cell. So t’ € V.

Next, we prove 2 — 3. If t' € (A +t) NV, then v =t — t’ is a lattice vector and t = v +t' € V +v. By
definition of the Voronoi cell, v is a lattice vector closest to t.

Finally, we show that 3 — 1. If v is a lattice vector closest to t, then ||t — v|| < ||t — w|| for all w € A.
Notice that {t —w: w € A} = A+t,s0t' =t — v is a shortest vector in the coset A + t. [ |

Our algorithms for computing the Voronoi cell of a lattice are based on the following classical theorem
of Voronoi.

Theorem 3.2 (Voronoi, see [CS98|) Let A be a lattice and v € A any lattice vector. Then v is Voronoi
relevant if and only if v are the only two shortest vectors in the coset 2A + v.



Figure 3: (Left) Finding a lattice point v closest to a target t is equivalent to finding a point t' € t + A that
belongs to the Voronoi cell of the lattice (shaded). If t’ is in the Voronoi cell, then v =t — t’ is the lattice
point closest to t. (Right) Coset formulation of the Closest Vector Problem: given a lattice A and a target
t, find a shortest vector t’ in the lattice coset t + A. The vector t’ is shortest in the coset t + A = t’ + A if
and only if it belongs to the Voronoi cell of the lattice.

In order to analyze the faster algorithm in Section [B] we also need the following theorem of Horvath about
the lattice points on the boundary of 2V.

Theorem 3.3 ([Hor96, Thm. 4]) For any lattice A, any lattice point u € A on the boundary of 2V(A)
can be written as a sum of mutually orthogonal relevant vectors.

In the rest of this section we prove several geometric and combinatorial properties of lattices and their
Voronoi cells that will be used in the design and analysis of our algorithms. We start from two simple
symmetries of the Voronoi cell.

Lemma 3.4 Let V be the closed Voronoi cell of a lattice A and t € V a point of the closed Voronoi cell
that lies on the hyperplane HS = {t: ||t|| = ||t — v||} defined by v € A. Then t —v € V also belongs to the
Voronoi cell.

Proof: By Observation (with t' = t) we get that t € V is a shortest vector in the coset A + t. Notice
that the cosets A+t — v and A +t are identical because v € A. Also, by assumption, ||t — v|| = [[t|. We
conclude that t — v too is a shortest vector in the coset A 4 (t — v) and by Observation it belongs to V.
|

Lemma 3.5 Let x,y,z,u € V be four points in the Voronoi cell of a lattice V = V(A) such that z belongs
to the segment joining x and y (i.e., z =6 -x+ (1 = 68)y for some 0 < 6 < 1) and z —u € A. Then,
ut+y-—-zeV.

Proof: Let v =z—u € A. By convexity, since x,y € V C Hy, we also have z € V C Hy, i.e., ||z]| < |lz—V]|.
Sincez—v=u€V C H_, we also have ||z—v|| < ||(z—Vv) — (—Vv)| = ||z||- So, ||z]| = ||z —v]|. Notice that
if y € H, belonged to the interior of the halfspace, then also z would be in H, = H, \ H?. Since z is on the
hyperplane HS = {z: ||z|| = ||lz— v||}, it must be y € HS too, and by Lemma[3.4]the point y —v =y +u—z
belongs to V. [ ]



The main step to reduce the norm of the vectors in our CVPP algorithm is based on the follow-
ing lemma. The lemma admits a natural geometric interpretation. (See Figure [4] (Left).) The quantity
o = maxyey (a) 2(t,v)/|[v[|? is the smallest positive real such that t € aV. So, the vector t belongs to the
boundary of aV. The relevant vector v € A achieving the maximum a = 2(t, v)/||v||? is the one correspond-
ing to the facet of @ that t belongs to. For example, in Figure 4| (Left), the relevant vector that maximizes
« for the point t = tg is vo, while the relevant vector that maximizes « for t; is v4. The next lemma states
that if we subtract vo from t (or v4 from t1), we get a strictly shorter vector that still belongs to aV.

Lemma 3.6 Forallt ¢ V(A), if v € V(A) is a relevant vector that mazimizes the quantity o = 2(t,v)/||v|?,
then ||t — v|| < ||t]|, and t — v € aV(A).

Proof: Let v € V(A) be such that o = 2(t,v)/||v||* is maximized. Then, for all u € V(A) we have
2(t,u)/|lu||® < a, or equivalently [[t|| < ||t — aul|, i.e., t € V(aA). Since t ¢ V(A), it must be a > 1. From
a = 2(t,v)/||v||* we also get that ||[t|| = ||t —avV], i.e., t is on the hyperplane H?,. Therefore, by Lemma
(applied to lattice aA) t — av belongs to V(aA). Given that both t and t — av are in V(@A) and a > 1, by
convexity of the Voronoi cell we have that t — v is also in V(aA). Finally, using 2(t, v) = a||v||?, we get

[t = v = [1t* + [IVI* = 2¢¢, v) = [[t]* = (o = D] <[],
where we have used the fact that & > 1 and v # 0. ]

The next lemma shows that the vectors of a lattice coset t + A,, inside a scaled Voronoi cell kV(A,,)
belong to at most k™ distinct spherical shells S, = {x: ||x]| = a}.

Lemma 3.7 For any lattice A,,, vector t, integer k > 1 and U C (t + A,,) N kV(A,,), we have |{||u]| | u €
U} < k"

Proof: By Observation (applied to the scaled lattice kA,, and its Voronoi cell V(kA,,) = k- V(A,),)
for any vector v, all the points in (kA, 4+ v) N (kV) have the same euclidean norm. Since A, + t can be
partitioned in precisely k" cosets of the form kA,, + v with v € A,, +t, and all vectors from V(kA,,) in each
coset belong to the same shell, the total number of shells is at most k™. [ |

In particular, when k = 1, all points in U = (A 4t) N V(A) are all on the same shell, as we already knew
from Observation [3.I] The last lemma give some additional properties of the vectors in U.

Lemma 3.8 For any lattice A, target vector t and any two vectors u,u’ in the set U = (A +t) N V(A),

there is a set of (mutually orthogonal) relevant vectors vy,...,vi € V(A) such that u' = u + Zle v; and
u+ . gvi €U forall S C{1,...,n}.

Proof: The proof proceeds in two steps. First we show that for any such u,u’, there is a set of k < n
mutually orthogonal relevant vectors {v1,...,vi} C V(A) such that u' =u+ Zle v;. Next, we show that
whenever there is such a set of mutually orthogonal relevant vectors, u+3, g v; € U for all S C {1,...,n}.

By Observation u,u’ are both shortest vectors of A + t. In particular, they have the same length
[[u]] = ||u’|]. Their difference u — u’ belongs to A because u,u’ € A + t are in the same lattice coset. Also,
u—u €V -V =2V. Therefore, u — u € A N2V, and we may also assume that u — u’ # 0 because
otherwise the statement is trivial. Since the only lattice point in the open cell 2V is the origin, u — u’
belongs to the boundary 2V \ 2V and by Theorem [3.3| there exists a subset {v1,..., v} C V(A) of mutually
orthogonal relevant vectors such that v’ = u+ ) . ; v;. Since (nonzero) mutually orthogonal vectors are
linearly independent, it must be k£ < n. This concludes the first part of the proof.

For the second part, we prove, by induction on k, that if there are k mutually orthogonal relevant vectors
such that u’ = u—|—2f:1vi, thenug =u+3), v, €U forall S C{1,...,n}. If S=0, then ug =ueU,
and the statement is true. So, assume S # (), let i € S and define S = S\ {i}. Below we prove that
u’=u+v; €U. Since u’ =u" + 3, vj, it follows by induction that u+3_,cgv; =u"+3> ,cqv; €U
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We need to show that u + v; belongs to U. Using the orthogonality of the relevant vectors vy, ..., v,
we get

k 2

>

i=1

k
ke lull? + 20, vi) +
i=1

k
u -+ Zvi
i=1

= (k= 1) fuf® + /)2 = k- fJuf%

k
Dl
i=1

2
(k—1) - [lul® +

Notice that the vectors u+v; are in A+t, and by the minimality of ||ul|, their norm is at least ||[u+v;|| > |lul|.

We conclude that ||u+ v;|| = |Ju|| for all i. So the vectors u + v; are also shortest vectors of A + t, and by
Observation they belong to U. [ |

4 The basic algorithm

In this section we describe and analyze a 0(23'5”)—time algorithm for computing the Voronoi cell of a
lattice and solving several related lattice problems. The pseudocode is given by a collection of functions
in Algorithms and The running time is improved to 0(22") in Section We describe the slower
algorithm first as it allows for a more modular description, it better illustrates the connections with previous
work, and the faster algorithm uses it to preprocess the lattice. The algorithm presented in this section has
three components:

1. A O(2*")-time algorithm to solve the closest vector problem with preprocessing (CVPP), where the
output of the preprocessing function is the Voronoi cell of the input lattice, described as the list of
relevant vectors.

2. A preprocessing function and rank reduction procedure such that for any lattice basis B,, produced by
the preprocessing function, and for any k < n, the rank reduction procedure solves CVP in A, = £(By)
making at most 25/2 calls to a CVP oracle for the lower-dimensional sublattice Aj_; = L(Bg_1).

3. A reduction from the problem of computing the Voronoi cell of a lattice A,, to 2" CVP computations,
all on the same input lattice A,,.

These three components are described and analyzed in Subsections In Subsection we also
show how these components are combined together into an algorithm for Voronoi cell computation with
running time O(23-57).

Notice that the rank reduction procedure immediately gives a recursive algorithm to solve CVP (and,
by reduction, also compute the Voronoi cell) for arbitrary lattices. However, the obvious way to turn the
rank reduction procedure into a recursive program results in an algorithm with 20(n?) running time. This
is because each time the rank of the input lattice is reduced by 1, the number of recursive invocations gets
multiplied by 200", We use the CVPP algorithm to give a more efficient transformation. The idea is to
compute the Voronoi cells of all sub-lattices Ay = L£(By) sequentially for k = 1,...,n, where B, is the lattice
basis produced by the preprocessing function. Each Voronoi cell V(Ay) is computed by (rank) reduction to
20(k) CVP computations in the lower-dimensional lattice Ay_;. In turn, these CVP computations are
performed using the CVPP algorithm with the help of the previously computed Voronoi cell V(Ag_1). This
allows to compute all the Voronoi cells V(Ag) (for k= 1,...,n) in time >, _, 20%) = 20(n),

4.1 CVP with preprocessing

We give a 0(2” - |[Vi])-time algorithm to solve the closest vector problem with preprocessing, given as input
the list V;, of Voronoi relevant vectors of a lattice A,,. Throughout this section, we use the coset formulation
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Algorithm 1 Single exponential time algorithm for CVPP

function CVPP(t,V,,) function CVPP2(t,V,,)
a = 2maxyey, (t,v)/||v]? v = argmax,cy, 2(t,v)/|v]]?
if & > 1 then if 2(t,v)/||v]|?> <1 then return t
t' = CVPP2(t, [a/2]V,) else return CVPP2(t — v, V},)

return CVPP(t',V},)
else return t

Figure 4: (Left) An execution of the CVPP2 algorithm. The gray points are the vectors of a lattice A.
The shaded area is the Voronoi cell of the lattice. The lattice vectors vo = by and v4 = —by are Voronoi
relevant vectors. On input a vector t that belongs to twice the Voronoi cell of the lattice, the algorithm
computes a sequence of points in the coset t + A (black points), repeatedly subtracting properly chosen
relevant vectors: t1 = tg — va, to = t; — v4. (Right) The CVPP problem for arbitrary targets t is solved by
consindering integer multiples of the lattice cA so that t belongs to twice the Voronoi cell of cA, and using
CVPP2 repeatedly to bring t inside smaller and smaller integer multiples of the Voronoi cell: to € 2V(4A),
t1 € 2V(2A), t2 € 2V(A) and t3 € V(A). The lattice point closest to the target t is t — t3 = 3b; + 2bs.

of CVP, where the goal is to find the shortest vector in a lattice coset t + A, or, equivalently, a vector
t' € (t+ A,) NV(A,). (See Observation ) A lattice point v € A, closest to the target t, if desired,
can be easily computed from t' as v =t — t’. The pseudocode is given in Algorithm [I} and consists of two
functions:

e a basic function CVPP2 which solves the problem for the special case when t € 2V(A,,); and
e a main function CVPP which solves the general problem with polynomially many calls to CVPP2.

Both functions are illustrated in Figure[d] We first analyze CVPP2.

Lemma 4.1 Given the list Vi, = V(Ay) of relevant vectors of an n-dimensional lattice Ap, and a target
point t € 2V(A,,), the CVPP2 function from Algorithm 1| finds a vector in (t + A,) N V(A,) in time
O(|Va] -27) < O(2%").

Proof: Function CVPP2(t,V,,) first finds the relevant vector v € V,, that maximizes the quantity o =

2(t,v)/|[v||?. If @ < 1, then all vectors w € V,, satisfy 2(t,w) < ||w||?, or, equivalently, |[t|| < ||t — w||. So,
the input vector t belongs to the Voronoi cell of the lattice, and the function correctly returns t. If o > 1,
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then the function recursively invokes CVPP2(t’,V,) on target vector t' =t —v € t+ A,,. Notice that o < 2
because t € 2V(A,,). Moreover, by Lemma the new target satisfies t' € aV(A,) C 2V(A,,). So, t' is a
valid input to CVPP2, and the correctness of the function immediately follows by computational induction,
provided the recursion terminates.

It remains to bound the running time. Each recursive invocation of CVPP2 takes time O(|V;,|) to scan
the list V,, and select the vector v. Moreover, from Lemma we know that [|t'|| < [|t||. So, the input
vectors t passed to successive invocations of CVPP2 have strictly decreasing euclidean norm. Since they all
belong to (t+A,,)N2V(A,,), it follows from Lemmal[3.7] (with & = 2) that the number of recursive invocations
of CVPP2 is bounded by 2". This gives a total running time of O(2" - |[V,,]). [ |

The next theorem shows how to solve CVPP for any target vector.

Theorem 4.2 On input the list V,, = V(M) of relevant vectors of an n-dimensional lattice A,, and a target
point t, the CVPP function from Algorithm|1| finds a vector in (t+A,)NV(A,,) in time O(|V,,|-2™) < O(227).

Proof: Let V,, = V(A,) be the relevant vectors of the input lattice. Function CVPP(t,V,,) starts by
computing the smallest value o such that t € aV(A,). If a < 1, then the vector t belongs to the Voronoi
cell V(A,,), and the function correctly returns t. If o > 1, then the function invokes CVPP2(t, [a/2]V},).
Consider the scaled sublattice A, = a’A,, C A, for o/ = [a/2]. Notice that t € aV(A,) C 2a'V(A,) =
2V(AL). So, (t,a'V,) is a valid input to function CVPP2 which (by Lemma correctly returns a vector
t' €t + A/, Ct+ A, such that t' € V(A]). It follows by computational induction that the recursive call
CVPP(t',V,) returns the correct result.

Each recursive invocation of CVPP takes time O(|V;|) to scan the list V;, and determine «, plus the
time to evaluate CVPP2, which, by Lemma is O(2" - |V,|). So, the cost incurred for each recursive
invocation of CVPP is O(2" - |V,|). In order to bound the depth of the recursion, we observe that the vector
t’ returned by CVPP2 (and passed as input to the next invocation of CVPP) satisfies t' € o/V(A,,). Now,
if a < 2%, then o/ = [a/2] < 2871 So, after at most [log, a] recursive calls, CVPP is invoked on a vector
t such that a < 1, terminating the recursion. Since « is polynomial in the euclidean length of the input
vectors, the number of recursive calls is polynomial in n (in fact, linear in log||t||) and the total running
time of CVPP is O(2" - |V,,]). n

We conclude this subsection with some remarks about the efficiency and implementation of our CVPP
algorithm.

Remark 4.3 The algorithms CVPP and CVPP2 are space efficient, in the sense that they use very little
memory, beside that required to store the input list V,, of relevant vectors. The exponential space complezity
of the main algorithm comes exclusively from the meed to store the description of the Voronoi cells Vi, as
intermediate results of the computation, for use with CVPP.

Remark 4.4 We assumed that the list V,, given as input to CVPP and CVPP2 contains precisely the
Voronoi relevant vectors only for simplicity. The algorithms still work even if they are given as input a
larger list (such that V(A,) C V,, € A, \ {0}) that may contain other nonzero lattice vectors. This can be
useful to avoid the use of the VFILTER function in Section [{.3

Remark 4.5 The target vector t is only used to compute scalar products (t,v) with lattice vectors v € V,, C
A, and these products are not affected by any component of the target t orthogonal to the linear span of the
lattice. So, while for simplicity one may project the target onto span(V,,) = span(A,,) before invoking our
CVPP/CVPP2 functions, this is not necessary, and Algorithm works as described even when the target
t is not in span(V,,) = span(A,,).
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4.2 Rank reduction

We describe a procedure that, given a basis B,, for an n-dimensional lattice A,,, reduces any CVP instance
on lattice A,, = £(B,,), to a bounded number of CVP instances on the lower-dimensional sublattice A,,_1 =
L(By,_1). The number of CVP subproblems is bounded by the quantity 1 + 2u(A,)/||b}|| where p(Ay) is
the covering radius of A,,, so the efficiency of the reduction depends on the quality of the input basis. To
make good use of the rank reduction procedure, we first preprocess the lattice basis, so that all the ratios
w(Ag)/|bg|| are relatively small. The next lemma shows that the bound 2%/2 can be achieved simply by
running the LLL basis reduction algorithm [LLL82].

Lemma 4.6 Any LLL reduced basis B,, satisfies pi(Ay,)/||bg|l < 25=2)/2 for all k < n, where Ay, = L(By,),
and b} is the component of by, orthogonal to span(Ag_1).

Proof: Notice that the covering radius p(Ay) is at most p = 3 Ele [Ib¥]|2 because the set {>"x;b} :

—% <z < %} is a fundamental region of Ay and it is contained in a ball of radius pg. If B,, is LLL reduced
then 2[|by, ,]|? > ||bj||? for all i and, by induction, 2*~¢||b[> > [b}||?. Thus,

N | =

k k
. 1 - . _ N
DoIbs1 < 5| 0 2Bl = 5v/2F — Tlibi] < 2¢7272|b].
i=1 i=1

From the above inequalities we conclude that if B,, is an LLL reduced basis for A, then p(Ag)/||bill <
2(k=2)/2 for all k < n. [ |

The rank reduction procedure is described and analyzed in the following lemma. As in Section [£1} we
use the coset formulation of CVP.

Lemma 4.7 On input a basis By, a target vector t, and a function CVP that on input a vector t returns
a shortest vector in t + L(B,,—1), the function RANKREDUCE from Algorithm |4 finds a shortest vector in
t + L£(B,,) making at most h =1+ |2u(A,)/||bk]l] calls to cvp.

Proof: Let A,, = L(B,,) be the input lattice and A,,_; = £(B,,_1) the lower dimensional sublattice generated
by the first n — 1 basis vectors. We want to find a shortest vector in the coset t + A,,. This is accomplished
by partitioning t + A,, into lower dimensional layers (t+ib,, )+ A,,_; indexed by i € Z, and finding a shortest
vector in each one of them using cvp. Details follow. Let 7 be the distance of t to the linear span of the lattice
span(B,,) and « the coefficient of t with respect to b}, as computed by RANKREDUCE. (For simplicity, the
reader may think of t as being in the linear span of the lattice, in which case 7 = 0.) The algorithm starts by
setting r < t to an arbitrary vector in the coset t + A,,, and updates r whenever a shorter vector r’ € t + A,
is found. The main loop of the algorithm goes over (a subset of) all possible layers (t + ib,) + A,_1,
and for each layer it computes a shortest vector in the lower dimensional coset r' € (t + ib,) + Ap—1
using the cvP function. But before doing so, for each i, the algorithm first computes the squared norm
02 = (i+a)?-||b%||* + 72 of the shortest vector in the affine span of the layer (t +ib,, +span(A,_1)). Clearly,
¢? is a lower bound on the squared norm of any point in (t +ib,,) + A,,_;. Notice that ¢? is a monotonically
increasing function of |i + a|. So, as layers are considered in order of nondecreasing values of |i + «f, the
quantity ¢? computed by the algorithm at iteration i is also a lower bound on the squared norm of any point
in all the layers (t + jb,) + A,—1 yet to be considered in subsequent iterations. Therefore, if at any time
2 is at least as large as the best solution ||r||? found so far, r is an optimal solution the algorithm may
immediately terminate with output r. This proves the correctness of the algorithm.

We still need to bound the running time as a function of h’ = u(A,,)/||bs||. We will show that the number
of iterations performed by the algorithm is at most h = 1+ |2h/|. Let r be a shortest vector in t + A,,, and
let i be the index of the layer (t +ib,,) + A,,_; containing r. By definition of £, we have ||r||?> > ¢2. But the
squared norm of the shortest vector in t + A,, (or, equivalently, the squared distance of t to A,,) is at most
the sum of the squared distance 72 of t to the linear span of the lattice A,,, and the squared covering radius
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Algorithm 2 Finding relevant vectors by rank reduction

function RANKREDUCE(t, B,,, CVP(-)) function PREPROCESS(B)
7= |7, ()] return LLL(B)
a=(t,by)/ (b}, by)
r«t function VREVELANT(B,,,V,,_1)
for i € Z sorted by |i + a| do for ¢ € {0,1}" do
G =((i+a)- by +7° to = RANKREDUCE(B,,c, B,,, CVPP(-, 2V, _1))

if 2 < ||r||* then
r' = cvP(t +iby,)
if ||r’|| < ||r|| then r + 1’

return {t. | c € {0,1}"}

else return r

of the lattice u(A,)?%. It follows that wu(A,)% + 72 > ||r)|? > 2, and p(A,)? > 02 — 72 = (i + a)?||b%]|?. So,
li + | < p(Ay)/||bk|l = h'. Since there are at most h = 1+ |2h/| integers within distance A’ from any real
a, we conclude that r (or some other point in t + A,, achieving the same norm) is found within the first A
iterations of the loop. Conversely, after h iterations, the index j of the layer considered in the body of the
loop must satisfy [j +a| > I/. So, £; = (j+a)?||by ||+ 72 > (B)?||b}||* + 72 = u(An)*+ 72 > |r||* and the
loop terminates. This proves that the number of iterations (and calls to the CvP function) is at most h. M

4.3 Computing the Voronoi cell

In this section we show how to compute the Voronoi cell of an n-dimensional lattice £(B,,), which immediately
gives solutions to several other lattice problems. As discussed in the introduction, this is accomplished by
computing the Voronoi cells of all sublattices £(By) sequentially for k = 1,...,n. Following [AEVZ02], the
Voronoi cell of each sublattice £(By) is computed resorting to the characterization of the Voronoi relevant
vectors given in Theorem This leads to the formulation of the following problem: given a lattice A, find
a shortest vector in t + 2A, for each t € A. The next lemma gives a straightforward solution to this problem,
based on the CVPP algorithm and rank reduction procedure from Subsections [I.1] and [£.2]

Lemma 4.8 Given a lattice A,, = L(B,,) and the list of relevant vectors V,_1 = [/(An,l) of Ap_q1 =
L(B,,—1), the function VREVELANT of Algorithm @ runs in time O(h - 22"|V,_1|) = O(h - 23") where h =
O(pu(An—1)/|b%Il), and outputs a list of 2™ lattice vectors containing a shortest vector from each coset t+2A,,
with t € A,,.

Proof: There are precisely 2" cosets of the form t + 2A,, with t € A,,, and for any basis B,,, a set of coset
representatives is given by {B,c | ¢ € {0,1}"}. The function VREVELANT finds a shortest vector from each
coset using RANKREDUCE with the cvP function implemented using the CVPP algorithm. The correctness
of VREVELANT immediately follows from Lemma[4.7|and Theorem[4.2] By the Lemmal[f.7each invocation of
RANKREDUCE makes at most h calls to CVPP, and by Theorem [4.2] cach call takes time O(2" - |V,,_1|). So,
RANKREDUCE runs in O(h-2"|V,,_;|) time. Since VREVELANT consists of 2" RANKREDUCE computations,
the total time complexity is O(h S22V, ). [ ]

It immediately follows from Theorem [3.2] that if U is the set of lattice vectors returned by VREVELANT
on input (B, V,,—1), then £U contains all the Voronoi relevant vectors of £(B,,), among other nonrelevant
lattice vectors. This is enough for most of the applications considered in this paper, but sometimes one may
want a list containing precisely the relevant vectors of a lattice. For completeness, we give an algorithm that
filters out the nonrelevant vectors from +U, and returns a list V,, containing precisely the relevant vectors
of the input lattice. The pseudocode is given as function VFILTER in Algorithm [3] and it is analyzed in
the following lemma. The two algorithms VREVELANT and VFILTER together allow to compute the list
of Voronoi relevant vectors of a lattice, making 2™ calls to a CVP oracle for the same lattice. We remark
that ours is just a simple variant of the algorithm already given in [AEVZ02], which directly computes a
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list containing only the relevant vectors. The difference is that the algorithm of [AEVZ02| computes, for
each target t € A, all shortest vectors in the coset t + 2A, and immediately discards them if more than
two solutions are found. Our algorithm only finds one shortest vector in each t 4+ 2A, and then discards
the nonrelevant vectors at the end. We chose to present a variant of the algorithm of [AEVZ02] because
our CVPP function (which will be used to instantiate the cvp(-) oracle) returns only one vector, and
also because the problem solved by our VREVELANT (and the VFILTER function) will be needed again in
Section [5| to design faster algorithms.

Lemma 4.9 Given a superset U of the relevant vectors of a lattice (V(A,) C U C Ay,,), function VFILTER
from Algorithm@ outputs V, = V(A,,) in time O(|V,| - |U|) < O2™ - |U]).

Proof: The function VFILTER processes the nonzero input vectors U \ {0} in order of nondecreasing norm.
We need to prove that each vector u € U is included in V if and only if u is relevant. The proof is based on
the following two observations:

e If u is a relevant vector, then every v € A, \ {0,u}, satisfies ||2v — u|| > |ju||. To see this, notice
that if u is a relevant vector, then by Theorem 4u are the only shortest vectors of 2A,, + u. Since
the vector 2v — u is in 2A,, + u, it must be ||2v — u|| > ||u|| unless (2v — u) = +u, or equivalently,
v € {0,u}.

e If u is not relevant, then there exists a relevant vector v such that ||v| < ||ul| and ||2v —u|| < [Ju]. We
prove the statement by contradiction. Assume that u is not relevant and that for all relevant vectors
v cither v > |ju]l or |2 — ]| > [Ju]. Notice that if [v]| > [Jul, then 2v — u] > 2V — |ju]| > [[u]|,
with equality ||2v — u|| = ||u]| if and only if v = u. But the latter is not possible because v is relevant
and u is not. So, for all relevant vectors v we have ||2v—u|| > |Jul|, or, equivalently, ||u/2] < ||u/2—v]].
This proves that u/2 is strictly closer to the origin 0 than to any relevant vector v, i.e., u/2 is in the
interior of the Voronoi cell V(A,,). It follows from Observation that 0 is the unique closest lattice
vector to u/2 . This is a contradiction because 0 and u have the same distance from u/2.

Now, 0 is never included in V because u € U \ {0}. So, by the first observation, relevant vectors u € U
not already in V always pass the test and are included in the output set V. It follows that when a vector
u € U is processed, all revelant vectors of norm strictly less than ||u|| are already in V. So, by the second
observation, if u is not relevant, then it fails the test for some v € V and it is discarded. This proves the
correctness of the algorithm.

For the running time, the algorithm first sorts the input vectors U in time O(|U|log |U|) = O(|U]), and
then iterates over U. Each iteration takes time at most O(|V]) where |V| < [V (A,)|. So, the total running
time is O(|U| - |V (Ap)])- [ |

Our basic algorithm to compute the Voronoi cell of a lattice easily follows from Lemmas [4.6] [£.8 and [£.9]
The pseudocode is given in Algorithm [3{as function VORONOICELL. The correctness and performance (when
used with the other functions from Algorithm [1f and Algorithm [2|) are analyzed in the next theorem.

Theorem 4.10 The function VORONOICELL computes the list of Voronoi relevant vectors of a lattice L(By,)
in deterministic time O(23-°") using O(2") space.

Proof: The VORONOICELL function of Algorithm [3]first preprocesses the input basis, so that, by Lemmal[4.6]
hy = 1+ [u(Ag)/|bill] < 2%/2 for all k = 2,...,n. The rest of the algorithm works on the new basis
B,,, and iteratively computes the Voronoi cell V. of all sublattices £(By) for k = 1,...,n. Computing
Vi = V(L(B1)) = {by,—b;} is straightforward. For all other k = 2,...,n, V} is computed from V}_;
using VREVELANT and VFILTER. By Lemma VREVELANT(By, Vj;—1) computes a list Uy containing a
shortest vector of t + 2L(By,) for all t € £(By,). By Theorem [3.2] if t € £(By,) is a relevant vector, then +t
are the only shortest vectors in t 4+ 2£(By), and either t or —t is included in Ug. In either case, t € £Uy.
This proves that Uy contains all the relevant vectors. Finally, by Lemma Vi = VFILTER(£Uy) is the
list of relevant vectors of £(By).
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Algorithm 3 The main algorithm

function VORONOICELL(B) function VFILTER(U)
B < PREPROCESS(B) V0
V1 ={b1,—b;} for u € U \ {0} sorted by ||u|| do
for k=2...ndo if vv € V.||2v — u|| > ||lu|| then
Ur = VREVELANT(By, Vi—1) V+VU{u}
Vi = VFILTER(£U}) return V
return V,
function SVP(B) function CVP(B, t)
V = VoroNoICELL(B) V' = VoroNoOICELL(B)
vV = argminvevan t = CVPP(t, V)
return v return (t — t/)

negligible. By Lemmas [4.8| and the cost of each iteration is bounded by O(hy22* - |Vi_1|) + O (2% - [Vi|) =

We now analyize the runnini time. The preprocessing function runs in polynomial time, so its cost is

O(hg2% - |Vi_1|) = O(23%%). Therefore the total time complexity of the algorithm is Zkzz,_,,n(O(ZB'%)) =
O(235"). The space complexity is at most O(2") for the storage of the intermediate Voronoi cells V. [ |

Using Theorem and our CVPP algorithm, it is immediate to give deterministic solutions to CVP,
SVP and a host of other lattice problems with similar time and space complexity as VORONOICELL. Here we
only give a formal statement for SVP, which will be used in the next section to obtain even faster algorithms
for all these problems.

Corollary 4.11 SVP can be solved deterministically in time O(23°") and space O(2").

Proof: Simply run the algorithm of Theorem to compute the Voronoi cell of the lattice, and output a
shortest vector from the list of relevant vectors. ]

5 The optimized algorithm

In this section we present an improved algorithm to compute the Voronoi cell of a lattice in time O~(22”)7
and consequently solve CVP, SVP, and other hard lattice problems within the same time bound. The high
level structure of the algorithm is identical to the VORONOICELL function from Algorithm [3] The improved
time complexity comes from the use of a better preprocessing function and faster VREVELANT algorithm.

Recall that in Section [4] the lattice basis was preprocessed simply by applying the LLL reduction algo-
rithm. Here we use stronger block reduction algorithms [GNOS| [Sch87] that produce better quality bases
by making a polynomial number of calls to an SVP oracle for lower dimensional lattices of rank at most
k < n. The quality of the output basis depends on the block size parameter k. Block reduction algorithms
are usually employed with £ = O(logn), so that the SVP queries can be answered in polynomial time
20(k) = pOM) "and the overall running time of the algorithm remains polynomial in n. Since our Voronoi
computation algorithm runs in exponential time anyway, here we can use much larger block size, resulting in
superpolynomial preprocessing, but without affecting the total time complexity of our algorithm by much.
Specifically, we preprocess the input basis using the slide reduction algorithm of [GNO8] with block size
k =n/2 (as described in Lemma [2.1]) and the SVP oracle instantiated using the algorithm of Corollary
The result needed in our algorithm is summarized in the following lemma.

Lemma 5.1 The PREPROCESS function from Algom'thm runs in O(22")-time and O(2")-space, and com-
putes a basis for the input lattice B,, such that u(L(by,...,b;))/|b|| < On?) foralli=1,... n.
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Proof: The preprocessing function runs the slide reduction algorithm of Lemma [2.1] with block size k =
[n/2], and the SVP oracle (for lattices up to dimension k) instantiated with our SVP algorithm from
Sectlonl By Corolla l each call to the SVP algorithm takes time O(23-%) < O(22") and space O(2F) <

O(2™). By Lemma n?,the running time of the preprocessing function is higher only by a polynomlal factor,
so it is still O(2%"). Finally, by Lemma the output basis has the property that u(L(by,...,b;))/||b}] <
O(n?) foralli=1,...,n. [ |

The improved preprocessing results in a reduction of the running time by about 2V™, bringing the
time complexity of the Vononoi cell computation algorithm from O(23°*) down to O(2%"). In order to
reduce the running time even further, we improve the VREVELANT function used in the implementation
of VORONOICELL. This is done in Subsection 5.1l Subsection [5.2] concludes with our main Voronoi cell
computation algorithm, and applications to other lattice problems.

The pseudocode of all functions used in this section is given in Algorithms[I] [3] and ] Notice that most
of the code (Algorithms|l| and |3) is reused from Section 4} and the Voronoi cell computation method in this
section only differs by replacing Algorithm [2] with Algorithm

5.1 Faster computation of relevant vectors

In this subsection we give a faster variant of the VREVELANT function from Section[d] Recall that on input
a lattice basis B,, and the list of Voronoi relevant vectors of B, _;, the goal of VREVELANT is to find a
shortest vector in each coset t+2A,,, for t € A,,. In Section[4] this was accomplished simply by reducing this
problem to 2 CVP computations, and then solving each CVP instance independently by rank reduction.
Here we apply the rank reduction technique directly to the problem solved by the VREVELANT function.
This gives raise to an inhomogeneous version of the problem solved by VREVELANT: given a lattice A and
a target y, find a shortest vector in each coset t + 2A, for t € y + A. Function VENUM from Algorithm []
solves a slightly more general problem: given a lattice A, an integer k£ > 2 and a target y, find a shortest
vector in each coset t 4+ kA, for t € y + A. The main applications studied in this paper only need to solve
this problem for k = 2, but the algorithm works for any &, so we describe a solution to this more general
problem which may be of independent interest. (E.g., see Corollary )

The algorithm makes use of two data structures. The first is simply an array A with k™ entries, each
corresponding to a coset of k- A in t + A, and storing the shortest vector from the coset found so far. How
the array entries are indexed is not important, but for concreteness the reader can think of each v € t + A
as being mapped to the index in {1,...,k"} obtained by expressing v —t = Bx € A in terms of the basis B,
and setting the index to >, k"' (z; mod k) + 1. For simplicity, in the description of the algorithms, we
omit the details of the index computation, and write A[v mod kA] to denote the array entry corresponding
to the coset of v modulo kA. The other data structure is a dynamic priority queue, storing vectors in t + A,
which will be used to enumerate the output vectors in order of nondecreasing norm. The priority queue is
initially empty, and each entry of the array stores co as a trivial upper bound on the length of the shortest
vector in each coset. The first step of the algorithm is to compute (using our CVPP algorithm) an arbitrary
vector u € (A +t) NV, store it in the priority queue, and update the array accordingly. At each subsequent
step, the algorithm dequeues the top vector u in the priority queue, and inserts in the queue (and in the
array) all of its neighbors that satisfy a certain length condition.

Lemma 5.2 On input the set V;, = V(A,,) of relevant vectors of a lattice Ay, a target vector t, and an
integer k > 2, the function VENUM from Algomthml runs in time O(|Vy,|k™) and space O(k™), and outputs
an array of size k™ containing a shortest vector from each coset of kA, int+ A,,.

Proof: Throughout this proof, when we refer to the array A as a set, we mean the set of vectors { A[]: A[i] #
oo}. Notice that at all times during the execution of the algorithm we have @ C A. This is true because
whenever the array is modified by setting Aly + kA] « y, the queue is updated accordingly by replacing
Aly + kA] with y. The only other operation performed on the queue @ is the removal of the shortest vector
u at the beginning of each iteration of the “while” loop, making @ a strict subset of A. This is also the only
operation that affects the set A\ @, by removing u from ) and thereby adding it to A4 \ Q.
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The time and space complexity of the algorithm is now very easy to analyze. The array A has size k™
because it has an entry for each coset of kA in t + A. It follows from @ C A that the size of the queue @
is also bounded by |Q| < |A] < k™ at all times during the execution of the algorithm. So, the overall space
complexity is O(k™). For the running time, we observe that since the size of the set A\ Q increases by 1 at
each iteration of the “while” loop, and |A\ Q| < |A] < k™, the number of iterations of the “while” loop is at
most k™. (In fact, it is precisely k™.) For each iteration of the “while” loop, the body of the nested “for” loop
is repeated |V| times. So, the running time of the algorithm is bounded by one execution of CVPP (which,
by Theorem takes time O(2" - |V]),) and a total of k™ - |V| basic operations on the queue Q and array A.
Assuming an efficient implementation of @) as a dynamic priority queue (e.g., a binary heap data structure)
supporting the insertion and removal of elements in logarithmic time O(log|Q|) < O(logk™) = O(nlogk),
the overall running time of the algorithm is O(|V] - 2") + O(|V| - k™ - nlogk) = O(|V| - k™).

We now prove correctness. We need to show that by the end of the execution, the set A contains a
shortest vector from each coset of kA in t + A. Notice that each cell of the array Aly + kA] is either empty
(represented by storing the value c0), or it stores a vector y from the coset y + kA indexing the entry. Also,
array entries are overwritten Ay +kA] < y only to be replaced by strictly shorter vectors ||y|| < ||Aly +kA]||
from the same coset. It follows that if a shortest vector y from y + kA is ever stored in the array, then
that entry will never be overwritten, and y will be part of the final output of the algorithm. So, in order to
prove correctness it is enough to prove that a shortest vector from each coset is stored in the array at any
point during the execution of the algorithm. We also recall that, by Observation y is a shortest vector
in y 4+ kA if and only if y € kV(A). So, the algorithm is correct if for any coset C' (indexing a position in
the array A), at some point during the execution a vector from C' N kV(A) is stored in A[C].

We first prove that all vectors in the set G = V(A) N (t + A) are eventually stored in A. By Theorem
the vector yg computed by the CVPP call belongs to G and it is stored in A before entering the “while”
loop. Now consider any other vector y € G. By Lemma there is a set of mutually orthogonal relevant
vectors vi,..., v € V(A) such that y = yo + Zle vi, and yo + ) ,cqvi € G forall S C {1,...,k}. We
prove that y is inserted in A by induction on k. As a base case, when k = 0, the vector y = yq is inserted
in A before entering the “while” loop. So, assume k > 0, and consider the vector y’ = y — vi. Since
y =yo+ Zf;ll v; and y’ € G, by induction hypothesis y’ is stored in A and inserted in the queue Q at
some point during the execution of the algorithm. Consider the iteration of the “while” loop when u =y’ is
dequeued. Then the vector y = u+ vy € u+V is examined by the “for” loop. Now, ||u|| = ||y|| because all
vectors in G have norm ||yo||. Also, y € V(A) C kV(A) is the only vector in y + mod kA of norm ||y| because
it belongs to the interior of of the Voronoi cell V(kA) = kV(A). It follows that either Aly mod kA] =y or
|Aly mod kAl > ||y|| and y is stored in A[y mod kA]. This proves that all vectors in G are stored in A.

We now prove that the array stores a shortest vector from each coset of kA in t+A. We prove that the array
stores a shortest vector from each coset C =y + kA by induction on the quantity 6(C') = min{||v|: v € C}.
The base case is given by all cosets C such that 6(C) = min{||v|: v € t + A} = ||yo||. These are precisely
the cosets with a shortest vector in G, and we already proved that all these vectors are stored in A. So,
consider a coset C' with a shortest vector y € C' N (kV(A) \ V(A)). Let v € V be a relevant vector that
maximizes the quantity a = 2(y,v)/|[v||>. Notice that « is the smallest value such that y € aV(A), so it
must be o < k. By Lemma [3.6/ we have y — v € aV(A) C kV(A) and ||y — v|| < [ly[|. Let ¢’ = C' — v be the
coset of y —v. Since 8(C") < |ly — v|| < |ly]| = 6(C), we can assume by induction that the array A stores a
shortest vector u from C’. We will prove that u + v is also a shortest vector in C. It follows that when u
is selected by the “while” loop for dequeuing, the “for” loop stores y = u+ v in A[C] unless A[C] already
contains a shortest vector from C'. It remains to prove that u+ v is a shortest vector in C, or equivalently
u+vekVA). fu=y—v,thenu+v =1y € kV(A). So, assume u # y — v are distinct elements of C".
Since y —v € aV(A) C kV and u € kV, the coset C’ has multiple shortest vectors, and they must all belong
to the boundary of the Voronoi cell £V \ kV. In particular, a = k and 2(y,v)/|v||?> = k, or, equivalently,
lyll = ly—=%v|. By Lemma (applied to lattice kA) the vector y — kv belongs to kV. Applying Lemma
to the vectors x =y — kv,y,z =y — v and u (and lattice kA), we get that u+v=u+y—zisin kY. ®

Lemma 5.3 On input o lattice A = L(B,), and the relevant vectors V,_1 = V(L(B,-1)), function

19



Algorithm 4 Optimized Algorithms

function VENUM(V, t, k) function PREPROCESS(B)
A=L(V) return SLIDEREDUCE(B,[n/2])
for i=1...k" do A[i] + oo;
yo = CVPP(V,t); function VREVELANT(B,,, V,,_1)
Q + {yo}; Alyo mod kA] < yo; A=L(B,)
while Q # 0 do for j=1,...,2" do T[j] +
u = argming,collull; @ < Q \ {uk; fori=0,1,...do
fory € (u+V) do if (i -||b%|| < max; ||T[5]|) then
if [luf] < ly]| < [[Aly mod kAJ|| then for t eVENUM(V},_1,ib,,2) do
Q < Q\ {Aly mod kAJ} U{y}; if | T[t mod 2A]|| > ||t/ then
Aly mod kA] - y; T[t mod 2A] + t
return A else return T

VREVELANT from from Algorithm [4 outputs a list containing a shortest vector from each coset t + 2A
with t € A. The function runs in O(hy, - |Va—1| - 2™) time and O(2™) space, where hy, = 2u(A)/||b%]|.

Proof: The function uses an array T indexed by A/2A and with all entries initialized to oo, where it keeps,
for each C' € A/2A, the shortest vector from the coset C found so far. The lattice A is partitioned into layers
of the form ib,, + A’ (where A’ = £(B,,—1),) which are processed one at a time. Since each coset t + 2A (with
t € A) is symmetric with respect to 0, it suffices to consider only layers with ¢ > 0. The layers are considered
in order of increasing index ¢. For each ¢, the function VENUM is used to compute a shortest vector in each
coset t +2A" with t € ¢b,, + A/, and T is updated accordingly. Notice that all points in ib,, + A’ have norm
at least - |[|bX||. So, if at any point we have found a vector of norm at most i - ||b% || in each coset, we do not
need to consider the remaining layers, and the algorithm can immediately terminate with output 7. This
proves the correctness of the algorithm.

Now, we analyze the running time. The initialization of T' takes time O(2"). Each iteration of the main
loop (including the execution of VENUM and scanning its output to update T') takes time O(2"|V,_1|) and
space 0(2”) In order to bound the running time, we prove that the algorithm terminates after at most h,
iterations of the main loop. For each index j € {1,...,2"}, let v; be a shortest vector in the corresponding
coset v; +2A, and let ¢; be the index of the layer i;b,, +A’ containing v;. Assume without loss of generality
that ¢; > 0. (If 4; < 0, then replace v; with —v; € v; + 2A.) Since v; is in span(A) = span(2A), it
must be ||v;]| < pu(2A) = 2u(A). By taking the component of v; in the direction of b, we also get that

n?

[Iv;ll > ;- ||b}||. Combining the two inequalities, we get that i; - ||b}|| < ||v;|| < 2u(A). This proves that v;

n

(or an equally short vector from the same coset) is found within the first i; < 2u(A)/||b}|| = hy, iterations
of the main loop. So, by the time the algorithm enters iteration ¢ = h,, + 1, we have max; | T[j]|| < 2u(A),
and the algorithm terminates because i - |bk|| > Ay, - ||bk] = 2u(A). [

5.2 Main Algorithm

A faster algorithm for Voronoi cell computation is obtained simply by replacing Algorithm [2] from Section [4]
with Algorithm

Theorem 5.4 There is a deterministic O(22")-time and O(2")-space algorithm that on input an n-dimensional
lattice A with basis B, outputs the relevant vectors of A.

Proof: The main function is the same VORONOICELL from Algorithm [3| already analyzed in Theorem [£.10]
but with PREPROCESS and VREVELANT implemented as in Algorithm [} The analysis is almost identical
to the one in the proof of Theorem [4.10] with the following differences. The preprocessing function is no
longer polynomial time, but by Lemma él it still runs within the O~(22”)—time and O(T‘)—space bounds.
Also, after preprocessing, the basis B,, satisfies hy, = u(L(b1,...,b;))/|[b;|| < O(n?) for alli =1,...,n. So,
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by Lemma each call to the new VREVELANT function runs in ON(hk~ [Vi—1] - 2%) = O(2%) time. The
rest of the running time analysis is similar to Theorem and yields a O(22") bound on the total running
time. The proof of correctness and space complexity bound is identical. [ |

From the list of Voronoi relevant vectors, we immediately get a solution to many other lattice problems,
e.g., the shortest vector problem (SVP) can be solved simply by picking the shortest vector in the list of
lattice points describing the Voronoi cell, and the kissing number of the lattice can be computed as the
number of vectors in the list achieving the same length as the shortest vector in the lattice.

Corollary 5.5 There is a deterministic 0(22")-tz'me algorithm to solve SVP, and to compute the kissing
number of a lattice.

The Voronoi relevant vectors can also be used with our CVPP algorithm to solve CVP.
Corollary 5.6 There is a deterministic O(2*")-time, O(2")-space algorithm to solve CVP.

Proof: The algorithm is given by function CVP from Algorithm [8] By Theorem [5.4] the computation of
the Voronoi cell takes O(2%") time and O(2") space. Once the Voronoi cell has been computed, the input
CVP instance is solved using the CVPP algorithm, which, by Theorem runs in time O(22"). ]

Algorithms for other lattice problems, like SIVP, SAP, GCVP, SMP (see [BNQ9, Mic08]) can be obtained
by reduction to CVP.

Corollary 5.7 There are deterministic O(22")-time O(2")-space algorithms to solve SIVP, SAP, GCVP
and SMP.

Proof: All these problems can be solved applying the reductions in [Mic0§| from these problems to CVP, and
using our CVP algorithm to solve the CVP instances that arise during the reduction. Since the reductions
in [MicO§| run in polynomial time and preserve the dimension of the lattice, the resulting algorithm has
O(2*")-time and O(2")-space complexity. [ |

We conclude the section with a simple application of Lemma [5.2] with arbitrary & > 2.

Corollary 5.8 There is an algorithm that on input a lattice Ay, a target vector t, and an integer k > 2,
runs in O((4k)™) time and outputs all lattice points within distance kA(Ay,) from t.

Proof: Let A = A(A,). The algorithm begins by computing the list of relevant vectors V = V(A,,) in time
O(22") using Theorem Then, it invokes the function VENUM(V t, 2k) of Lemma and for each vector
v € t+ A, found by VENUM, it checks if v is shorter than kA, and if so it outputs (t — v). Since all vectors
shorter than kA belong to 2kV(A), this procedure finds all lattice vectors within distance kA from t. By
Lemma the running time of the enumeration algorithm is at most O((4k)™). So, the total running time
is also O((4k)™). [

We remark that the algorithm of Corollary can be optimized in several ways. For example, since
VENUM enumerates the output vectors in order of nondecreasing length, one can limit the enumeration to
the vectors shorter than k. It is also possible to reduce the space complexity of the algorithm from O((2k)")
to 6(2”) (i.e., just for the cost of computing and storing the Voronoi relevant vectors) using standard graph
traversal techniques, though at the price of increasing the running time.
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6 Open problems, directions for further research

We have shown that CVP, SVP, SIVP and many other lattice problems can be solved in deterministic single
exponential time. Many open problems remain. Here we list those that we think are most important or
interesting.

To start with, our algorithm uses exponential space. It would be nice to find an algorithm running in
single exponential time and polynomial space. We remark that the high space complexity of our algorithm
is due primarily to the need of storing the Voronoi cell of the lattice, in order to use it in conjunction with
our CVPP algorithm. So, the problem of improving the space complexity of our algorithm is closely related
to the problem of “compressing” the description of the Voronoi cell. More specifically, we ask if there is a
method to compress the list of Voronoi relevant vectors of a lattice into a string of polynomial length, from
which it is possible to efﬁcientlyﬂ recover the relevant vectors.

Another important open problem is to generalize our algorithm to arbitrary norms. We described an
algorithm for the ¢ norm. Many parts of the algorithm easily adapt to other norms as well, but it is not
clear how to extend all of our results. The main technical problem is that the Voronoi cells in norms other
than ¢ are not necessarily convex. So, extending the algorithm to any other norm is likely to require some
additional idea. (Convexity of the Voronoi cell is used implicitly in several parts of our proof.) An important
application of extending our algorithm to any norm is that it would yield single exponential time algorithms
for integer programming [Kan87].

We have shown that CVP can be solved in time O(22"). Since CVP is NP-hard, the time complexity
cannot be improved beyond 2" under standard complexity assumptions. It may be possible though to
improve the constant in the exponent, and prove that CVP can be solved in time 2°" for some ¢ < 2. In fact,
this could be achieved simply by a better analysis of the CVPP algorithm and faster algorithms for VENUM.
However, it is clear that our approach cannot possibly lead to constants in the exponent smaller than 1 (as
achieved for example by randomized heuristics for SVP [NV08, MV10b, WLTBI1]) just because the Voronoi
cell of an n-dimensional lattice can have as many as O(2") facets. Still, it may be possible to extend our
ideas to develop an algorithm with running time proportional to the number of Voronoi relevant vectors.
This may give interesting algorithms for special lattices whose Voronoi cells have a small description. Notice
that even for such lattices, our current Voronoi cell and CVP algorithms may take exponential time because
they require the computation of other Voronoi cells (of lower dimensional sublattices) as intermediate results.

We remark that, as it stands, and in any practical scenarios, our algorithm is unlikely to be competitive
with traditional methods based on lattice point enumeration [Kan87, [Sch87, [SE94, [HSO7, [AEVZ02|, despite
their higher worst-case asymptotic complexity 2%("1°87)  In fact, even within enumeration methods, the
best asymptotic algorithm [Kan87, [HS07] with running time 20(nlogn) qoes not fare well in practice against
heuristics or asymptotically inferior solutions with running time 20(n*) (See [SE94, HS07, [AEVZ02].)
Enumeration methods perform very well in practice because of the very small hidden constants in the
exponent of their running time, especially when the input lattice is chosen somehow at random. Developing
practical algorithms based on the ideas and techniques of this paper that are competitive with enumeration
methods is left as an open problem. A possible approach to develop practical variants of our algorithm may
be to use only a sublist of Voronoi relevant vectors, at the cost of producing only approximate solutions
to CVP. This could allow to reduce the complexity of the algorithms below the current 2" barrier. The
challenge is to bound the quality of the approximate solutions found.

Finally, in this paper we used CVPP mostly as a building block to give a modular description of our CVP
algorithm: we use CVPP to recursively implement the preprocessing function, and then solve the actual CVP
instance. It is an interesting open problem if a similar bootstrapping can be performed using polynomial
time CVPP approximation algorithms like [ARO5], to yield a polynomial time solution to y/n-approximate
CVP.

4Here efficient means in at most single exponential time, while using only polynomial space
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