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Abstract

We give deterministic $\tilde{O}(2^n)$-time $\tilde{O}(2^n)$-space algorithms to solve all the most important computational problems on point lattices in NP, including the Shortest Vector Problem (SVP), Closest Vector Problem (CVP), and Shortest Independent Vectors Problem (SIVP). This improves the $n^{O(n)}$ running time of the best previously known algorithms for CVP (Kannan, Math. Operation Research 12(3):415-440, 1987) and SIVP (Micciancio, SODA 2008), and gives a deterministic and asymptotically faster alternative to the $2^{O(n)}$-time (and space) randomized algorithm for SVP of (Ajtai, Kumar and Sivakumar, STOC 2001). The core of our algorithm is a new method to solve the Closest Vector Problem with Preprocessing (CVPP) that uses the Voronoi cell of the lattice (described as intersection of half-spaces) as the result of the preprocessing function. A direct consequence of our results is a derandomization of the best current polynomial time approximation algorithms for SVP and CVP achieving $2^{O(n \log \log n / \log n)}$ approximation factor.
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1 Introduction

A $d$-dimensional lattice $\Lambda$ is a discrete subgroup of the Euclidean space $\mathbb{R}^d$, and is customarily represented as the set of all integer linear combinations of $n \leq d$ basis vectors $B = [b_1, \ldots, b_n] \in \mathbb{R}^{d \times n}$. There are many famous algorithmic problems on point lattices, the most important of which are

- The shortest vector problem (SVP): given a basis $B$, find a shortest nonzero vector in the lattice generated by $B$.
- The closest vector problem (CVP): given a basis $B$ and a target vector $t \in \mathbb{R}^d$, find a lattice vector generated by $B$ that is closest to $t$.
- The shortest independent vectors problem (SIVP): given a basis $B$, find $n$ linearly independent lattice vectors in the lattice generated by $B$ that are as short as possible.

Beside being classic mathematical problems in the study of the geometry of numbers [Cas71], these problems play an important role in many computer science and communication theory applications. SVP and CVP

---

* A preliminary version of this work appears in the proceedings of STOC 2010 [MY10a]. This is the full version of the paper. Invited submission to STOC 2010 special issue of SIAM J. on Computing.

1 More technically, the smallest real $r$ such that there exist $n$ linearly independent lattice vectors of length bounded by $r$ is denoted $\lambda_n$. SIVP asks to find $n$ linearly independent lattice vectors of length at most $\lambda_n$. 
have been used to solve many landmark algorithmic problems in theoretical computer science, like integer programming [Len83, Kan87], factoring polynomials over the rationals [LLL82], checking the solvability by radicals [LM85], solving low density subset-sum problems [CJL+92], and breaking the Merkle-Hellman cryptosystem [Odl89] (among many other cryptanalysis problems, e.g., see [JS98, NS01]). SIVP is the main problem underlying the construction of lattice based cryptographic functions with worst-case/average-case connection [Ajt04, MR07, Reg09]. SVP and CVP also have many applications in communication theory, e.g., lattice coding for the Gaussian channel and vector quantization [CS98].

The complexity of lattice problems has been investigated intensively. All three problems mentioned above have been shown to be NP-hard (possibly under randomized reductions) both to solve exactly [vEB81, Ajt98, BS99], or even approximately within small (constant or sub-polynomial in $n$) approximation factors [BS99, ABSS97, DKRS93, CN99, Mic01b, Kho05, HR07]. Much effort has gone into the development and analysis of algorithms both to solve these problems exactly [Kan87, Hel85, HS07, Bi00, AKS01, AKS02, BN09] and to efficiently find approximate solutions [LLL82, Sch88, Sch87, SE94, Sch06, CHGKN06, GN08].

In this paper we focus on the complexity of finding exact solutions to these problems. Of course, as the problems are NP-hard, no polynomial-time solution is expected to exist. Still, the complexity of solving lattice problems exactly is interesting both because many applications (e.g., in mathematics and communication theory [CS98]) involve lattices in relatively small dimension, and because approximation algorithms for high dimensional lattices [Sch87, SE94, CHGKN06, GN08] (for which exact solution is not feasible) typically involve the exact solution of low dimensional subproblems. Prior to our work, the best deterministic algorithm to solve any of these lattice problems exactly was still essentially the one discovered by Kannan [Kan87] in 1983, running in time $n^{O(n)}$, where $n$ is the dimension of the lattice. Subsequent work [Hel85, HS07] led to improvements in the constant in the exponent, mostly through a better analysis, reducing the upper bound on the running time down to $n^{0.184n}$ for SVP and $n^{0.5n}$ for CVP and SIVP. The only problem that had seen asymptotically significant improvements in the exponent is SVP, for which Ajtai, Kumar and Sivakumar [AKS01] gave a randomized algorithm running in $2^{O(n)}$ time (and space), typically referred to as the AKS sieve. Following [AKS01] much work has been devoted to better understand and improve the sieve algorithm [AKS02, BN09, AJ08, NV08, MV10b, PS09, HPS11, WLT11]. Still the main questions raised by [AKS01] didn’t see much progress. Is the use of randomization (and exponential space) necessary to lower the time complexity of SVP from $n^{O(n)}$ to $2^{O(n)}$? Can algorithms with similar running time be devised for other lattice problems, like SIVP and CVP?

In [NV08, MV10b, PS09] improved analyses and variants of the AKS sieve are studied, but still using the same approach leading to randomized algorithms. Extensions of the AKS sieve algorithm to other lattice problems like CVP and SIVP have been investigated in [AKS02, BN09, AJ08, EHN11], but only led to approximation algorithms which are not guaranteed (even probabilistically) to find the best solution, except for certain very special classes of lattices [BN09]. A possible explanation for the difficulty of extending the result of [AKS01] to the exact solution of SIVP and CVP was offered by Micciancio in [Mic08], where it is shown (among other things) that CVP, SIVP and all other lattice problems considered in [BN09], with the exception of SVP, are equivalent in their exact version under deterministic polynomial-time dimension-preserving reductions. So, either all of them are solvable in single exponential time $2^{O(n)}$, or none of them admits such an algorithm.

In this paper we resolve this question in the affirmative, giving a deterministic single exponential time algorithm for CVP, and therefore by the reductions in [GMSS99, Mic08], also to SVP, SIVP and several other lattice problems in NP considered in the literature. This improves the time complexity of the best previously known algorithm for CVP, SIVP, etc. [Kan87, BN09] from $n^{O(n)}$ to $O(2^{2n})$. In the case of SVP, we achieve single exponential time as in [AKS01, NV08, MV10b, PS09, WLT11], but without using randomization and with a better theoretical constant in the exponent. In the process, we also provide deterministic single exponential time algorithms for various other classic computational problems on lattices, like computing the kissing number, and computing the list of all Voronoi relevant vectors.

We remark that all our algorithms, just like [AKS01], use exponential space. So, the question whether exponential space is required to solve lattice problems in single exponential time remains open.
Figure 1: The Voronoi cell of a lattice is the set of all points that are closer to the origin than to any other lattice point. (Left) A lattice and its Voronoi cell (shaded area). The Voronoi cell is the intersection of the half-spaces defined by all nonzero lattice vectors, where the half-space of \( v \) is the set of points that are closer to the origin than to \( v \). Not all half-spaces/lattice vectors are relevant when taking this intersection. The figure shows the relevant vectors \( v_1, v_2, v_3, v_4, v_5, v_6 \) and the (1-dimensional) hyperplanes (dashed lines) defining the corresponding half-spaces. (Right) The Voronoi cell is a fundamental region of the lattice: copies of the Voronoi cell (centered around all lattice points) tile the whole space. The Voronoi cell of a lattice vector \( v \) is the set of points that are closer to \( v \) than to any other lattice vector.

1.1 Our techniques.

At the core of all our results is a new technique for the solution of the closest vector problem with pre-processing (CVPP). We recall that CVPP is a variant of CVP where some side information about the lattice is given as a hint together with the input. The hint may depend on the lattice, but not on the target vector. Typically, in the context of polynomial time algorithms, the hint is restricted to have polynomial size, but since here we study exponential time algorithms, one can reasonably consider hints that have size \( 2^{O(n)} \). The hint used by our algorithm is a description of the Voronoi cell of the lattice. We recall that the (open) Voronoi cell of a lattice \( \Lambda \) is the set \( V \) of all points (in Euclidean space) that are closer to the origin than to any other lattice point. The Voronoi cell \( V \) is a convex body, symmetric about the origin, and can be described as the intersection of half-spaces \( H_v \), where for any nonzero lattice vector \( v \), \( H_v = \{ x : \|x\| < \|x - v\| \} \) is the set of all points that are closer to the origin than to \( v \). It is not necessary to consider all \( v \in \Lambda \setminus \{0\} \) when taking this intersection. One can restrict the intersection to the so-called Voronoi relevant vectors, which are the lattice vectors \( v \) such that \( v/2 \) is the center of a facet of \( V \). (See Figure 1.) Since the Voronoi cell of a lattice can be shown to have at most \( 2(2^n - 1) \) facets, \( V \) can be expressed as a finite intersection of at most \( 2(2^n - 1) \) half-spaces. Throughout this paper, we assume that the Voronoi cell of a lattice is always described by such a list of half-spaces or relevant vectors.

The relation between the Voronoi cell and CVPP is well known, and easy to explain. (See Figure 2 and Observation 3.1.) In CVPP, we want to find the lattice point \( v \) closest to a given target vector \( t \). It is easy to see that this is equivalent to finding a lattice vector \( v \) such that \( t' = t - v \) belongs to the (closed) Voronoi cell of the lattice. In other words, CVP can be equivalently formulated as the problem of finding a point in the set \((t - \Lambda) \cap \bar{V} = (\Lambda + t) \cap \bar{V} \) where \( \bar{V} \) is the topological closure of \( V \). The idea of using \( ^2 \)

\( ^2 \)Since the Voronoi cell is symmetric about the origin, the half-spaces come in pairs \( H_v, H_{-v} \), and it is enough to store one vector \( v \) to represent both half-spaces from each pair. For simplicity, in the rest of the paper, we omit this simple optimization, and consider the full list of Voronoi relevant vectors that stores both \( v \) and \( -v \). explicitly.
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the Voronoi cell to solve CVP is not new. For example, a simple greedy algorithm for CVPP based on the knowledge of the Voronoi cell of the lattice is given in [SFS09]. The idea behind this algorithm (called the iterative slicer) is to make $t$ shorter and shorter by subtracting Voronoi relevant vectors from it. Notice that if $t \notin \mathcal{V} = \{x : \|x\| \leq \|x - v\|\}$, then the length of $t$ can be reduced by subtracting $v$ from $t$. So, as long as $t$ is outside $\mathcal{V} = \bigcap_{v \in \mathcal{V}} \mathcal{V}_{t}$, we can make progress and find a shorter vector. Unfortunately, this simple strategy to solve CVPP using the Voronoi cell is not known to perform any better than previous algorithms. The work [SFS09] only proves that the algorithm terminates after a finite number of iterations, and a close inspection of the proof reveals that the best upper bound that can be derived using the methods of [SFS09] is of the form $n^{O(n)}$: the running time of the iterative slicer is bounded by a volume argument, counting the number of lattice points within a sphere of radius $\|t\|$, and this can be well above $2^{O(n)}$ or even $n^{O(n)}$.

In the next two paragraphs we first sketch (a simplified version of) our new algorithm to solve CVPP using the Voronoi cell $\mathcal{V}$ in time $2^{O(n)}$, and then we show how to use the CVPP algorithm to recursively implement the preprocessing function and compute the Voronoi cell $\mathcal{V}$. Since both the preprocessing and CVPP computation take time $2^{O(n)}$, combining the two pieces gives an algorithm to solve CVP (and a host of other lattice problems, like SVP, SIVP, etc.) without preprocessing and within a similar running time. The algorithm outlined here roughly corresponds to the basic algorithm presented in Section 4 and the conference version of this paper [MV10a], with running time $O(2^{2.5n})$. In Section 5 we use some additional ideas to improve the running time to $O(2^{2n})$.

**The CVPP algorithm**

As already noted, the goal of CVPP with target vector $t$ can be restated as the problem of finding a point $t' \in (\Lambda + t) \cap \mathcal{V}$, or, equivalently, a shortest vector in the coset $\Lambda + t$. (See Observation 3.1). We follow an approach similar to the iterative slicer of [SFS09]. Given the list of relevant vectors, the algorithm generates a sequence of shorter and shorter vectors from $\Lambda + t$, until it finds the shortest vector of the coset. However, in order to bound the number of iterations, we introduce two important modifications to the greedy strategy of [SFS09]. First we reduce the general CVPP to a special case where the target vector is guaranteed to belong to twice the Voronoi cell $2\mathcal{V}$. This can be done very easily by a polynomial time Turing reduction. Next, we show that it is possible to generate a sequence of shorter and shorter vectors in $\Lambda + t$, with the additional property that all the vectors are inside $\mathcal{V}$. This allows to bound the length of the sequence by $2^{O(n)}$. For each vector of the sequence the algorithm spends $2^{O(n)}$ time, which gives a total time complexity of $2^{O(n)}$. We stress that our algorithm is essentially the same as the iterative slicer of [SFS09], but with a different selection strategy. The advantage of our selection process over the greedy method of [SFS09] is primarily theoretical: it allows to prove termination in single exponential time. Much work still needs to be done in order to better understand the practical impact of using different selection strategies within the algorithm of [SFS09].

**Computing the Voronoi cell**

We have sketched how to solve CVPP, given the Voronoi cell of the lattice. This leaves us with the problem of computing the Voronoi cell, a task typically considered even harder than CVP. To this end, we use a method of [AEVZ02] to compute the Voronoi cell of a lattice $\Lambda$, making $2^n$ calls to a CVPP oracle for the same lattice $\Lambda$. We combine this with a standard rank reduction procedure implicit in enumeration algorithms [Kan87, HS07]. This procedure allows to solve CVPP in a lattice $\Lambda$ of rank $n$ making only $2^{O(n)}$ calls to a CVPP oracle for a properly chosen sub-lattice $\Lambda'$ of rank $n - 1$, which can be found in polynomial time. Combining all the pieces together we obtain an algorithm that computes the Voronoi cell of a lattice $\Lambda$ by building a sequence of lattices $\Lambda_1 \subset \Lambda_2 \subset \cdots \subset \Lambda_n = \Lambda$ with $\text{rank}(\Lambda_i) = i$, and iteratively computing the Voronoi cell of $\Lambda_{i+1}$ using the previously computed Voronoi cell of $\Lambda_i$. Since each $\mathcal{V}(\Lambda_i)$ can be computed from $\mathcal{V}(\Lambda_{i-1})$ in time $2^{O(n)}$ (by means of $2^{O(n)}$ CVPP computations, each taking $2^{O(n)}$ time), the total running time is $2^{O(n)}$.

**Organization**

The rest of the paper is organized as follows. In the next subsection we mention some additional related work. In Section 2 we give some background about lattices. In Section 3 we present some preliminary results on the geometry of the Voronoi cell that will play an important role in the design and analysis of our algorithms. In Section 4 we present the basic variant of our algorithm with complexity
\(\hat{O}(2^{3.5n})\), while in Section 5 we show how to improve the time complexity to \(\hat{O}(2^{2n})\). Finally, Section 6 concludes with a discussion of open problems and directions for future research.

1.2 Related work

A preliminary version of this work appears in the proceedings of STOC 2010 [MV10a]. Most relevant work has already been described in the introduction. Here we mention a few more related papers. The closest vector problem with preprocessing has been investigated in several papers [Mic01a, FM03, Reg04, CM06, AKKV12, KPV12], mostly with the goal of showing that CVP is NP-hard even for fixed families of lattices, or devising polynomial time approximation algorithms (with super-polynomial time preprocessing).

In summary, CVPP is NP-hard to approximate for any constant factors [AKKV12] (and quasi NP-hard for certain sub-polynomial factors [KPV12]), and it can be approximated in polynomial time within a factor \(O(\sqrt{n} / \log n)\) [AR05], at least in its distance estimation variant. In this paper we use CVPP mostly as a building block to give a modular description of our CVP algorithm. We use CVPP to recursively implement the preprocessing function, and then solve the actual CVP instance.

The problem of computing the Voronoi cell of a lattice is of fundamental importance in many mathematics and communication theory applications. There are several formulations of this problem. In this paper we consider the problem of generating the list of facets ((\(n-1\))-dimensional faces) of the Voronoi cell, as done also in [AEVZ02, SFS09]. Sometimes one wants to generate the list of vertices (i.e., zero dimensional faces), or even a complete description including all faces in dimension 1 to \(n-1\). This is done in [VB96, SSV09], but it is a much more complex problem, as in general the Voronoi cell can have as many as \((n+1)! = n^{O(n)}\) vertices, so they cannot be computed in single exponential time.

A related problem is that of computing the covering radius of a lattice, i.e., the radius of the smallest sphere containing the Voronoi cell. Our CVP algorithm allows to approximate the covering radius within a factor 2 in single exponential time using a (randomized polynomial time) reduction from [GMR05]. In principle, our Voronoi cell computation algorithm could also be used to compute the exact value of the covering radius by enumerating all the vertices of the Voronoi cell and selecting the longest. However, this would not lead to a single exponential time algorithm because the number of vertices of a Voronoi cell can be as large as \(n^{\Omega(n)}\). No NP-hardness proof for the covering radius problem in the \(\ell_2\) norm is known (but see [HR06] for NP-hardness results in \(\ell_p\) norm for large \(p\)). Still, the problem seems quite hard: the covering radius problem is not even known to be in NP, and it is conjectured to be \(\Pi_2\)-hard [Mic04, GMR05] for small approximation factors. Counting the number of vertices of the Voronoi cell [SSV09] or the number of lattice points of a given length [Cha07] is also known to be \#P-hard.

In this paper we only consider lattice problems with respect to the Euclidean norm \(\ell_2\). By linearily, all results trivially extend to ellipsoidal norms. Recently, [DPV11] gave a simple deterministic reduction from SVP to any \(\ell_p\) norm to a single exponential number of CVP computations in the Euclidean norm. Together with our CVP algorithm, this yields a deterministic single exponential time solution to SVP, generalizing our SVP result from \(\ell_2\) to any \(\ell_p\) norm.\footnote{In fact, [DPV11] shows how to solve SVP with respect to any norm, not just \(\ell_p\), but the general reduction for arbitrary norms is randomized, and results in a probabilistic SVP algorithm.}

The methods of [DPV11] only provide exact solution to SVP, and the problem of generalizing our CVP result from \(\ell_2\) (or ellipsoidal) to other norms (even using randomized algorithms) remains open.

2 Preliminaries

In this section we give some background about lattices. For a more in-depth introduction to lattices and algorithmic problems associated with them, see [MG02, NV09]. The \(d\)-dimensional Euclidean space is denoted \(\mathbb{R}^d\). We use bold lower-case letters (e.g., \(\mathbf{x}\)) to denote vectors, and bold upper-case letters (e.g., \(\mathbf{B}\)) to denote matrices. The \(i\)th coordinate of \(\mathbf{x}\) is denoted \(x_i\). For a set \(S \subseteq \mathbb{R}^d\), \(\mathbf{x} \in \mathbb{R}^d\) and \(a \in \mathbb{R}\), let \(S + \mathbf{x} = \{ \mathbf{y} + \mathbf{x} : \mathbf{y} \in S \}\) and \(aS = \{a \mathbf{y} : \mathbf{y} \in S \}\). The Euclidean (or \(\ell_2\)) norm of a vector \(\mathbf{x} \in \mathbb{R}^d\) is \(\|\mathbf{x}\| = (\sum_i x_i^2)^{1/2}\), and the associated distance is \(\text{dist}(\mathbf{x}, \mathbf{y}) = \|\mathbf{x} - \mathbf{y}\|\). The linear space spanned by a set
Lattices

A lattice $\Lambda$ is the set of all integer linear combinations of the basis vectors. (See Figure 2 for a 2-dimensional example.) A basis can be represented by the matrix $B = [b_1, \ldots, b_n] \in \mathbb{R}^{d \times n}$ having the basis vectors as columns. The lattice generated by $B$ is denoted $L(B)$. Notice that $L(B) = \{Bx : x \in \mathbb{Z}^n\}$, where $Bx$ is the usual matrix-vector multiplication. A sub-lattice of $L(B)$ is a lattice $L(S)$ such that $L(S) \subseteq L(B)$. We use the convention that when a basis matrix $B_n$ is written with a subscript, the subscript $n$ represents the dimension of the lattice, i.e., the number of basis vectors $B_n = [b_1, \ldots, b_n]$. When the same matrix is used with a different subscript $k \leq n$, it represents the basis $B_k = [b_1, \ldots, b_k]$ of the sublattice generated by the first $k$ vectors of $B_n$. The Gram-Schmidt orthogonalization of a basis $B_n$ is the sequence of vectors $b_1^*, \ldots, b_n^*$, where $b_i^* = \pi_{b_1,\ldots,b_{i-1}}(b_i)$ is the component of $b_i$ orthogonal to span($B_{i-1}$).

Two fundamental quantities associated to any lattice $\Lambda$ are its minimum distance $\lambda(\Lambda) = \inf_{x \in \Lambda \setminus \{0\}} \|x\|$ and covering radius $\mu(\Lambda) = \sup_{x \in \text{span}(\Lambda)} \inf_{v \in \Lambda} \text{dist}(t, x)$. The dual $\Lambda^\perp$ of a lattice $\Lambda$ is the set of all the vectors $x$ in the linear span of $\Lambda$ that have integer scalar product $\langle x, y \rangle = \sum_i x_i \cdot y_i \in \mathbb{Z}$ with all lattice vectors $y \in \Lambda$. Banaszczyk's transference theorem shows that the minimum distance and covering radius of a lattice and its dual are related by the bound $1 \leq 2\lambda(\Lambda) \cdot \mu(\Lambda^\perp) \leq n$.

The following classical lattice algorithms are used in this paper. The Nearest Plane algorithm, on input a basis $B$ and a target vector $t$, finds a lattice point $v \in L(B)$ such that $\|v - t\| \leq (1/2) \sqrt{\sum_i \|b_i^*\|^2}$.
The LLL basis reduction algorithm \[\text{LLL82}\], on input a lattice basis, outputs a basis for the same lattice such that \(\|b_{i+1}\|^2 \geq \|b_i\|^2/2\) for all \(i\). (LLL reduced bases have other properties, but this is all we need here.) Both algorithms run in polynomial time.

In Section 5 we also need block reduction algorithms \[\text{GN08 Sch87}\] to compute bases with stronger reduction properties than LLL. In particular, we use the slide reduction algorithm of \[\text{GN08}\], which, for any “block size” parameter \(k \leq n\), requires a polynomial number of SVP computations on lattices of dimension at most \(k\). As for LLL, the exact definition of slide reduced basis is not relevant here, and all we need to know is that the first vector of a slide reduced basis satisfies \(\|b_1\| \leq O(k^{(n-k)/(k-1)}) \cdot \lambda(L(B_n))\). This is proved in \[\text{GN08}\] assuming that the lattice dimension \(n\) is an integer multiple of the block size \(k\), but it is easy to verify that the analysis in \[\text{GN08}\] works for any \(n\), yielding the bound \(\|b_1\| \leq O(k^{(k[n/k]-k)/(k-1)}) \cdot \lambda(L(B_n))\).

(Notice that this more general bound specializes to \(O(k^{(n-k)/(k-1)})\) when \(n/k\) is an integer.) We will use the slide reduction algorithm of \[\text{GN08}\] with block size \(k = \lceil n/2 \rceil\), which yields a basis \(B_n\) satisfying \(\|b_1\| \leq O(n) \cdot \lambda(L(B_n))\). Combining this bound with Banaszczyk’s transference theorem \[\text{Ban98}\] we obtain \(\|b_1\| \cdot \mu(L(B_n)^\dagger) \leq O(n^2)\). Equivalently, applying the slide reduction algorithm to the dual lattice \(\Lambda^\dagger\), rather than \(\Lambda\), one obtains a basis \(B_n\) for \(\Lambda = L(B_n)\) such that \(\mu(L(B_n))) / \|b_n^*\| \leq O(n^2)\). Finally, we observe that (similarly to LLL) if a basis \(B_n = [b_1, \ldots, b_n]\) is slide reduced, then also the projection of \(B\) onto the orthogonal complement of \(B_i = [b_1, \ldots, b_i]\) is also slide reduced (for any \(i\) and the same block size \(k\).) In particular, applying the reduction algorithm with \(k = \lceil n/2 \rceil\) to the dual lattice, one obtains a basis \(B_i\) such that \(\mu(L(B_i))) / \|b_i^*\| \leq O(n^2)\) for all \(i\). In the rest of the paper we use directly the last inequality as summarized in the following lemma, without any further reference to the dual lattice or Banaszczyk’s theorem. For a full description of the slide reduction algorithm and the relation between the primal and dual lattice bases the reader is referred to \[\text{GN08}\].

**Lemma 2.1 (Implicit in \[\text{GN08}\])** There is a polynomial time algorithm that on input an \(n\)-dimensional lattice, and given oracle access to a procedure to solve SVP in lattices up to dimension \(\lceil n/2 \rceil\), outputs a basis \(B = [b_1, \ldots, b_n]\) for the same lattice such that \(\mu(L([b_1, \ldots, b_n])) / \|b_i^*\| \leq O(n^2)\) for all \(i = 1, \ldots, n\).

**Lattice problems** In this paper we are mostly concerned with the Closest Vector Problem (CVP) defined in the introduction: given a lattice basis \(B\) and a target vector \(t\), find a lattice vector \(v \in L(B)\) that minimizes the distance \(\|t - v\|\). Our results give algorithms for several other lattice problems like the Shortest Vector Problem (SVP), Shortest Independent Vectors Problem (SIVP), Subspace Avoiding Problem (SAP), the Generalized Closest Vector Problem (GCVP), and the Successive Minima Problem (SMP) considered in the lattice algorithms literature \[\text{BN09 Mic08}\]. The results for all problems other than CVP can be obtained obtained in a black-box way by (dimension preserving) reduction to CVP \[\text{Mic08}\], and we refer the reader to \[\text{GMSS99 BN09 Mic08}\] for details. Also, using our new algorithm to implement the SVP oracle within the block reduction algorithms of \[\text{GN08 Sch87}\], yields deterministic polynomial time approximations for SVP, SIVP, CVP, etc. within a factor \(2^{O(n \log \log n / \log n)}\). Previous polynomial time algorithms either used randomization, or achieved a weaker approximation factor \(2^{O(n \log \log n)^2 / \log n}\).

For simplicity we assume that the input lattices \(B \in \mathbb{Z}^{d \times n}\) and target vectors \(t \in \mathbb{Z}^d\) have integer entries with bit-size polynomial in the lattice dimension \(n\), and that the number of entries \(d\) in each vector is also polynomial in \(n\). This allows to express the complexity of lattice problems simply as a function of a single parameter, the lattice dimension \(n\). All the results in this paper can be easily adapted to the general case by introducing an explicit bound \(\log |b_{ij}| \leq M\) on the size of the entries, and letting the time and space complexity bounds depend polynomially on \(M\) and \(d\). We write \(f = \tilde{O}(g)\) when \(f(n)\) is bounded by \(g(n)\) up to polylogarithmic factors, i.e., \(f(n) \leq \log^c g(n) \cdot g(n)\) for some constant \(c\) and all sufficiently large \(n\).

**Coding conventions** In order to make the description of our algorithms both precise, but also intuitive and easy to understand and analyze, we have used pseudocode written whenever possible in a high level, mathematical/functional style. We use two different notations for variable assignments, \(x = \ldots\) for immutable variables that do not change their values during the execution, and \(x \leftarrow \ldots\) for destructive assignment in stateful computations where the value of \(x\) is updated. Iteration is often expressed as tail recursion,
in order to facilitate inductive proofs of correctness. Some of the loops are written in the form “for \( x \in A \) sorted by \( f(x) \), where \( x \) is a variable, \( A \) a set, and \( f(x) \) an integer or real valued function. This represents a loop over all elements of the set \( A \), in order of nondecreasing value of \( f(x) \). Enumerating the elements of \( A \) in order of nondecreasing value of \( f(x) \) is either straightforward, or (when \( A \) is finite) it can be easily achieved using any efficient sorting algorithm running in \( O(|A| \log |A|) \) time. The body of loops where the set \( A \) is (countably) infinite is executed indefinitely, until some exit condition is satisfied, and the function terminates by executing a “return” instruction.

3 The geometry of the Voronoi cell

The (open) Voronoi cell of a lattice \( \Lambda \) is the set

\[
\mathcal{V}(\Lambda) = \{ x \in \mathbb{R}^n : \forall v \in \Lambda \setminus \{0\}, \|x\| < \|x - v\| \}
\]

of all points that are closer to the origin than to any other lattice point. We also use the closed cell

\[
\bar{\mathcal{V}}(\Lambda) = \{ x \in \mathbb{R}^n : \forall v \in \Lambda, \|x\| \leq \|x - v\| \}
\]

which is the topological closure of \( \mathcal{V} \). We omit \( \Lambda \), and simply write \( \mathcal{V} \) or \( \bar{\mathcal{V}} \) when the lattice is clear from the context. The Voronoi cell of a lattice point \( v \in \Lambda \) is defined similarly, and equals \( v + \mathcal{V} \). (See Figure 1.) For any (lattice) point \( v \), define the half-space

\[
H_v = \{ x : \|x\| < \|x - v\| \}.
\]

We also use notation \( \bar{H}_v = \{ x : \|x\| \leq \|x - v\| \} \) for the closed half-space and \( H_v^c = \bar{H}_v \setminus H_v = \{ x : \|x\| = \|x - v\| \} \) for the associated hyperplane. Clearly, \( \mathcal{V} \) is the intersection of \( H_v \) for all \( v \in \Lambda \setminus \{0\} \). However, it is not necessary to consider all such \( H_v \). The minimal set of lattice vectors \( V \) such that \( \mathcal{V} = \bigcap_{v \in \mathcal{V}} H_v \) is called the set of (Voronoi) relevant vectors and it is denoted \( V(\Lambda) \). The Voronoi cell \( \mathcal{V} \) is a polytope, and the Voronoi relevant vectors are precisely the centers of the \( (n-1) \)-dimensional facets of \( 2\mathcal{V} \). The following observation connects the Voronoi cell, solving CVP and finding shortest vectors in lattice cosets \( \Lambda + t \). (See Figure 3.) These formulations of CVP will be used interchangeably throughout the paper.

Observation 3.1 Let \( \Lambda \) be a lattice, \( \mathcal{V} \) its Voronoi cell and \( t, t' \) two vectors. The following statements are equivalent:

1. \( t' \) is a shortest vector in the coset \( \Lambda + t \)
2. \( t' \) belongs to \( (\Lambda + t) \cap \bar{\mathcal{V}} \).
3. \( v = t - t' \in \Lambda \) is a lattice vector closest to \( t \).

Proof: We prove that the three statements are equivalent by demonstrating the chain of implications 1 \( \rightarrow \) 2, 2 \( \rightarrow \) 3 \( , \) 3 \( \rightarrow \) 1. We start with the implication 1 \( \rightarrow \) 2. Assume \( t' \) belongs to \( \Lambda + t \) and it is a shortest vector within this set. Notice that for all \( w \in \Lambda \), \( t' - w \in \Lambda + t \). Therefore \( \|t'\| \leq \|t' - w\| \) for all \( w \in \Lambda \), which is exactly the definition of the closed Voronoi cell. So \( t' \in \bar{\mathcal{V}} \).

Next, we prove 2 \( \rightarrow \) 3. If \( t' \in (\Lambda + t) \cap \bar{\mathcal{V}} \), then \( v = t - t' \) is a lattice vector and \( t = v + t' \in \bar{\mathcal{V}} + v \). By definition of the Voronoi cell, \( v \) is a lattice vector closest to \( t \).

Finally, we show that 3 \( \rightarrow \) 1. If \( v \) is a lattice vector closest to \( t \), then \( \|t - v\| \leq \|t - w\| \) for all \( w \in \Lambda \). Notice that \( \{ t - w : w \in \Lambda \} = \Lambda + t \), so \( t' = t - v \) is a shortest vector in the coset \( \Lambda + t \). 

Our algorithms for computing the Voronoi cell of a lattice are based on the following classical theorem of Voronoi.

Theorem 3.2 (Voronoi, see [CS98]) Let \( \Lambda \) be a lattice and \( v \in \Lambda \) any lattice vector. Then \( v \) is Voronoi relevant if and only if \( \pm v \) are the only two shortest vectors in the coset \( 2\Lambda + v \).
Figure 3: (Left) Finding a lattice point $v$ closest to a target $t$ is equivalent to finding a point $t' \in t + \Lambda$ that belongs to the Voronoi cell of the lattice (shaded). If $t'$ is in the Voronoi cell, then $v = t - t'$ is the lattice point closest to $t$. (Right) Coset formulation of the Closest Vector Problem: given a lattice $\Lambda$ and a target $t$, find a shortest vector $t'$ in the lattice coset $t + \Lambda$. The vector $t'$ is shortest in the coset $t + \Lambda = t' + \Lambda$ if and only if it belongs to the Voronoi cell of the lattice.

In order to analyze the faster algorithm in Section 5 we also need the following theorem of Horváth about the lattice points on the boundary of $2\overline{V}$.

**Theorem 3.3 ([Hor96, Thm. 4])** For any lattice $\Lambda$, any lattice point $u \in \Lambda$ on the boundary of $2\overline{V}(\Lambda)$ can be written as a sum of mutually orthogonal relevant vectors.

In the rest of this section we prove several geometric and combinatorial properties of lattices and their Voronoi cells that will be used in the design and analysis of our algorithms. We start from two simple symmetries of the Voronoi cell.

**Lemma 3.4** Let $\overline{V}$ be the closed Voronoi cell of a lattice $\Lambda$ and $t \in \overline{V}$ a point of the closed Voronoi cell that lies on the hyperplane $H_0 = \{t : \|t\| = \|t - v\|\}$ defined by $v \in \Lambda$. Then $t - v \in \overline{V}$ also belongs to the Voronoi cell.

**Proof:** By Observation 3.1 (with $t' = t$) we get that $t \in \overline{V}$ is a shortest vector in the coset $\Lambda + t$. Notice that the cosets $\Lambda + t - v$ and $\Lambda + t$ are identical because $v \in \Lambda$. Also, by assumption, $\|t - v\| = \|t\|$. We conclude that $t - v$ too is a shortest vector in the coset $\Lambda + (t - v)$ and by Observation 3.1 it belongs to $\overline{V}$.

**Lemma 3.5** Let $x, y, z, u \in \overline{V}$ be four points in the Voronoi cell of a lattice $\overline{V} = \overline{V}(\Lambda)$ such that $z$ belongs to the segment joining $x$ and $y$ (i.e., $z = \delta \cdot x + (1 - \delta)y$ for some $0 < \delta < 1$) and $z - u \in \Lambda$. Then, $u + y - z \in \overline{V}$.

**Proof:** Let $v = z - u \in \Lambda$. By convexity, since $x, y \in \overline{V} \subseteq H_v$, we also have $z \in \overline{V} \subseteq H_v$, i.e., $\|z\| \leq \|z - v\|$. Since $z - v = u \in \overline{V} \subseteq H_{-v}$, we also have $\|z - v\| \leq \|(z - v) - (-v)\| = \|z\|$. So, $\|z\| = \|z - v\|$. Notice that if $y \in H_\psi$ belonged to the interior of the halfspace, then also $z$ would be in $H_\psi = H_\psi \setminus H_\psi^\circ$. Since $z$ is on the hyperplane $H_\psi^\circ = \{z : \|z\| = \|z - v\|\}$, it must be $y \in H_\psi^\circ$ too, and by Lemma 3.4 the point $y - v = y + u - z$ belongs to $\overline{V}$.
The main step to reduce the norm of the vectors in our CVPP algorithm is based on the following lemma. The lemma admits a natural geometric interpretation. (See Figure 4 (Left).) The quantity $\alpha = \max_{v \in V(\Lambda)} 2\langle t, v \rangle / \|v\|^2$ is the smallest positive real such that $t \in \alpha V$. So, the vector $t$ belongs to the boundary of $\alpha V$. The relevant vector $v \in \Lambda$ achieving the maximum $\alpha = 2\langle t, v \rangle / \|v\|^2$ is the one corresponding to the facet of $\alpha V$ that $t$ belongs to. For example, in Figure 4 (Left), the relevant vector that maximizes $\alpha$ for the point $t = t_0$ is $v_2$, while the relevant vector that maximizes $\alpha$ for $t_1$ is $v_4$. The next lemma states that if we subtract $v_2$ from $t$ (or $v_4$ from $t_1$), we get a strictly shorter vector that still belongs to $\alpha V$.

**Lemma 3.6** For all $t \notin \hat{V}(\Lambda)$, if $v \in V(\Lambda)$ is a relevant vector that maximizes the quantity $\alpha = 2\langle t, v \rangle / \|v\|^2$, then $\|t - v\| < \|t\|$, and $t - v \in \alpha \hat{V}(\Lambda)$.

**Proof:** Let $v \in V(\Lambda)$ be such that $\alpha = 2\langle t, v \rangle / \|v\|^2$ is maximized. Then, for all $u \in V(\Lambda)$ we have $2\langle t, u \rangle / \|u\|^2 \leq \alpha$, or equivalently $\|t\| \leq \|t - \alpha u\|$, i.e., $t \in \hat{V}(\alpha \Lambda)$. Since $t \notin \hat{V}(\Lambda)$, it must be $\alpha > 1$. From $\alpha = 2\langle t, v \rangle / \|v\|^2$ we also get that $\|t\| = \|t - \alpha v\|$, i.e., $t$ is on the hyperplane $H_{2V}$. Therefore, by Lemma 3.4 (applied to lattice $\alpha \Lambda$) $t - \alpha v$ belongs to $\hat{V}(\alpha \Lambda)$. Given that both $t$ and $t - \alpha v$ are in $\hat{V}(\alpha \Lambda)$ and $\alpha > 1$, by convexity of the Voronoi cell we have that $t - v$ is also in $\hat{V}(\alpha \Lambda)$. Finally, using $2\langle t, v \rangle = \alpha \|v\|^2$, we get $\|t - v\|^2 = \|t\|^2 + \|v\|^2 - 2\langle t, v \rangle = \|t\|^2 - (\alpha - 1)\|v\|^2 < \|t\|^2$, where we have used the fact that $\alpha > 1$ and $v \neq 0$. ■

The next lemma shows that the vectors of a lattice coset $t + \Lambda_n$ inside a scaled Voronoi cell $k\hat{V}(\Lambda_n)$ belong to at most $k^n$ distinct spherical shells $S_\alpha = \{x : \|x\| = \alpha\}$.

**Lemma 3.7** For any lattice $\Lambda_n$, vector $t$, integer $k \geq 1$ and $U \subseteq (t + \Lambda_n) \cap k\hat{V}(\Lambda_n)$, we have $|\{\|u\| : u \in U\}| \leq k^n$.

**Proof:** By Observation 3.1 (applied to the scaled lattice $k\Lambda_n$ and its Voronoi cell $V(k\Lambda_n) = k \cdot V(\Lambda_n)$) for any vector $v$, all the points in $(k\Lambda_n + v) \cap (k\hat{V})$ have the same euclidean norm. Since $\Lambda_n + t$ can be partitioned in precisely $k^n$ cosets of the form $k\Lambda_n + v$ with $v \in \Lambda_n + t$, and all vectors from $V(k\Lambda_n)$ in each coset belong to the same shell, the total number of shells is at most $k^n$. ■

In particular, when $k = 1$, all points in $U = (\Lambda + t) \cap \hat{V}(\Lambda)$ are all on the same shell, as we already knew from Observation 3.1. The last lemma give some additional properties of the vectors in $U$.

**Lemma 3.8** For any lattice $\Lambda$, target vector $t$ and any two vectors $u, u'$ in the set $U = (\Lambda + t) \cap \hat{V}(\Lambda)$, there is a set of (mutually orthogonal) relevant vectors $v_1, \ldots, v_k \in V(\Lambda)$ such that $u' = u + \sum_{i=1}^k v_i$ and $u + \sum_{i \in S} v_i \in U$ for all $S \subseteq \{1, \ldots, n\}$.

**Proof:** The proof proceeds in two steps. First we show that for any such $u, u'$, there is a set of $k \leq n$ mutually orthogonal relevant vectors $v_1, \ldots, v_k \subseteq V(\Lambda)$ such that $u' = u + \sum_{i=1}^k v_i$. Next, we show that whenever there is such a set of mutually orthogonal relevant vectors, $u + \sum_{i \in S} v_i \in U$ for all $S \subseteq \{1, \ldots, n\}$.

By Observation 3.1, $u, u'$ are both shortest vectors of $\Lambda + t$. In particular, they have the same length $\|u\| = \|u'\|$. Their difference $u - u'$ belongs to $\Lambda$ because $u, u' \in \Lambda + t$ are in the same lattice coset. Also, $u - u' \in \hat{V} - \hat{V} = 2\hat{V}$. Therefore, $u - u' \in \Lambda \cap 2\hat{V}$, and we may also assume that $u - u' \neq 0$ because otherwise the statement is trivial. Since the only lattice point in the open cell $2\hat{V}$ is the origin, $u - u'$ belongs to the boundary $2\hat{V} \setminus 2\hat{V}$ and by Theorem 3.3 there exists a subset $\{v_1, \ldots, v_k\} \subseteq V(\Lambda)$ of mutually orthogonal relevant vectors such that $u' = u + \sum_{i=1}^k v_i$. Since (nonzero) mutually orthogonal vectors are linearly independent, it must be $k \leq n$. This concludes the first part of the proof.

For the second part, we prove, by induction on $k$, that if there are $k$ mutually orthogonal relevant vectors such that $u' = u + \sum_{i=1}^k v_i$, then $u_s = u + \sum_{i \in S} v_i \in U$ for all $S \subseteq \{1, \ldots, n\}$. If $S = \emptyset$, then $u_s = u \in U$, and the statement is true. So, assume $S \neq \emptyset$, let $i \in S$ and define $S' = S \setminus \{i\}$. Below we prove that $u'' = u + v_i \in U$. Since $u' = u'' + \sum_{j \neq i} v_j$, it follows by induction that $u + \sum_{j \in S'} v_j = u'' + \sum_{j \in S'} v_j \in U$.
We need to show that $u + v_i$ belongs to $U$. Using the orthogonality of the relevant vectors $v_1, \ldots, v_k$, we get

$$\sum_{i=1}^{k} \|u + v_i\|^2 = k \cdot \|u\|^2 + 2\langle u, \sum_{i=1}^{k} v_i \rangle + \left\| \sum_{i=1}^{k} v_i \right\|^2$$

$$= (k - 1) \cdot \|u\|^2 + \left\| u + \sum_{i=1}^{k} v_i \right\|^2$$

$$= (k - 1) \cdot \|u\|^2 + \|u'\|^2 = k \cdot \|u\|^2.$$

Notice that the vectors $u + v_i$ are in $\Lambda + t$, and by the minimality of $\|u\|$, their norm is at least $\|u + v_i\| \geq \|u\|$. We conclude that $\|u + v_i\| = \|u\|$ for all $i$. So the vectors $u + v_i$ are also shortest vectors of $\Lambda + t$, and by Observation 3.1 they belong to $U$. \qed

## 4 The basic algorithm

In this section we describe and analyze a $\tilde{O}(2^{3.5n})$-time algorithm for computing the Voronoi cell of a lattice and solving several related lattice problems. The pseudocode is given by a collection of functions in Algorithms 1, 2 and 3. The running time is improved to $\tilde{O}(2^n)$ in Section 5. We describe the slower algorithm first as it allows for a more modular description, it better illustrates the connections with previous work, and the faster algorithm uses it to preprocess the lattice. The algorithm presented in this section has three components:

1. A $\tilde{O}(2^{2n})$-time algorithm to solve the closest vector problem with preprocessing (CVPP), where the output of the preprocessing function is the Voronoi cell of the input lattice, described as the list of relevant vectors.

2. A preprocessing function and rank reduction procedure such that for any lattice basis $B_n$ produced by the preprocessing function, and for any $k \leq n$, the rank reduction procedure solves CVP in $\Lambda_k = L(B_k)$ making at most $2^{k/2}$ calls to a CVP oracle for the lower-dimensional sublattice $\Lambda_{k-1} = L(B_{k-1})$.

3. A reduction from the problem of computing the Voronoi cell of a lattice $\Lambda_n$ to $2^n$ CVP computations, all on the same input lattice $\Lambda_n$.

These three components are described and analyzed in Subsections 4.1, 4.2, 4.3. In Subsection 4.3 we also show how these components are combined together into an algorithm for Voronoi cell computation with running time $\tilde{O}(2^{3.5n})$.

Notice that the rank reduction procedure immediately gives a recursive algorithm to solve CVP (and, by reduction, also compute the Voronoi cell) for arbitrary lattices. However, the obvious way to turn the rank reduction procedure into a recursive program results in an algorithm with $2^{O(n^2)}$ running time. This is because each time the rank of the input lattice is reduced by 1, the number of recursive invocations gets multiplied by $2^{O(n)}$. We use the CVPP algorithm to give a more efficient transformation. The idea is to compute the Voronoi cells of all sub-lattices $\Lambda_k = L(B_k)$ sequentially for $k = 1, \ldots, n$, where $B_n$ is the lattice basis produced by the preprocessing function. Each Voronoi cell $V(\Lambda_k)$ is computed by (rank) reduction to $2^{O(k)}$ CVP computations in the lower-dimensional lattice $\Lambda_{k-1}$. In turn, these CVP computations are performed using the CVPP algorithm with the help of the previously computed Voronoi cell $V(\Lambda_{k-1})$. This allows to compute all the Voronoi cells $V(\Lambda_k)$ (for $k = 1, \ldots, n$) in time $\sum_{k=1}^{n} 2^{O(k)} = 2^{O(n)}$.

### 4.1 CVP with preprocessing

We give a $\tilde{O}(2^n \cdot |V_n|)$-time algorithm to solve the closest vector problem with preprocessing, given as input the list $V_n$ of Voronoi relevant vectors of a lattice $\Lambda_n$. Throughout this section, we use the coset formulation
Algorithm 1: Single exponential time algorithm for CVPP

function CVPP2(t, Vn)
\[ \alpha = 2 \max_{v \in V_n} \frac{\langle t, v \rangle}{\|v\|^2} \]
if \( \alpha > 1 \) then
\[ t' = CVPP2(t, \lfloor \alpha/2 \rfloor V_n) \]
return CVPP2(t', Vn)
else return t

function CVPP2(t, Vn)
\[ v = \arg\max_{v \in V_n} 2\langle t, v \rangle/\|v\|^2 \]
if \( 2\langle t, v \rangle/\|v\|^2 \leq 1 \) then return t
else return CVPP2(t - v, Vn)

Figure 4: (Left) An execution of the CVPP2 algorithm. The gray points are the vectors of a lattice \( \Lambda \). The shaded area is the Voronoi cell of the lattice. The lattice vectors \( v_2 = b_1 \) and \( v_4 = -b_2 \) are Voronoi relevant vectors. On input a vector \( t \) that belongs to twice the Voronoi cell of the lattice, the algorithm computes a sequence of points in the coset \( t + \Lambda \) (black points), repeatedly subtracting properly chosen relevant vectors: \( t_1 = t_0 - v_2, t_2 = t_1 - v_4 \). (Right) The CVPP problem for arbitrary targets \( t \) is solved by considering integer multiples of the lattice \( c\Lambda \) so that \( t \) belongs to twice the Voronoi cell of \( c\Lambda \), and using CVPP2 repeatedly to bring \( t \) inside smaller and smaller integer multiples of the Voronoi cell: \( t_0 \in 2\tilde{V}(4\Lambda), t_1 \in 2\tilde{V}(2\Lambda), t_2 \in 2\tilde{V}(\Lambda) \) and \( t_3 \in \tilde{V}(\Lambda) \). The lattice point closest to the target \( t \) is \( t = t_3 = 3b_1 + 2b_2 \).

Lemma 4.1: Given the list \( V_n = V(\Lambda_n) \) of relevant vectors of an \( n \)-dimensional lattice \( \Lambda_n \), and a target point \( t \in 2\tilde{V}(\Lambda_n) \), the CVPP2 function from Algorithm 1 finds a vector in \( (t + \Lambda_n) \cap \tilde{V}(\Lambda_n) \) in time \( \tilde{O}(|V_n| \cdot 2^n) \leq \tilde{O}(2^{2n}) \).

Proof: Function CVPP2(t, Vn) first finds the relevant vector \( v \in V_n \) that maximizes the quantity \( \alpha = 2\langle t, v \rangle/\|v\|^2 \). If \( \alpha \leq 1 \), then all vectors \( w \in V_n \) satisfy \( 2\langle t, w \rangle \leq \|w\|^2 \), or, equivalently, \( \|t\| \leq \|t - w\| \). So, the input vector \( t \) belongs to the Voronoi cell of the lattice, and the function correctly returns \( t \). If \( \alpha > 1 \),
then the function recursively invokes $\text{CVPP2}(t', V_n)$ on target vector $t' = t - v \in t + \Lambda_n$. Notice that $\alpha \leq 2$ because $t \in 2\hat{V}(\Lambda_n)$. Moreover, by Lemma 3.6 the new target satisfies $t' \in \alpha \hat{V}(\Lambda_n) \subseteq 2\hat{V}(\Lambda_n)$. So, $t'$ is a valid input to $\text{CVPP2}$, and the correctness of the function immediately follows by computational induction, provided the recursion terminates.

It remains to bound the running time. Each recursive invocation of $\text{CVPP2}$ takes time $\tilde{O}(|V_n|)$ to scan the list $V_n$ and select the vector $v$. Moreover, from Lemma 3.6 we know that $\|t'\| < \|t\|$. So, the input vectors $t$ passed to successive invocations of $\text{CVPP2}$ have strictly decreasing euclidean norm. Since they all belong to $(t + \Lambda_n) \cap 2\hat{V}(\Lambda_n)$, it follows from Lemma 3.7 (with $k = 2$) that the number of recursive invocations of $\text{CVPP2}$ is bounded by $2^n$. This gives a total running time of $\tilde{O}(2^n \cdot |V_n|)$.

Theorem 4.2 On input the list $V_n = V(\Lambda_n)$ of relevant vectors of an $n$-dimensional lattice $\Lambda_n$ and a target point $t$, the CVPP function from Algorithm 1 finds a vector in $(t + \Lambda_n) \cap \hat{V}(\Lambda_n)$ in time $\tilde{O}(|V_n| \cdot 2^n) \leq \tilde{O}(2^{2n})$.

Proof: Let $V_n = V(\Lambda_n)$ be the relevant vectors of the input lattice. Function $\text{CVPP}(t, V_n)$ starts by computing the smallest value $\alpha$ such that $t \in \alpha \hat{V}(\Lambda_n)$. If $\alpha \leq 1$, then the vector $t$ belongs to the Voronoi cell $\hat{V}(\Lambda_n)$, and the function correctly returns $t$. If $\alpha > 1$, then the function invokes $\text{CVPP2}(t, [\alpha/2] V_n)$. Consider the scaled sublattice $\Lambda'_n = \alpha' \Lambda_n \subseteq \Lambda_n$ for $\alpha' = [\alpha/2]$. Notice that $t \in \alpha \hat{V}(\Lambda_n) \subseteq 2\alpha' \hat{V}(\Lambda_n) = 2\hat{V}(\Lambda_n)$. So, $(t, \alpha' V_n)$ is a valid input to function $\text{CVPP2}$ which (by Lemma 4.1) correctly returns a vector $t' \in t + \Lambda'_n \subseteq t + \Lambda_n$ such that $t' \in \hat{V}(\Lambda'_n)$. It follows by computational induction that the recursive call $\text{CVPP}(t', V_n)$ returns the correct result.

Each recursive invocation of CVPP takes time $\tilde{O}(|V_n|)$ to scan the list $V_n$ and determine $\alpha$, plus the time to evaluate $\text{CVPP2}$, which, by Lemma 4.1, is $O(2^n \cdot |V_n|)$. So, the cost incurred for each recursive invocation of CVPP is $\tilde{O}(2^n \cdot |V_n|)$. In order to bound the depth of the recursion, we observe that the vector $t'$ returned by $\text{CVPP2}$ (and passed as input to the next invocation of CVPP) satisfies $t' \in \alpha' \hat{V}(\Lambda_n)$. Now, if $\alpha \leq 2^k$, then $\alpha' = [\alpha/2] \leq 2^{k-1}$. So, after at most $\lceil \log_2 \alpha \rceil$ recursive calls, CVPP is invoked on a vector $t$ such that $\alpha \leq 1$, terminating the recursion. Since $\alpha$ is polynomial in the euclidean length of the input vectors, the number of recursive calls is polynomial in $n$ (in fact, linear in $\log \|t\|$) and the total running time of CVPP is $\tilde{O}(2^n \cdot |V_n|)$.

We conclude this subsection with some remarks about the efficiency and implementation of our CVPP algorithm.

Remark 4.3 The algorithms CVPP and CVPP2 are space efficient, in the sense that they use very little memory, beside that required to store the input list $V_n$ of relevant vectors. The exponential space complexity of the main algorithm comes exclusively from the need to store the description of the Voronoi cells $V_k$ as intermediate results of the computation, for use with CVPP.

Remark 4.4 We assumed that the list $V_n$ given as input to CVPP and CVPP2 contains precisely the Voronoi relevant vectors only for simplicity. The algorithms still work even if they are given as input a larger list (such that $V(\Lambda_n) \subseteq V_n \subseteq \Lambda_n \setminus \{0\}$) that may contain other nonzero lattice vectors. This can be useful to avoid the use of the VFilter function in Section 4.3.

Remark 4.5 The target vector $t$ is only used to compute scalar products $(t, v)$ with lattice vectors $v \in V_n \subseteq \Lambda_n$, and these products are not affected by any component of the target $t$ orthogonal to the linear span of the lattice. So, while for simplicity one may project the target onto $\text{span}(V_n) = \text{span}(\Lambda_n)$ before invoking our CVPP/CVPP2 functions, this is not necessary, and Algorithm 1 works as described even when the target $t$ is not in $\text{span}(V_n) = \text{span}(\Lambda_n)$. 
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4.2 Rank reduction

We describe a procedure that, given a basis \( B_n \) for an \( n \)-dimensional lattice \( \Lambda_n \), reduces any CVP instance on lattice \( \Lambda_n = L(B_n) \), to a bounded number of CVP instances on the lower-dimensional sublattice \( \Lambda_{n-1} = L(B_{n-1}) \). The number of CVP subproblems is bounded by the quantity \( 1 + 2\mu(\Lambda_n)/\|b_k^*\| \) where \( \mu(\Lambda_n) \) is the covering radius of \( \Lambda_n \), so the efficiency of the reduction depends on the quality of the input basis. To make good use of the rank reduction procedure, we first preprocess the lattice basis, so that all the ratios \( \mu(\Lambda_k)/\|b_k^*\| \) are relatively small. The next lemma shows that the bound \( 2^{k/2} \) can be achieved simply by running the LLL basis reduction algorithm [LLL82].

**Lemma 4.6** Any LLL reduced basis \( B_n \) satisfies \( \mu(\Lambda_k)/\|b_k^*\| < 2^{(k-2)/2} \) for all \( k \leq n \), where \( \Lambda_k = L(B_k) \), and \( b_k^* \) is the component of \( b_k \) orthogonal to \( \text{span}(\Lambda_{k-1}) \).

**Proof:** Notice that the covering radius \( \mu(\Lambda_k) \) is at most \( \rho_k = \frac{1}{2} \sqrt{\sum_{i=1}^{k} \|b_i^*\|^2} \) because the set \( \{\sum_{i} \xi_i b_i^* : -\frac{1}{2} \leq \xi_i \leq \frac{1}{2} \} \) is a fundamental region of \( \Lambda_k \) and it is contained in a ball of radius \( \rho_k \). If \( B_n \) is LLL reduced then \( 2\|b_{i+1}^*\|^2 \geq \|b_i^*\|^2 \) for all \( i \) and, by induction, \( 2^{k-i}\|b_k^*\|^2 \geq \|b_i^*\|^2 \). Thus,

\[
\rho_k = \frac{1}{2} \sqrt{\sum_{i=1}^{k} \|b_i^*\|^2} \leq \frac{1}{2} \sqrt{\sum_{i=1}^{k} 2^{k-i}\|b_k^*\|^2} = \frac{1}{2} \sqrt{2^k - 1}\|b_k^*\| < 2^{(k-2)/2}\|b_k^*\|.
\]

From the above inequalities we conclude that if \( B_n \) is an LLL reduced basis for \( \Lambda_n \) then \( \mu(\Lambda_k)/\|b_k^*\| < 2^{(k-2)/2} \) for all \( k \leq n \).

The rank reduction procedure is described and analyzed in the following lemma. As in Section 4.1 we use the coset formulation of CVP.

**Lemma 4.7** On input a basis \( B_n \), a target vector \( t \), and a function CVP that on input a vector \( t \) returns a shortest vector in \( t + L(B_{n-1}) \), the function \( \text{RANKREDUCE} \) from Algorithm 3 finds a shortest vector in \( t + L(B_n) \) making at most \( h = 1 + \lceil 2\mu(\Lambda_n)/\|b_k^*\| \rceil \) calls to CVP.

**Proof:** Let \( \Lambda_n = L(B_n) \) be the input lattice and \( \Lambda_{n-1} = L(B_{n-1}) \) the lower dimensional sublattice generated by the first \( n-1 \) basis vectors. We want to find a shortest vector in the coset \( t + \Lambda_n \). This is accomplished by partitioning \( t + \Lambda_n \) into lower dimensional layers \((t + ib_n) + \Lambda_{n-1}\) indexed by \( i \in \mathbb{Z}_n \), and finding a shortest vector in each one of them using CVP. Details follow. Let \( \tau \) be the distance of \( t \) to the linear span of the lattice \( \text{span}(\Lambda_n) \) and \( \alpha \) the coefficient of \( t \) with respect to \( b_n \), as computed by \( \text{RANKREDUCE} \). (For simplicity, the reader may think of \( t \) as being in the linear span of the lattice, in which case \( \tau = 0 \).) The algorithm starts by setting \( r \leftarrow t \) to an arbitrary vector in the coset \( t + \Lambda_n \), and updates \( r \) whenever a shorter vector \( r' \in t + \Lambda_n \) is found. The main loop of the algorithm goes over (a subset of) all possible layers \((t + ib_n) + \Lambda_{n-1}\), and for each layer it computes a shortest vector in the lower dimensional coset \( r' \in (t + ib_n) + \Lambda_{n-1} \) using the CVP function. But before doing so, for each \( i \), the algorithm first computes the squared norm \( \ell_i^2 = (i + \alpha)^2 \cdot \|b_n^*\|^2 + \tau^2 \) of the shortest vector in the affine span of the layer \((t + ib_n + \text{span}(\Lambda_{n-1}))\). Clearly, \( \ell_i^2 \) is a lower bound on the squared norm of any point in \((t + ib_n) + \Lambda_{n-1})\). Notice that \( \ell_i^2 \) is a monotonically increasing function of \(|i + \alpha|\). So, as layers are considered in order of nondecreasing values of \(|i + \alpha|\), the quantity \( \ell_i^2 \) computed by the algorithm at iteration \( i \) is also a lower bound on the squared norm of any point in all the layers \((t + jb_n) + \Lambda_{n-1}\), yet to be considered in subsequent iterations. Therefore, if at any time \( \ell_i^2 \) is at least as large as the best solution \( \|r\|^2 \) found so far, \( r \) is an optimal solution the algorithm may immediately terminate with output \( r \). This proves the correctness of the algorithm.

We still need to bound the running time as a function of \( h' = \mu(\Lambda_n)/\|b_k^*\| \). We will show that the number of iterations performed by the algorithm is at most \( h = 1 + \lceil 2h' \rceil \). Let \( r \) be a shortest vector in \( t + \Lambda_n \), and let \( i \) be the index of the layer \((t + ib_n) + \Lambda_{n-1}\) containing \( r \). By definition of \( \ell_i^2 \), we have \( \|r\|^2 \geq \ell_i^2 \). But the squared norm of the shortest vector in \( t + \Lambda_n \) (or, equivalently, the squared distance of \( t \) to \( \Lambda_n \)) is at most the sum of the squared distance \( \tau^2 \) of \( t \) to the linear span of the lattice \( \Lambda_n \), and the squared covering radius
Algorithm 2 Finding relevant vectors by rank reduction

function RankReduce(t, B_n, CVP(·))
    \( \tau = \|\pi B_n(t)\| \)
    \( \alpha = (t, b_n^*)/(b_n^*, b_n^*) \)
    \( r \leftarrow t \)
    for \( i \in \mathbb{Z} \) sorted by \( |i + \alpha| \)
        \( \ell_i^2 = ((i + \alpha) \cdot \|b_n^*\|)^2 + \tau^2 \)
        if \( \ell_i^2 < \|r\|^2 \) then
            \( r' = \text{CVP}(t + i b_n) \)
            if \( \|r'\| < \|r\| \) then \( r \leftarrow r' \)
        else
            return \( r \)

function Preprocess(B)
    return LLL(B)

function VRevelant(B_n, V_{n-1})
    for \( c \in \{0,1\}^n \)
        \( t_c = \text{RankReduce}(B_n c, B_n, \text{CVP}(·, 2V_{n-1})) \)
    return \( \{t_c \mid c \in \{0,1\}^n\} \)

of the lattice \( \mu(\Lambda_n)^2 \). It follows that \( \mu(\Lambda_n)^2 + \tau^2 \geq \|r\|^2 \geq \ell_i^2 \), and \( \mu(\Lambda_n)^2 \geq \ell_i^2 - \tau^2 = (i + \alpha)^2\|b_n^*\|^2 \). So, \( |i + \alpha| \leq \mu(\Lambda_n)/\|b_n^*\| = h' \). Since there are at most \( h = 1 + \lfloor 2h' \rfloor \) integers within distance \( h' \) from any real \( \alpha \), we conclude that \( r \) (or some other point in \( t + \Lambda_n \) achieving the same norm) is found within the first \( h \) iterations of the loop. Conversely, after \( h \) iterations, the index \( j \) of the layer considered in the body of the loop must satisfy \( |j + \alpha| > h' \). So, \( \ell_j = (j + \alpha)^2\|b_n^*\|^2 + \tau^2 > (h')^2\|b_n^*\|^2 + \tau^2 = \mu(\Lambda_n)^2 + \tau^2 \geq \|r\|^2 \) and the loop terminates. This proves that the number of iterations (and calls to the CVP function) is at most \( h \). ■

4.3 Computing the Voronoi cell

In this section we show how to compute the Voronoi cell of an \( n \)-dimensional lattice \( \mathcal{L}(B_n) \), which immediately gives solutions to several other lattice problems. As discussed in the introduction, this is accomplished by computing the Voronoi cells of all sublattices \( \mathcal{L}(B_k) \) sequentially for \( k = 1, \ldots, n \). Following [AEVZ02], the Voronoi cell of each sublattice \( \mathcal{L}(B_k) \) is computed resorting to the characterization of the Voronoi relevant vectors given in Theorem 3.2. This leads to the formulation of the following problem: given a lattice \( \Lambda \), find a shortest vector in \( t + 2\Lambda \), for each \( t \in \Lambda \). The next lemma gives a straightforward solution to this problem, based on the CVPPP algorithm and rank reduction procedure from Subsections 4.1 and 4.2.

Lemma 4.8 Given a lattice \( \Lambda = \mathcal{L}(B_n) \) and the list of relevant vectors \( V_{n-1} = V(\Lambda_{n-1}) \) of \( \Lambda_{n-1} = \mathcal{L}(B_{n-1}) \), the function VRevelant of Algorithm 2 runs in time \( \tilde{O}(h \cdot 2^{2n}|V_{n-1}|) \) = \( \tilde{O}(h \cdot 3^n) \) where \( h = O(\mu(\Lambda_{n-1})/\|b_n^*\|) \), and outputs a list of \( 2^n \) lattice vectors containing a shortest vector from each coset \( t + 2\Lambda_n \) with \( t \in \Lambda_n \).

Proof: There are precisely \( 2^n \) cosets of the form \( t + 2\Lambda_n \) with \( t \in \Lambda_n \), and for any basis \( B_n \), a set of coset representatives is given by \( \{B_n c \mid c \in \{0,1\}^n\} \). The function VRevelant finds a shortest vector from each coset using RankReduce with the CVP function implemented using the CVPPP algorithm. The correctness of VRevelant immediately follows from Lemma 4.7 and Theorem 4.2. By the Lemma 4.7 each invocation of RankReduce makes at most \( h \) calls to CVP, and by Theorem 4.2 each call takes time \( \tilde{O}(2^n \cdot |V_{n-1}|) \). So, RankReduce runs in \( \tilde{O}(h \cdot 2^n|V_{n-1}|) \) time. Since VRevelant consists of \( 2^n \) RankReduce computations, the total time complexity is \( \tilde{O}(h \cdot 2^{2n}|V_{n-1}|) \). ■

It immediately follows from Theorem 3.2 that if \( U \) is the set of lattice vectors returned by VRevelant on input \( (B_n, V_{n-1}) \), then \( \pm U \) contains all the Voronoi relevant vectors of \( \mathcal{L}(B_n) \), among other nonrelevant lattice vectors. This is enough for most of the applications considered in this paper, but sometimes one may want a list containing precisely the relevant vectors of a lattice. For completeness, we give an algorithm that filters out the nonrelevant vectors from \( \pm U \), and returns a list \( V_n \) containing precisely the relevant vectors of the input lattice. The pseudocode is given as function VFilter in Algorithm 3 and it is analyzed in the following lemma. The two algorithms VRevelant and VFilter together allow to compute the list of Voronoi relevant vectors of a lattice, making \( 2^n \) calls to a CVP oracle for the same lattice. We remark that ours is just a simple variant of the algorithm already given in [AEVZ02], which directly computes a
The following two observations:

Section 5 to design faster algorithms.

We need to prove that each vector $u$ is a relevant vector, then every $v \in \Lambda_n \setminus \{0, u\}$, satisfies $\|2v - u\| > \|u\|$. To see this, notice that if $u$ is a relevant vector, then by Theorem 4.2 $\pm u$ are the only shortest vectors of $2\Lambda_n + u$. Since the vector $2v - u$ is in $2\Lambda_n + u$, it must be $\|2v - u\| > \|u\|$ unless $(2v - u) = \pm u$, or equivalently, $v \in \{0, u\}$.

If $u$ is not relevant, then there exists a relevant vector $v$ such that $\|v\| < \|u\|$ and $\|2v - u\| \leq \|u\|$. We prove the statement by contradiction. Assume that $u$ is not relevant and that for all relevant vectors $v$ either $\|v\| \geq \|u\|$ or $\|2v - u\| > \|u\|$. Notice that if $\|v\| \geq \|u\|$, then $\|2v - u\| \geq 2\|v\| - \|u\| > \|u\|$, with equality $\|2v - u\| = \|u\|$ if and only if $v = u$. But the latter is not possible because $v$ is relevant and $u$ is not. So, for all relevant vectors $v$ we have $\|2v - u\| > \|u\|$, or, equivalently, $\|u/2\| < \|u/2 - v\|$. This proves that $u/2$ is strictly closer to the origin than to any relevant vector $v$, i.e., $u/2$ is in the interior of the Voronoi cell $V(\Lambda_n)$. It follows from Observation 3.1 that 0 is the unique closest lattice vector to $u/2$. This is a contradiction because 0 and $u$ have the same distance from $u/2$.

Now, 0 is never included in $V$ because $u \in U \setminus \{0\}$. So, by the first observation, relevant vectors $u \in U$ not already in $V$ always pass the test and are included in the output set $V$. It follows that when a vector $u \in U$ is processed, all relevant vectors of norm strictly less than $\|u\|$ are already in $V$. So, by the second observation, if $u$ is not relevant, then it fails the test for some $v \in V$ and it is discarded. This proves the correctness of the algorithm.

For the running time, the algorithm first sorts the input vectors $U$ in time $O(|U| \log |U|) = O(|U|)$, and then iterates over $U$. Each iteration takes at most $\tilde{O}(|V|)$ where $|V| \leq |V(\Lambda_n)|$. So, the total running time is $\tilde{O}(|U| \cdot |V(\Lambda_n)|)$.

Our basic algorithm to compute the Voronoi cell of a lattice easily follows from Lemmas 4.6, 4.8 and 4.9. The pseudocode is given in Algorithm 3 as function VORONOICELL. The correctness and performance (when used with the other functions from Algorithm 1 and Algorithm 2) are analyzed in the next theorem.

**Theorem 4.10** The function VORONOICELL computes the list of Voronoi relevant vectors of a lattice $\mathcal{L}(B_n)$ in deterministic time $\tilde{O}(2^{4.5n})$ using $\tilde{O}(2^n)$ space.

**Proof:** The VORONOICELL function of Algorithm 3 first preprocesses the input basis, so that, by Lemma 4.6 $h_k = 1 + |\mu(\Lambda_k)/\|b_k\|| \leq 2^{k/2}$ for all $k = 2, \ldots, n$. The rest of the algorithm works on the new basis $B_n$, and iteratively computes the Voronoi cell $V_k$ of all sublattices $\mathcal{L}(B_k)$ for $k = 1, \ldots, n$. Computing $V_1 = V(\mathcal{L}(B_1)) = \{b_1, -b_1\}$ is straightforward. For all other $k = 2, \ldots, n$, $V_k$ is computed from $V_{k-1}$ using VREVELANT and VFILTER. By Lemma 4.8, VREVELANT($B_k, V_{k-1}$) computes a list $U_k$ containing a shortest vector of $t + 2\mathcal{L}(B_k)$ for all $t \in \mathcal{L}(B_k)$. By Theorem 3.2 if $t \in \mathcal{L}(B_k)$ is a relevant vector, then $\pm t$ are the only shortest vectors in $t + 2\mathcal{L}(B_k)$, and either $t$ or $-t$ is included in $U_k$. In either case, $t \in \pm U_k$. This proves that $U_k$ contains all the relevant vectors. Finally, by Lemma 4.9, $V_k = VFILTER(\pm U_k)$ is the list of relevant vectors of $\mathcal{L}(B_k)$. 
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We now analyze the running time. The preprocessing function runs in polynomial time, so its cost is negligible. By Lemmas 4.8 and 4.9, the cost of each iteration is bounded by \( O(h_k 2^{2k} \cdot |V_{k-1}|) + O(2^k \cdot |V_k|) = \tilde{O}(h_k 2^{2k} \cdot |V_{k-1}|) = \tilde{O}(2^{3.5n}) \). Therefore the total time complexity of the algorithm is \( \sum_{k=2}^{n} (\tilde{O}(2^{3.5k})) = \tilde{O}(2^{3.5n}) \). The space complexity is at most \( \tilde{O}(2^n) \) for the storage of the intermediate Voronoi cells \( V_k \).

Using Theorem 4.10 and our CVPP algorithm, it is immediate to give deterministic solutions to CVP, SVP and a host of other lattice problems with similar time and space complexity as SVP. Here we only give a formal statement for SVP, which will be used in the next section to obtain even faster algorithms for all these problems.

**Corollary 4.11** SVP can be solved deterministically in time \( \tilde{O}(2^{3.5n}) \) and space \( \tilde{O}(2^n) \).

**Proof:** Simply run the algorithm of Theorem 4.10 to compute the Voronoi cell of the lattice, and output a shortest vector from the list of relevant vectors. ❑

## 5 The optimized algorithm

In this section we present an improved algorithm to compute the Voronoi cell of a lattice in time \( \tilde{O}(2^n) \), and consequently solve CVP, SVP, and other hard lattice problems within the same time bound. The high level structure of the algorithm is identical to the \textsc{VoronoiCell} function from Algorithm 3. The improved time complexity comes from the use of a better preprocessing function and faster \textsc{VRevelant} algorithm.

Recall that in Section 2 the lattice basis was preprocessed simply by applying the LLL reduction algorithm. Here we use stronger block reduction algorithms [GN08, Sch87] that produce better quality bases by making a polynomial number of calls to an SVP oracle for lower dimensional lattices of rank at most \( k < n \). The quality of the output basis depends on the block size parameter \( k \). Block reduction algorithms are usually employed with \( k = O(\log n) \), so that the SVP queries can be answered in polynomial time \( 2^{O(k)} = n^{O(1)} \), and the overall running time of the algorithm remains polynomial in \( n \). Since our Voronoi computation algorithm runs in exponential time anyway, here we can use much larger block size, resulting in superpolynomial preprocessing, but without affecting the total time complexity of our algorithm by much. Specifically, we preprocess the input basis using the slide reduction algorithm of [GN08] with block size \( k = n/2 \) (as described in Lemma 2.1) and the SVP oracle instantiated using the algorithm of Corollary 4.11.

The result needed in our algorithm is summarized in the following lemma.

**Lemma 5.1** The \textsc{Preprocess} function from Algorithm 4 runs in \( \tilde{O}(2^n) \)-time and \( \tilde{O}(2^n) \)-space, and computes a basis for the input lattice \( B_n \) such that \( \mu(L(b_1, \ldots, b_i))/\|b_i\| \leq \tilde{O}(n^2) \) for all \( i = 1, \ldots, n \).
Proof: The preprocessing function runs the slide reduction algorithm of Lemma 2.1 with block size \( k = \lceil n/2 \rceil \), and the SVP oracle (for lattices up to dimension \( k \)) instantiated with our SVP algorithm from Section 4. By Corollary 4.11 each call to the SVP algorithm takes time \( O(2^{3.5k}) \leq O(2^{2n}) \) and space \( O(2^k) \leq O(2^n) \). By Lemma 2.1 the running time of the preprocessing function is higher only by a polynomial factor, so it is still \( O(2^{2n}) \). Finally, by Lemma 2.1 the output basis has the property that \( \mu(L(b_1, \ldots, b_i))/\|b_i\| \leq O(n^2) \) for all \( i = 1, \ldots, n \).

The improved preprocessing results in a reduction of the running time by about \( 2^{\sqrt{n}} \), bringing the time complexity of the Voronoi cell computation algorithm from \( O(2^{3.5n}) \) down to \( O(2^{2n}) \). In order to reduce the running time even further, we improve the VREELANT function used in the implementation of VORONOICELL. This is done in Subsection 5.1 Subsection 5.2 concludes with our main Voronoi cell computation algorithm, and applications to other lattice problems.

The pseudocode of all functions used in this section is given in Algorithms 1, 3 and 4. Notice that most of the code (Algorithms 1 and 3) is reused from Section 4, and the Voronoi cell computation method in this section only differs by replacing Algorithm 2 with Algorithm 4.

5.1 Faster computation of relevant vectors

In this subsection we give a faster variant of the VREELANT function from Section 4. Recall that on input a lattice basis \( B_n \) and the list of Voronoi relevant vectors of \( B_{n-1} \), the goal of VREELANT is to find a shortest vector in each coset \( t+2\Lambda_n \), for \( t \in \Lambda_n \). In Section 4 this was accomplished simply by reducing this problem to \( 2^n \) CVP computations, and then solving each CVP instance independently by rank reduction. Here we apply the rank reduction technique directly to the problem solved by the VREELANT function. This gives raise to an inhomogeneous version of the problem solved by VREELANT: given a lattice \( \Lambda \) and a target \( y \), find a shortest vector in each coset \( t+2\Lambda \), for \( t \in y+\Lambda \). Function VENUM from Algorithm 4 solves a slightly more general problem: given a lattice \( \Lambda \), an integer \( k \geq 2 \) and a target \( y \), find a shortest vector in each coset \( t+k\Lambda \), for \( t \in y+\Lambda \). The main applications studied in this paper only need to solve this problem for \( k = 2 \), but the algorithm works for any \( k \), so we describe a solution to this more general problem which may be of independent interest. (E.g., see Corollary 5.8)

The algorithm makes use of two data structures. The first is simply an array \( A \) with \( k^n \) entries, each corresponding to a coset of \( k \cdot \Lambda \) in \( t+\Lambda \), and storing the shortest vector from the coset found so far. How the array entries are indexed is not important, but for concreteness the reader can think of each \( v \in t+\Lambda \) as being mapped to the index \( \{1, \ldots, k^n\} \) obtained by expressing \( v = \sum_{i=1}^{n} k \cdot \Lambda \). For simplicity, in the description of the algorithms, we omit the details of the index computation, and write \( A[v \mod k\Lambda] \) to denote the array entry corresponding to the coset of \( v \) modulo \( k\Lambda \). The other data structure is a dynamic priority queue, storing vectors in \( t+\Lambda \), which will be used to enumerate the output vectors in order of nondecreasing norm. The priority queue is initially empty, and each entry of the array stores \( \infty \) as a trivial upper bound on the length of the shortest vector in each coset. The first step of the algorithm is to compute (using our CVPP algorithm) an arbitrary vector \( u \in (\Lambda + t) \cap \mathbb{V} \), store it in the priority queue, and update the array accordingly. At each subsequent step, the algorithm dequeues the top vector \( u \) in the priority queue, and inserts in the queue (and in the array) all of its neighbors that satisfy a certain length condition.

Lemma 5.2 On input the set \( V_n = V(\Lambda_n) \) of relevant vectors of a lattice \( \Lambda_n \), a target vector \( t \), and an integer \( k \geq 2 \), the function VENUM from Algorithm 4 runs in time \( O(\|V_n\|k^n) \) and space \( O(k^n) \), and outputs an array of size \( k^n \) containing a shortest vector from each coset of \( k\Lambda_n \) in \( t+\Lambda_n \).

Proof: Throughout this proof, when we refer to the array \( A \) as a set, we mean the set of vectors \( \{A[i]: A[i] \neq \infty\} \). Notice that at all times during the execution of the algorithm we have \( Q \subseteq A \). This is true because whenever the array is modified by setting \( A[y+k\Lambda] \leftarrow y \), the queue is updated accordingly by replacing \( A[y+k\Lambda] \) with \( y \). The only other operation performed on the queue \( Q \) is the removal of the shortest vector \( u \) at the beginning of each iteration of the “while” loop, making \( Q \) a strict subset of \( A \). This is also the only operation that affects the set \( A \setminus Q \), by removing \( u \) from \( Q \) and thereby adding it to \( A \setminus Q \).
The time and space complexity of the algorithm is now very easy to analyze. The array \( A \) has size \( k^n \) because it has an entry for each coset of \( kA \) in \( t + \Lambda \). It follows from \( Q \subseteq A \) that the size of the queue \( Q \) is also bounded by \( |Q| \leq |A| \leq k^n \) at all times during the execution of the algorithm. So, the overall space complexity is \( O(k^n) \). For the running time, we observe that since the size of the set \( A \setminus Q \) increases by 1 at each iteration of the “while” loop, and \( |A \setminus Q| \leq |A| \leq k^n \), the number of iterations of the “while” loop is at most \( k^n \). (In fact, it is precisely \( k^n \).) For each iteration of the “while” loop, the body of the nested “for” loop is repeated \( \lceil n/k \rceil \) times. So, the running time of the algorithm is bounded by one execution of CVPP (which, by Theorem 4.2, takes time \( \tilde{O}(2^n \cdot |V|) \)) and a total of \( k^n \cdot |V| \) basic operations on the queue \( Q \) and array \( A \). Assuming an efficient implementation of \( Q \) as a dynamic priority queue (e.g., a binary heap data structure) supporting the insertion and removal of elements in logarithmic time \( O(\log |Q|) \leq O(\log k^n) \), the overall running time of the algorithm is \( \tilde{O}(|V| \cdot 2^n) + O(|V| \cdot k^n \cdot n \log k) = \tilde{O}(|V| \cdot k^n) \).

We now prove correctness. We need to show that by the end of the execution, the set \( A \) contains a shortest vector from each coset of \( kA \) in \( t + \Lambda \). Notice that each cell of the array \( A[y + kA] \) is either empty (represented by storing the value \( \infty \)), or it stores a vector \( y \) from the coset \( y + kA \) indexing the entry. Also, array entries are overwritten \( A[y + kA] \leftarrow y \) only to be replaced by strictly shorter vectors \( \|y\| < \|A[y + kA]\| \) from the same coset. It follows that if a shortest vector from \( y + kA \) is ever stored in the array, then that entry will never be overwritten, and \( y \) will be part of the final output of the algorithm. So, in order to prove correctness it is enough to prove that a shortest vector from each coset is stored in the array at any point during the execution of the algorithm. We also recall that, by Observation 3.1, \( y \) is a shortest vector in \( y + kA \) if and only if \( y \in kV(\Lambda) \). So, the algorithm is correct if for any coset \( C \) (indexing a position in the array \( A \)), at some point during the execution a vector from \( C \cap kV(\Lambda) \) is stored in \( A[C] \).

We first prove that all vectors in the set \( G = V(\Lambda) \cap (t + \Lambda) \) are eventually stored in \( A \). By Theorem 4.2, the vector \( y_0 \) computed by the CVPP call belongs to \( G \) and it is stored in \( A \) before entering the “while” loop. Now consider any other vector \( y \in G \). By Lemma 3.3, there is a set of mutually orthogonal relevant vectors \( v_1, \ldots, v_k \in V(\Lambda) \) such that \( y = y_0 + \sum_{i=1}^k \alpha_i v_i \), and \( y_0 + \sum_{i \in S} v_i \in G \) for all \( S \subseteq \{1, \ldots, k\} \). We prove that \( y \) is inserted in \( A \) by induction on \( k \). As a base case, when \( k = 0 \), the vector \( y = y_0 \) is inserted in \( A \) before entering the “while” loop. So, assume \( k > 0 \), and consider the vector \( y' = y - v_k \). Since \( y' = y_0 + \sum_{i=1}^{k-1} v_i \) and \( y' \in G \), by induction hypothesis \( y' \) is stored in \( A \) and inserted in the queue \( Q \) at some point during the execution of the algorithm. Consider the iteration of the “while” loop when \( u = y' \) is dequeued. Then the vector \( y = u + v_k \in u + V \) is examined by the “for” loop. Now, \( \|u\| = \|y\| \) because all vectors in \( G \) have norm \( \|y_0\| \). Also, \( y \in V(\Lambda) \cap kV(\Lambda) \) is the only vector in \( y + \mod kA \mod \|y\| \) because it belongs to the interior of the Voronoi cell \( V(kA) = kV(\Lambda) \). It follows that either \( A[y \mod kA] = y \) or \( \|A[y \mod kA]\| > \|y\| \) and \( y \) is stored in \( A[y \mod kA] \). This proves that all vectors in \( G \) are stored in \( A \).

We now prove that the array stores a shortest vector from each coset of \( kA \) in \( t + \Lambda \). We prove that the array stores a shortest vector from each coset \( C \) of \( y + kA \) by induction on the quantity \( \theta(C) = \min \{\|v\| : v \in C\} \). The base case is given by all cosets \( C \subseteq \{y_0 + \sum_{i \in S} v_i \} \) for which \( \theta(C) = \|y_0\| \). These are precisely the cosets with a shortest vector in \( G \), and we already proved that all these vectors are stored in \( A \). So, consider a coset \( C \) with a shortest vector \( y \in C \cap (kV(\Lambda) \setminus V(\Lambda)) \). Let \( v \in V \) be a relevant vector that maximizes the quantity \( \alpha = \frac{2(y, v)}{\|v\|^2} \). Notice that \( \alpha \) is the smallest value such that \( y \in \alpha V(\Lambda) \), so it must be \( \alpha \leq k \). By Lemma 3.6, we have \( y - v \in \alpha V(\Lambda) \subseteq kV(\Lambda) \) and \( \|y - v\| < \|y\| \). Let \( C' = C - v \) be the coset of \( y - v \). Since \( \theta(C') \leq \|y - v\| < \|y\| = \theta(C) \), we can assume by induction that the array \( A \) stores a shortest vector \( u \) from \( C' \). We will prove that \( u + v \) is also a shortest vector in \( C \). It follows that when \( u \) is selected by the “while” loop for dequeuing, the “for” loop stores \( y = u + v \in A[C] \) unless \( A[C] \) already contains a shortest vector from \( C \). It remains to prove that \( u + v \) is a shortest vector in \( C \), or equivalently \( u + v \in kV(\Lambda) \). If \( u = y - v \), then \( u + v = y \in kV(\Lambda) \). So, assume \( u \neq y - v \) are distinct elements of \( C' \). Since \( y - v \in \alpha V(\Lambda) \subseteq kV(\Lambda) \) and \( u \in kV \), the coset \( C' \) has multiple shortest vectors, and they must all belong to the boundary of the Voronoi cell \( kV \setminus kV \). In particular, \( \alpha = k \) and \( 2(y, v)/\|v\|^2 = k \), or, equivalently, \( \|y\| = \|y - kv\| \). By Lemma 3.4 (applied to lattice \( kA \)) the vector \( y - kv \) belongs to \( kV \). Applying Lemma 3.5 to the vectors \( x = y - kv, y, z = y - v \) and \( u \) (and lattice \( kA \)), we get that \( u + v = u + y - z \) is in \( kV \).

**Lemma 5.3** On input a lattice \( \Lambda = \mathcal{L}(\mathbf{B}_n) \), and the relevant vectors \( V_{n-1} = V(\mathcal{L}(\mathbf{B}_{n-1})) \), function
Algorithm 4 Optimized Algorithms

function VEnum(V, t, k)
    \( \Lambda = \mathcal{L}(V) \)
    for \( i = 1 \ldots k^n \) do \( A[i] \leftarrow \infty \);
    \( y_0 = \text{CVP}(V, t) \);
    \( Q \leftarrow \{ y_0 \}; A[y_0 \mod k \Lambda] \leftarrow y_0; \)
    while \( Q \neq \emptyset \) do
        \( u = \arg\min_{u \in Q} \| u \|; Q \leftarrow Q \setminus \{ u \}; \)
        for \( y \in (u + V) \) do
            if \( \| u \| \leq \| y \| < \| A[y \mod k \Lambda] \| \) then
                \( Q \leftarrow Q \setminus \{ A[y \mod k \Lambda] \} \cup \{ y \}; \)
                \( A[y \mod k \Lambda] \leftarrow y; \)
        return \( A \)

function Preprocess(B)
    return \text{SlideReduce}(B, \lceil n/2 \rceil) \)

function VRelevant(B_n, V_n−1)
    \( \Lambda = \mathcal{L}(B_n) \)
    for \( j = 1 \ldots 2^n \) do \( T[j] \leftarrow \infty \);
    for \( i = 0, 1 \ldots \) do
        if \( (i \cdot \| b_n^* \| < \max_j \| T[j] \|) \) then
            for \( t \in \text{VEnum}(V_{n−1}, ib_n, 2 \) do
                if \( \| T[t \mod 2 \Lambda] \| > \| t \| \) then
                    \( T[t \mod 2 \Lambda] \leftarrow t \)
        else return \( T \)

VRelevant from Algorithm 3 outputs a list containing a shortest vector from each coset \( t + 2 \Lambda \) with \( t \in \Lambda \). The function runs in \( \tilde{O}(h_n \cdot |V_{n−1}| \cdot 2^n) \) time and \( \tilde{O}(2^n) \) space, where \( h_n = 2\mu(\Lambda)/\| b_n^* \| \).

Proof: The function uses an array \( T \) indexed by \( (2\Lambda)/2 \) for each \( t \in \Lambda \), the shortest vector from each coset \( C \) could be found. The lattice \( \Lambda \) is partitioned into layers of the form \( \Lambda \cdot 2 \Lambda \) (where \( \Lambda' = \mathcal{L}(B_{n−1}) \) that are processed one at a time. So each \( 2 \Lambda \) is symmetric with respect to \( \Lambda \), it suffices to consider only layers with \( i \geq 0 \). The layers are considered in order of increasing index \( i \). For each \( i \), the function VEnum is used to compute a shortest vector in each coset \( t + 2 \Lambda \) with \( t \in \Lambda \) and \( T \) is updated accordingly. Notice that all points in \( \Lambda \cdot 2 \Lambda \) have norm at least \( i \cdot \| b_n^* \| \). So, if at any point we have found a vector of norm at most \( i \cdot \| b_n^* \| \) in each coset, we do not need to consider the remaining layers, and the algorithm can immediately terminate with output \( T \). This proves the correctness of the algorithm.

Now, we analyze the running time. The initialization of \( T \) takes time \( \tilde{O}(2^n) \). Each iteration of the main loop (including the execution of VEnum and scanning its output to update \( T \)) takes time \( \tilde{O}(2^n |V_{n−1}|) \) and space \( \tilde{O}(2^n) \). In order to bound the running time, we prove that the algorithm terminates after at most \( h_n \) iterations of the main loop. For each \( j \in \{ 1 \ldots 2^n \} \), let \( v_j \) be a shortest vector in the corresponding coset \( v_j + 2 \Lambda \), and let \( i_j \) be the index of the layer \( i_j \Lambda \) containing \( v_j \). Assume without loss of generality that \( i_j \geq 0 \). (If \( i_j < 0 \), then replace \( v_j \) with \( -v_j + 2 \Lambda \).) Since \( v_j \) is in \( \text{span}(\Lambda) = \text{span}(2\Lambda) \), it must be \( \| v_j \| \leq 2\mu(\Lambda) = 2\mu(\Lambda) \). By taking the component of \( v_j \) in the direction of \( b_n^* \), we get that \( \| v_j \| \geq i_j \cdot \| b_n^* \| \). Combining the two inequalities, we get that \( i_j \cdot \| b_n^* \| \leq \| v_j \| \leq 2\mu(\Lambda) \). This proves that \( i_j \) (or an equally short vector from the same coset) is found within the first \( i_j \cdot \| b_n^* \| = h_n \) iterations of the main loop. So, by the time the algorithm enters iteration \( i = h_n + 1 \), we have \( \max_j \| T[j] \| \leq 2\mu(\Lambda) \), and the algorithm terminates because \( i \cdot \| b_n^* \| > h_n \cdot \| b_n^* \| = 2\mu(\Lambda) \).

5.2 Main Algorithm

A faster algorithm for Voronoi cell computation is obtained simply by replacing Algorithm 3 from Section 4 with Algorithm 4.

Theorem 5.4 There is a deterministic \( \tilde{O}(2^n) \)-time and \( \tilde{O}(2^n) \)-space algorithm that on input an \( n \)-dimensional lattice \( \Lambda \) with basis \( B \), outputs the relevant vectors of \( \Lambda \).

Proof: The main function is the same \text{VORONOI} from Algorithm 3 already analyzed in Theorem 4.10 but with \text{Preprocess} and \text{VRelevant} implemented as in Algorithm 4. The analysis is almost identical to the one in the proof of Theorem 4.10, with the following differences. The preprocessing function is no longer polynomial time, but by Theorem 5.1 it still runs within the \( \tilde{O}(2^n) \)-time and \( \tilde{O}(2^n) \)-space bounds. Also, after preprocessing, the basis \( B_n \) satisfies \( h_k = \mu(\Lambda(b_1, \ldots, b_i))/\| b_i^* \| \leq \tilde{O}(n^2) \) for all \( i = 1, \ldots, n \). So,
by Lemma 5.3 each call to the new VRevelant function runs in $\tilde{O}(h_k \cdot |V_{k-1}| \cdot 2^k) = \tilde{O}(2^{2k})$ time. The rest of the running time analysis is similar to Theorem 4.10 and yields a $\tilde{O}(2^{2n})$ bound on the total running time. The proof of correctness and space complexity bound is identical.

From the list of Voronoi relevant vectors, we immediately get a solution to many other lattice problems, e.g., the shortest vector problem (SVP) can be solved simply by picking the shortest vector in the list of lattice points describing the Voronoi cell, and the kissing number of the lattice can be computed as the number of vectors in the list achieving the same length as the shortest vector in the lattice.

**Corollary 5.5** There is a deterministic $\tilde{O}(2^{2n})$-time algorithm to solve SVP, and to compute the kissing number of a lattice.

The Voronoi relevant vectors can also be used with our CVPP algorithm to solve CVP.

**Corollary 5.6** There is a deterministic $\tilde{O}(2^{2n})$-time, $\tilde{O}(2^n)$-space algorithm to solve CVP.

**Proof:** The algorithm is given by function CVP from Algorithm 3. By Theorem 5.4 the computation of the Voronoi cell takes $\tilde{O}(2^{2n})$ time and $\tilde{O}(2^n)$ space. Once the Voronoi cell has been computed, the input CVP instance is solved using the CVPP algorithm, which, by Theorem 4.2 runs in time $\tilde{O}(2^{2n})$.

Algorithms for other lattice problems, like SIVP, SAP, GCVP, SMP (see [BN09, Mic08]) can be obtained by reduction to CVP.

**Corollary 5.7** There are deterministic $\tilde{O}(2^{2n})$-time $\tilde{O}(2^n)$-space algorithms to solve SIVP, SAP, GCVP and SMP.

**Proof:** All these problems can be solved applying the reductions in [Mic08] from these problems to CVP, and using our CVP algorithm to solve the CVP instances that arise during the reduction. Since the reductions run in polynomial time and preserve the dimension of the lattice, the resulting algorithm has $\tilde{O}(2^{2n})$-time and $\tilde{O}(2^n)$-space complexity.

We conclude the section with a simple application of Lemma 5.2 with arbitrary $k \geq 2$.

**Corollary 5.8** There is an algorithm that on input a lattice $\Lambda_n$, a target vector $t$, and an integer $k \geq 2$, runs in $\tilde{O}((4k)^n)$ time and outputs all lattice points within distance $k\lambda(\Lambda_n)$ from $t$.

**Proof:** Let $\lambda = \lambda(\Lambda_n)$. The algorithm begins by computing the list of relevant vectors $V = V(\Lambda_n)$ in time $\tilde{O}(2^{2n})$ using Theorem 5.4. Then, it invokes the function VEnum($V$, $t$, $2k$) of Lemma 5.2 and for each vector $v \in t + \Lambda_n$ found by VEnum, it checks if $v$ is shorter than $k\lambda$, and if so it outputs $(t - v)$. Since all vectors shorter than $k\lambda$ belong to $2kV(\Lambda)$, this procedure finds all lattice vectors within distance $k\lambda$ from $t$. By Lemma 5.2 the running time of the enumeration algorithm is at most $\tilde{O}((4k)^n)$. So, the total running time is also $\tilde{O}((4k)^n)$.

We remark that the algorithm of Corollary 5.8 can be optimized in several ways. For example, since VEnum enumerates the output vectors in order of nondecreasing length, one can limit the enumeration to the vectors shorter than $k\lambda$. It is also possible to reduce the space complexity of the algorithm from $\tilde{O}((2k)^n)$ to $O(2^n)$ (i.e., just for the cost of computing and storing the Voronoi relevant vectors) using standard graph traversal techniques, though at the price of increasing the running time.
6 Open problems, directions for further research

We have shown that CVP, SVP, SIVP and many other lattice problems can be solved in deterministic single exponential time. Many open problems remain. Here we list those that we think are most important or interesting.

To start with, our algorithm uses exponential space. It would be nice to find an algorithm running in single exponential time and polynomial space. We remark that the high space complexity of our algorithm is due primarily to the need of storing the Voronoi cell of the lattice, in order to use it in conjunction with our CVPP algorithm. So, the problem of improving the space complexity of our algorithm is closely related to the problem of “compressing” the description of the Voronoi cell. More specifically, we ask if there is a method to compress the list of Voronoi relevant vectors of a lattice into a string of polynomial length, from which it is possible to efficiently recover the relevant vectors.

Another important open problem is to generalize our algorithm to arbitrary norms. We described an algorithm for the \( \ell_2 \) norm. Many parts of the algorithm easily adapt to other norms as well, but it is not clear how to extend all of our results. The main technical problem is that the Voronoi cells in norms other than \( \ell_2 \) are not necessarily convex. So, extending the algorithm to any other norm is likely to require some additional idea. (Convexity of the Voronoi cell is used implicitly in several parts of our proof.) An important application of extending our algorithm to any norm is that it would yield single exponential time algorithms for integer programming [Kan87].

We have shown that CVP can be solved in time \( \tilde{O}(2^n) \). Since CVP is \( \text{NP} \)-hard, the time complexity cannot be improved beyond \( 2^{\Omega(n)} \) under standard complexity assumptions. It may be possible though to improve the constant in the exponent, and prove that CVP can be solved in time \( 2^{cn} \) for some \( c < 2 \). In fact, this could be achieved simply by a better analysis of the CVPP algorithm and faster algorithms for VENUM. However, it is clear that our approach cannot possibly lead to constants in the exponent smaller than 1 (as achieved for example by randomized heuristics for SVP [NV08, MV10b, WLTB11]) just because the Voronoi cell of an \( n \)-dimensional lattice can have as many as \( O(2^n) \) facets. Still, it may be possible to extend our ideas to develop an algorithm with running time proportional to the number of Voronoi relevant vectors. This may give interesting algorithms for special lattices whose Voronoi cells have a small description. Notice that even for such lattices, our current Voronoi cell and CVP algorithms may take exponential time because they require the computation of other Voronoi cells (of lower dimensional sublattices) as intermediate results.

We remark that, as it stands, and in any practical scenarios, our algorithm is unlikely to be competitive with traditional methods based on lattice point enumeration [Kan87, Sch87, SE94, HS07, AEVZ02], despite their higher worst-case asymptotic complexity \( 2^{\Omega(n \log n)} \). In fact, even within enumeration methods, the best asymptotic algorithm [Kan87, HS07] with running time \( 2^{O(n \log n)} \) does not fare well in practice against heuristics or asymptotically inferior solutions with running time \( 2^{\Omega(n^2)} \). (See [SE94, HS07, AEVZ02].) Enumeration methods perform very well in practice because of the very small hidden constants in the exponent of their running time, especially when the input lattice is chosen somehow at random. Developing practical algorithms based on the ideas and techniques of this paper that are competitive with enumeration methods is left as an open problem. A possible approach to develop practical variants of our algorithm may be to use only a sublist of Voronoi relevant vectors, at the cost of producing only approximate solutions to CVP. This could allow to reduce the complexity of the algorithms below the current \( 2^n \) barrier. The challenge is to bound the quality of the approximate solutions found.

Finally, in this paper we used CVPP mostly as a building block to give a modular description of our CVP algorithm: we use CVPP to recursively implement the preprocessing function, and then solve the actual CVP instance. It is an interesting open problem if a similar bootstrapping can be performed using polynomial time CVPP approximation algorithms like [AR05], to yield a polynomial time solution to \( \sqrt{n} \)-approximate CVP.

\[ \text{Here efficient means in at most single exponential time, while using only polynomial space} \]
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