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Abstract

We systematically study the hardness and the approximability of combinatorial multi-
objective NP optimization problems (multi-objective problems, for short).

We define solution notions that precisely capture the typical algorithmic tasks in multi-
objective optimization. These notions inherit polynomial-time Turing reducibility from mul-
tivalued functions, which allows us to compare the solution notions and to define correspond-
ing NP-hardness notions. For both we prove reducibility and separation results.

Furthermore, we define approximative solution notions and investigate in which cases
polynomial-time solvability translates from one to another notion. For problems where all
objectives have to be minimized, approximability results translate from single-objective to
multi-objective optimization such that the relative error degrades only by a constant factor.
Such translations are not possible for problems where all objectives have to be maximized,
unless P = NP.

As a consequence we see that in contrast to single-objective problems, where the solution
notions coincide, the situation is more subtle for multiple objectives. So it is important to
exactly specify the NP-hardness notion when discussing the complexity of multi-objective
problems.

1 Introduction

Many technical, economical, natural- and socio-scientific processes contain multiple optimiza-
tion objectives in a natural way. For instance, in logistics one is interested in routings that
simultaneously minimize transportation costs and transportation time. For typical instances
there does not exist a single solution that is optimal for both objectives, since they are conflict-
ing. Instead one will encounter trade-offs between both objectives, i.e., some routings will be
cheap, others will be fast. The Pareto set captures the notion of optimality in this setting. It
consists of all solutions that are optimal in the sense that there is no solution that is strictly
better. For decision makers the Pareto set is very useful as it reveals all trade-offs between all
optimal solutions for the current instance.

In practice, multi-objective problems are often solved by turning the problem into a single-
objective problem first and then solving that problem. This approach has the benefit that one
can build on known techniques for single-objective problems. However, it comes along with
the disadvantage that the translation of the problem significantly changes its nature such that
sometimes the problem becomes harder to solve and sometimes certain optimal solutions are
not found anymore. In general, single-objective problems cannot adequately represent multi-
objective problems, so optimization of multi-objective problems is studied on its own. The
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research area of multi-objective combinatorial optimization has its origins in the late 1980s and
has become increasingly active since that time [EG02]. For a general introduction we refer to
the survey by Ehrgott and Gandibleux [EGO00] and the textbook by Ehrgott [Ehr05].

Typically, the exact solution of a multi-objective problem is not easier than the exact solution
of an underlying single-objective problem. Therefore, polynomial-time approximation with
performance guarantee is a reasonable approach also to multi-objective problems. In this regard,
Papadimitriou and Yannakakis [PY00] show an important result: Every Pareto set has a (1+¢)-
approximation of size polynomial in the size of the instance and 1/e. Hence, even though
a Pareto set might be an exponentially large object, there always exists a polynomial-sized
approximative set. This clears the way for a general investigation of the approximability of
Pareto sets. However, complexity issues raised by multi-objective problems have not been
addressed systematically yet [PY00]. We consider our paper as a first step to a systematic
investigation of hardness and approximability of multi-objective problems. Our contribution is
as follows:

Solution Notions (Section 3): We define several notions that capture reasonable algorithmic
tasks for computing optimal solutions of multi-objective problems. On the technical side, we see
that these notions can be uniformly and precisely described by refinements of total, multivalued
functions. This yields the suitable concept of polynomial-time Turing reducibility for solution
notions. It turns out that the relationships shown in Figure 1 hold for arbitrary multi-objective
problems.

NP-Hardness Notions (Section 4): Solution notions for multi-objective problems induce
corresponding NP-hardness notions for these problems. In Table 1 we provide examples of multi-
objective problems that are hard with respect to some notion, but polynomial-time solvable
with respect to some other notion. So in contrast to the single-objective case where all notions
coincide, we see a more subtle picture in case of multiple objectives: our separation results
show that NP-hardness notions in fact differ, unless P = NP. As a consequence, we suggest to
exactly specify the solution notion when discussing the complexity of multi-objective problems
and when comparing problems in these terms.

Approzimation Notions (Section 5): We also define and investigate various approximative
solution notions for multi-objective problems. As a summary, Figure 2 shows for arbitrary
multi-objective problems in which cases polynomial-time solvability of one such notion im-
plies polynomial-time solvability of another notion, and what quality of approximation can
be preserved at least. Moreover, we reveal a significant dichotomy between approximation of
minimization and maximization problems in this context. For problems where all objectives
have to be minimized, approximability results translate from single-objective to multi-objective
optimization such that the relative error degrades only by a constant factor (the number of
objectives). With this general result we provide a procedure how to translate (already known)
single-objective approximation results to the multi-objective case. Applications to some exam-
ple problems are stated in Table 2. In contrast to this result we prove that such translations
are not possible for problems where all objectives have to be maximized, unless P = NP.

2 Preliminaries

Let k > 1. A combinatorial k-objective NP optimization problem (k-objective problem, for short)
is a tuple (S, f,«) where

e S: N — 2N maps an instance € N to the set of feasible solutions for this instance,
denoted as S* C N. There must be some polynomial p such that for every x € N and
every s € S? it holds that |s| < p(|z|) and the set {(z,s) | * € N,s € S*} must be



polynomial-time decidable.

e f:{(r,s) | x € N,s € S} — N¥ maps an instance € N and a solution s € S% to its
value, denoted by f*(s) € N*. f must be polynomial-time computable.

e — C NF x N* is the partial order relation specifying the direction of optimization. It must
hold that (aq, ... ,ak) — (by,...,bg) <= a1 <1 by A---Nay < b, where «—; is < if the
i-th objective is minimized, and «; is > if the i-th objective is maximized.

For instances and solutions we relax the restriction to integers and allow other objects (e. g.,
graphs) where a suitable encoding is assumed, possibly setting S* = () if z is not a valid code.
We write < and > also for their multidimensional variants, i.e., < is used as the partial order
«— where +; = < for all 7.

Our notation allows concise definitions of multi-objective problems. We exemplify this
by defining two well-known problems on labeled graphs. An N¥-node-labeled (resp., NF-edge-
labeled) graph is a triple G = (V, E,l) such that (V,E) is a graph and I: V — N¥ (resp.,
: E — N¥) is a total function.

Definition 2.1 (k-Objective Minimum Matching).

E-MM = (S, f, <) where instances are NF-edge-labeled graphs G = (V, E, 1),
SG ={M | M C E is a perfect matching on G}, and f&(M) = Y ecarlle).

Definition 2.2 (2-Objective Minimum Traveling Salesman).

2-TSP = (S, f, <) where instances are N-edge-labeled graphs G = (V, E, 1),
S¢={H | H C E is a Hamiltonian circuit in G}, and f€(H) =Y. l(e).

The superscript z of f and S can be omitted if it is clear from context. The projection of f*
to the i-th component is denoted as f where f(s) = v; if f*(s) = (v1,...,vg). Furthermore,
the order relation « obtained from «1,..., < is also written as («1,...,«). If a < b we
say that a weakly dominates b (i.e., a is at least as good as b). If a < b and a # b we say that
a dominates b. Note that < always points in the direction of the better value. If f and z are
clear from the context, then we extend < to combinations of values and solutions. So we can
talk about weak dominance between solutions, and we write s « ¢ if f*(s) « f*(t), s « c if
f%(s) « ¢, and so on, where s, € S and ¢ € N¥. Furthermore, we define opt,_: oN* _, oN*
opt_ (M) ={y € M | Vz € M[z «— y = z = y|} as a function that maps sets of values
to sets of optimal values. The operator opt, is also applied to sets of solutions S’ C S* as
opt_(S") = {s € §" | f%(s) € opt_(f*(S"))}. If even « is clear from the context, we write
St = opt_(S*) and opt;(S") = {s € §" | f(s) € opt_,(f7(5"))}.

For approximations we need to relax the notion of dominance by a factor of a. For any real

a a
a>1ldefineu<v < u<a-vandu>v < a-u>wv. Fix some « = («1,...,<%)
where «—; € {<,>}, let p = (p1,...,px),q = (q1,...,q) € NF, and let a = (al,...,ak) € Rk
where ai,...,a; > 1. We say that p weakly a-dominates ¢, p < ¢ for short, if p; <-; ¢; for

1 <i<k. Forall p,q,r € N¥it holds that p < p, and p & ¢ £ r —= p%r, where «- 3 is the
component-wise multiplication. Again we extend <~ to combinations of values and solutions, if
f and x are clear from the context.

Let A and B be sets. F is a multivalued function from A to B, if F C A x B. The set of
values of x is set-F () = {y | (z,y) € F}. F is called total, if for all z, set-F(x) # 0.



In order to compare solution notions of optimization problems we need an appropriate
reducibility notion. All solution notions F considered in this paper have in common that each
instance = specifies a non-empty set of suitable outputs

set-F(xz) = {y | y solves z in terms of solution notion F}.

In this sense, a solution notion F is a total multivalued function that maps an instance z to all
y € set-F(x). Therefore, solution notions can be compared by means of a reducibility for total
multivalued functions. We use Selman’s [Sel94] definition of polynomial-time Turing reducibility
for multivalued functions, restricted to total multivalued functions. First, let us specify how a
Turing transducer [BLS84] uses a total function f as oracle: If the transducer writes a query g
to the query tape and changes into the query state, then at the next step, the machine is in the
answer state, the query tape is empty, and the content of the answer tape is f(gq), where the
head is on the left-most symbol of f(gq). A total function f is a refinement of a total multivalued
function F, if for all z, f(z) € set-F(x). A total multivalued function F is polynomial-time
Turing reducible to a total multivalued function G, F g‘; G, if there exists a deterministic,
polynomial-time-bounded oracle Turing transducer M such that for every refinement g of G it
holds that M with g as oracle computes a total function that is a refinement of F. Note that
the oracle model ensures that S% is transitive, even if the lengths of the elements in set-F(x)
are not polynomially bounded in |z|.

The decision problem of a set A can be considered as computing the characteristic function
XA, which in turn is a total (multivalued) function. In this way, the polynomial-time Turing
reducibility defined above can also be applied to decision problems.

A solution notion F is called polynomial-time solvable, if there is a total, polynomial-time
computable function f such that f is a refinement of F. A solution notion F is called NP-hard,
if all problems in NP are polynomial-time Turing-reducible to F.

3 Multi-Objective Solution Notions

For a k-objective problem O = (S, f,«) we discuss several reasonable concepts of “solving O”.
We investigate their relationships and conclude this section with a taxonomy of these concepts.
Apparently a dominated solution s is not optimal for O, since solutions exist that are at
least as good as s in all objectives and better than s in at least one objective. So we are only
interested in non-dominated solutions, which are called (Pareto-)optimal solutions. Note that
the set 57 of non-dominated solutions may contain several solutions with identical values.
Since these solutions cannot be distinguished, it suffices to find one solution for each optimal
value, as it is usual in single-objective optimization. This motivates the following definition.

E-O Every-optimum notion
Compute a set of optimal solutions that generate all optimal values.
Input: instance x
Output: some S C S5, such that f*(S") = f*(S5;)

Although E-O formalizes the canonical notion of solving multi-objective problems, this is
far too ambitious in many cases, since every set S’ can be of exponential size. We call O
polynomially bounded if there is some polynomial p such that # f*(S5,;) < p(|=|) for all z. If
O is not polynomially bounded, then E-O is not polynomial-time solvable. The earlier defined
problems 2-MM and 2-TSP are examples that show this effect. So E-O is infeasible in general,
and hence more restricted concepts of solving multi-objective problems are needed. This brings

us to the following specifications for O.



A-O Arbitrary-optimum notion
Compute an arbitrary optimal solution.
Input: instance x
Output: some s € S5, or report that S* =)

S-O Specific-optimum notion
Compute an optimal solution that weakly dominates a given cost vector.
Input: instance z, cost vector ¢ € N¥
Output: some s € 55, with f%(s) < c or report that there is no such s

D-O Dominating-solution notion
Compute a solution that weakly dominates a given cost vector.
Input: instance z, cost vector ¢ € N¥
Output: some s € S* with f*(s) « ¢ or report that there is no such s

If no additional information is available (including no further criteria, no prior knowledge,
and no experience by decision makers), then it is not plausible to distinguish non-dominated
solutions. In these cases it suffices to consider A-O, since all elements in Sg,; are “equally
optimal”. The notion S-O additionally allows us to specify the minimal quality ¢ that an
optimal solution s must have. With D-O we relax the constraint that s must be optimal.

There exist several well-established approaches that turn O into a single-objective problem
first and then treat it with methods known from single-objective optimization. The following
definitions are motivated by such methods. Later we will show that these approaches differ with
respect to their computational complexity (cf. Figure 1 and Table 1). Note that we consider
W-0O only for multi-objective problems where either all objectives have to be minimized or all
have to be maximized (for other problems it is not clear whether the weighted sum should be
minimized or maximized).

W-0O Weighted-sum notion (only if all objectives are minimized or all are maximized)
Single-objective problem that weights the objectives in a given way.
Input: instance z, weight vector w € NF
Output: some s € S* that optimizes Zle w; f¥(s) or report that S* = ()

Ci-O Constraint notion for the i-th objective
Single-objective problem that optimizes the i-th objective while respecting constraints on
the remaining objectives.

Input: instance z, constraints by,...,b;—1,bi41,...,bp € N
Output: for Sg,, = {s € S% | ff(s) «; bj for all j # i} return some s € opt,; (S5,

report that S% = ()

con

) or

L-O Lexicographical notion for a fixed order of objectives
Single-objective problem with a fixed order of objectives (here 1,2,..., k).
Input: instance x
Output: some s € opty(... (opty(opty(S*)))...) or report that S¥ = ()

Strictly speaking, W-O, C;-O, and L-O are not only solution notions for O, but in fact they
are single-objective problems. In the literature, L-O is also known as hierarchical optimization.



Moreover, W-Q is a particular normalization approach, since a norm is used to aggregate several
cost functions into one. We will get back to general normalized approaches in section 5.3.

Proposition 3.1. Let O be a k-objective problem. If E-O is polynomial-time solvable, then
A-O, S-O, D-0, W-0O, L-0O, C1-0,...,Ck-O are polynomial-time solvable.

Moreover, if O is a single-objective problem, then all notions defined so far are polynomial-
time Turing equivalent.

E-O plays a special role among the solution notions for O, since solutions of E-O are typically
of exponential size. So in general, E-O is not polynomial-time Turing reducible to any of the
other notions. On the other hand, polynomial-time Turing reductions to E-O are problematic as
well, since answers to oracle queries can be exponentially large which makes the reduction very
sensitive to encoding issues (as the reduction machine can only read the left-most polynomial-
size part of the answer). Therefore, we will not compare E-O with the other notions by means of
polynomial-time Turing reductions, and we will not consider the NP-hardness of E-O. However,
in some sense E-O is covered by D-O (resp., S-O), since the latter can be considered as some
special polynomial-time oracle access to E-O, i.e., D-O (resp., S-O) can be used in a binary
search manner to find solutions for arbitrary optimal values. In Section 5, E-O will become
important again in the context of approximate solutions.

Next we show that the remaining notions are closely related (see Figure 1 for a summary).
SAT denotes the NP-complete set of all satisfiable Boolean formulas.

Theorem 3.2. Let O = (5, f, <) be some k-objective problem.
1. A-O <R L-0 <. S-0
2. S-0 =1 D-0 = C;-0 =k C,-0 = ... =8 C-0
3. D-O <P SAT
4. L-O <} W-O and W-O <1, SAT if all objectives have to be minimized (resp., mazimized)

Proof. 1. Any solution of L-O is an optimal solution and thus solves A-O. To solve L-O we
use S-O to perform a binary search that respects the priority of objectives given in L-O
(i.e., we first optimize the objectives with the higher priority and proceed by optimizing
the lower prioritized objectives, while forcing the optimal values for objectives with higher
priority).

2. First observe that D-O = S-O, since a solution to S-O is also a solution to D-O, whereas
a binary search on D-O also solves S-O. Now, suppose we want to solve Ci-O. A binary
search over objective i that keeps the other objectives fixed to their constrained values
shows C;-O <% D-O. On the other hand, optimizing objective ¢ with constraints b; = ¢;
for all j # i where ¢ = (c1,...,cg) is the input cost vector for D-O shows D-O g% C;-0.

3. By the definition of k-objective problems, the set
Bo = {(z,5',¢) € N x N x N¥ | 35 € §%[s « ¢ and s has prefix s']}

is contained in NP. A single query to Bp with the empty prefix checks whether there is a
solution s € S* with s < ¢, which, in turn, can then be obtained by a binary search that
sequentially sets every bit of s by querying Bp. This shows D-O <} B and together
with Bo <f. SAT we get D-O <} SAT.



4. Since f is polynomial-time computable, there is some polynomial p such that |f’(s)| <
p(|z]), hence f#(s) < 27D for all x,i and s € S*. Given some instance = and a fixed
order of objectives we use the weight (2/11’(‘%'))’7“_1 for the objective with the highest priority,
(2p(‘x|))k_2 for the objective with the second highest priority and so on. This shows
L-O <} W-0.

To show W-O g% SAT, observe that W-O is equivalent to the single-objective problem
O" = (S, f',<1), where f’ is the weighted sum over all objectives of O, hence W-O <%,
A-O'. But we already know A-O" <f. D-O" and D-O" <}, SAT, hence we get W-O <},
SAT. O

e/

SAT
W-0 S-O0 =1 D-O0 = C1-0 =, Co-0 =4 ... = C-0
L-O

A-O

Figure 1: Polynomial-time turing reducibility among different solution notions for any multi-objective
problem O. Corresponding separations are shown in Section 4. Note that W-O is only defined if all
objectives are minimized or all are maximized.

We will see that Theorem 3.2 is complete in the sense that no further reductions among
the solution notions are possible in general and the complexity of different notions can be
separated, unless P = NP (cf. Corollary 4.11). Therefore, even if multi-objective problems are
not polynomially bounded it is worthwhile to classify them according to the taxonomy given in
Figure 1.

Further research: FEach solution notion for a multi-objective problem O gives rise to a
total multivalued function (see Section 2). To obtain more detailed insights in the complexity
of different solution notions one may draw connections to classical complexity theory of partial
multivalued functions, starting with the seminal work of Selman [Sel94]. We expect to see a rich
structure of multivalued function classes that are defined on basis of different solution notions.
At this point, more research is needed.

4 Multi-Objective NP-Hardness

Each solution notion for a multi-objective problem induces a corresponding NP-hardness notion.

In this section we study the relationships between these NP-hardness notions and present sepa-

ration results which imply the strictness of the reductions shown in Theorem 3.2 and Figure 1.
From Theorem 3.2 we obtain the following relationships between NP-hardness notions.

Theorem 4.1. Let O = (S, f,«) be some k-objective problem.
1. A-O NP-hard — L-O NP-hard = S-O NP-hard and W-O NP-hard
2. S-O NP-hard <— D-O NP-hard <— C;-O NP-hard



We show that no further implications hold between the NP-hardness of the solution notions,
unless P = NP. Such differences concerning the NP-hardness are not unusual. Below we give
several examples of natural problems that are NP-hard with respect to one notion and that
are polynomial-time solvable with respect to another one. This shows the importance of an
exact specification of the NP-hardness notion that is used when discussing the complexity of
multi-objective problems.

The following problem is one of the most studied 2-objective scheduling problems in the
literature [LV93].

Definition 4.2 (Minimimum Lateness and Weighted Flowtime Scheduling).
2-LWF = (S, f, <) where instances are triples (P, D, W) such that:

e P=(p1,...,pn) € N are processing times
e D= (dy,...,d,) € N" are due dates
o W = (wy,...,w,) € N" are weights

o SBDW) — [0 | 1 is a permutation representing the schedule Pr(1)s + -+ Pr(n)}

FEPI () = (L, 0y 1,C5) where
— The completion time of job j is C; = Zz‘m(z‘)gn(j)l’i-
— The maximum lateness is Lmax = max{C; —d; | 1 < j < n}.
— The weighted flowtime is 37, w;C}.

2-LF = 2-LWF where all weights are 1, i.e., W = (1,...,1).

Besides scheduling problems we use multi-objective problems that aim at diophantine equa-
tions, shortest paths, and minimum spanning trees.

Definition 4.3 (Minimum Quadratic Diophantine Equations).

2-QDE = (S, f, <) where instances are triples (a,b,c) € N3,
Slabe) — {(z,y) € N? | ax?® + by? — ¢ > 0}, and f(“’b’c) (z,y) = (22, 9?).

Definition 4.4 (2-Objective Shortest Path).

2-SP = (S, f, <) where instances are N*-edge-labeled graphs G = (V, E,l) and two
distinct vertices s,t € V, S(Gst) = {P | P C E is a path that connects s and t in

G}, and flE=)(P) =3 pl(e).

Definition 4.5 (2-Objective Minimum Spanning Tree).

2-MST = (S, f, <) where instances are N?-edge-labeled graphs G = (V, E, 1),
S¢ ={T | T C E is a spanning tree of G}, and f€(T) =Y .crl(e).

The following propositions clarify the complexity of all solution notions for 2-MM, 2-SP,
2-MST, 2-QDE, 2-LWF, and 2-TSP. The results are summarized in Table 1.

Proposition 4.6. Let O € {2-MM, 2-SP, 2-MST}.



1. W-0O is polynomial-time solvable.
2. C1-0 is NP-hard.
Proof. Consider O = 2-MM.

1. W-0O is the single-objective problem that on input of an NZ-edge-labeled graph G =
(V,E,l) and some weight vector (wi,wsz) searches some perfect matching M of G such
that > cps(w1 - l1(€) + wa - [2(e)) is minimal. In order to reduce W-O to Minimum
Matching, we transform G to the Nl-edge-labeled graph G’ = (V, E,1) such that ’(e) =
wi - li(e) +wa - la(e) for all e € E. Minimum Matching is polynomial-time solvable, and
its solution for G’ yields an optimal solution of W-O for G and (w1, ws).

2. It is NP-hard to find the optimal value for one objective with a constraint on the other
[PY82], hence the C;-problems of 2-MM are NP-hard.

For 2-SP and 2-MST the proposition can be shown analogously, where the NP-hardness follows
from [Han79, PY82]. O

Proposition 4.7. Let O = 2-QDE.
1. D-O is polynomial-time solvable.
2. W-O is NP-hard.

Proof. Consider O = 2-QDE.

1. C1-0O is the single-objective problem that on input of a, b, ¢, bo € N searches for the smallest
x € N such that Jy € N[y? < by A az? + by? — ¢ > 0]. Note that in the case of by not
being a square, replacing it by the greatest square smaller than by does not change the
problem. So we can assume by to be a square. If ¢ < bby, we obviously have x = 0, and
if ¢ > bby and a = 0, there is no solution. Otherwise, we have ¢ > bby and a > 0, which

directly implies x = L/Cj‘i’l’?] Since all computations can be carried out and all cases
can be distinguished efficiently, C1-O and D-O are polynomial-time solvable.

2. The set QDE = {(a,b,c) € N | 3z, y € N[az? + by? — ¢ = 0]} is NP-complete [MA78]. We
reduce QDE to W-O. For given (a, b, c) we solve W-O for the weight vector w = (a,b). If
no solution is found, then S(**°) = () and hence (a,b, c) ¢ QDE. Otherwise, let (z,y) be
the solution of W-0, i.e., z,y € N such that axz? +by? —c¢ > 0 and ax?+ by? is minimal. It
follows that (a,b,c) € QDE if and only if ax? 4+ by? — ¢ = 0. This shows the NP-hardness
of W-0. 0

Proposition 4.8 ([HvdV90]). For O = 2-LF, E-O is polynomial-time solvable.

Proof. Hoogeveen and van de Velde [HvdV90] show that 2-LF is polynomially bounded and
that there exists a polynomial-time algorithm that on input z computes some S C S0 such
that f7(S) = f*(Sgpt) [HvdV90, Theorem 8], [Hoo92, page 15]. O

Proposition 4.9 ([Bak74, Ho092]). Let O = 2-LWF, let L1-O be the solution notion that
first minimizes the mazimum lateness, and La-O the notion that first minimizes the weighted
flowtime.

1. L1-O is NP-hard.



2. L2-O is polynomial-time solvable.

Proof. 1. Scheduling problems are often denoted by the three-field notation scheme alS]y
introduced by Graham et al. [GLLK79], where « describes the machine environment, 3
the job constraints, and - the objective function. In this notation, the problem L;-O is
written as 1| |Fj(Lmax, y, w;C;), where the Fj, indicates that the optimization is hierar-
chical such that L.y is the primary and ) w;C; the secondary objective. Hoogeveen
[Ho092, Theorem 11] shows the NP-hardness of 1| |Fj(Lmax, y_ w;C}).

2. The problem 1| |F}, (> w;Cj, Lmax) is solved in time O(nlogn) by sequencing the jobs in
nondecreasing order of the ratios p; /w; (which minimizes the weighted flowtime) such that
ties are broken by sequencing the jobs in nondecreasing order of their due dates (which
minimizes the maximum lateness) [Bak74|, [Ho092, page 17]|. Hence L2-O is polynomial-
time solvable. O

Proposition 4.10. For O = 2-TSP it holds that A-O is NP-hard.

Proof. Let G1 = (V,E,l;) be an instance of single-objective TSP (1-TSP), i.e., an N-edge-
labeled graph. G = (V, E,l3) is an instance of 2-TSP where l3(e) = (l1(e),l1(e)) for e € E. A

tour is optimal for G4 if and only if it is optimal for G1. So A-O is NP-hard. O

Problem O A-O L;-O Ly-O W-0O S-0,D-0,Ci-O  Ref.

2-LF P P P P P Prop. 4.8
2-MM P P P P NP-hard Prop. 4.6
2-SP P P P P NP-hard Prop. 4.6
2-MST P P P P NP-hard Prop. 4.6
2-QDE P P P NP-hard P Prop. 4.7
2-LWF P NP-hard P NP-hard NP-hard Prop. 4.9
2-TSP NP-hard NP-hard NP-hard NP-hard NP-hard Prop. 4.10

Table 1: Separation of NP-hardness notions for multi-objective problems. ‘P’ indicates that this solution
notion for the problem is polynomial-time solvable. L;-O denotes the lexicographical problem where the
i-th objective is the primary one.

As a consequence, under the assumption P = NP we can prove the strictness of the Turing-
reduction order shown in Theorem 3.2 and Figure 1.

Corollary 4.11. If P # NP then there exist 2-objective problems O1, Oy, O3, O4, O5 where all
objectives have to be minimized such that the following holds.

1. L-O1 €5 A-O4
W-0y £5 L-O,
D-O3 5 L-O3
D-O,4 5 W-04

S

W-05 28 D-05
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Further research: The solution notions A-O, L-O, W-O, S-O, D-O, C;-O, and E-O
aim at the computation of an optimal solution. If one is interested in the hardness of a multi-
objective problem, then it makes sense to consider also the computation of values of optimal
solutions. For instance, Ehrgott [Ehr05] calls a multi-objective problem NP-complete, if the
related decision problem is NP-complete. The latter problem is the question of whether there
exists a solution that satisfies given contraints, which is polynomial-time Turing equivalent to
the computation of the values of optimal solutions. Clearly, hardness with respect to value
computations implies hardness with respect to solution computations, but the converse seems
not to be true. At this point, further research is neccessary.

5 Multi-Objective Approximation

We define several approximation notions for multi-objective problems and study their relation-
ships. Moreover, we show that if all objectives have to be minimized, then approximability
results translate from single-objective to multi-objective optimization (cf. Table 2 for exam-
ples). In contrast, such translations are not possible for problems where all objectives have to
be maximized, unless P = NP. Figure 2 summarizes the results obtained in this section.

4
WO 5s s, ko)
5::max{a1,...7a/ b \\\\\[<— = <] U:[:k(ffé]ﬁﬂ
/\\4 - T T T T T T T --=
Ee.© —_— DA-O A°-O
a:=p(1+¢) BZN /:,y

Figure 2: Implications between polynomial-time solvability of approximate solution notions for any
k-objective problem O where ¢ > 0 can be chosen arbitrarily close to zero. Dashed lines indicate a
conditional implication where the condition is shown in brackets. Note that o, 3,7,0 € R¥, § € R and
W?-0 is only defined if all objectives are minimized or all are maximized.

5.1 Notions of Multi-Objective Approximation

We discuss reasonable concepts of “approximately solving O” for a k-objective problem O =
(S, f,<) where < is obtained from «q,..., <. We start with the a-approximate version of
E-O, where o = (a1, ...,a;) for aj,...,ap > 1.

E*-O a-Approximate every-solution notion
Compute a set, of solutions that a-dominates every solution.
Input: instance x
Output: some S’ C S* such that Vs € §*3s' € S'[s' <& 5]

In Section 3 we argued that E-O is not an appropriate solution notion due to its large outputs.
In contrast, approximations of E-O are very useful and feasible. Papadimitriou and Yannakakis
[PY00] show that E“-O has polynomial-size outputs for every o = (1+¢,...,1+¢) with € > 0.
This means that there exists a polynomial p such that for all z there exists an S’ C S* with
#S" < p(|z|) such that Vs € S*3s' € S'[s' & s]. Hence there exist small and quite precise
approximations for S%, but in many cases it is hard to compute these approximations. We also
consider the following a-approximations.

11



A*-O a-Approximate arbitrary-optimum notion
Compute a solution that weakly a-dominates an arbitrary optimal solution.
Input: instance x
Output: an s € S* such that s <= ¢ for some ¢ € Sipt or report that S% = ()

S*0O a-Approximate specific-optimum notion
Compute a solution that weakly c-dominates an optimal solution specified by a given cost
vector.
Input: instance z, cost vector ¢ € N¥
Output: an s € S such that s & t & ¢ for some t € Sopt Or report that there is no s € S*
such that s «— ¢

D%-O a-Approximate dominating-solution notion
Compute a solution that weakly a-dominates a given cost vector.
Input: instance z, cost vector ¢ € N¥
Output: some s € S* such that s <- ¢ or report that there is no s € S* such that s «— ¢

The performance of approximations that correspond to single-objective problems like W-O
is specified by a real number § instead of a vector of real numbers a. Here we consider the
following d-approximations, where 6 > 1. Similar to W-O, we consider W%-O only for multi-
objective problems where all objectives have to be minimized (resp., maximized). Note that in
this case, <1 below can be replaced by any of the «;.

W?-© §-Approximate weighted-sum notion (if all objectives are minimized or all maxi-
mized)
Single-objective problem that weights the objectives in a given way.
Input: instance z, weight vector w € NF
Output: some s € S* such that Zle wif¥(s) K Zle w; fF(s") for all & € S* or report
that S* =0

Cf-(’) d0-Approximate constraint notion for the i-th objective
Single-objective problem that approximates the i-th objective while respecting constraints
on the remaining objectives.

Input: instance z, constraints b1,...,b;—1,bi11,...,bp € N
Output: for Sg,, = {s € S| f{(s) «; b; for all j # i} return an s € Sg

o o With
) or report that SZ =)

s < opt;(SZ

con

We disregard approximations for the lexicographical problem L-O, since here it is not clear
how to measure the performance of the approximation. Observe that each of these above
notions coincides with its exact version if « = (1,...,1) or 6 = 1, respectively. Note that if O
is a single-objective problem, then A%-©, S°-O, D?-O, W%-O, and C‘{—O are polynomial-time
Turing equivalent to computing a J-approximation for the single-objective problem.

Further research: Although D-O and C;-O are polynomial-time Turing equivalent, they
can considerably differ with respect to their approximability. For example, for O = 2-EDC
(2-objective exact disk cover) and for every § > 1 it holds that E(®-0 and D®9-O are
polynomial-time solvable. In contrast, for every § > 1 it holds that C?‘”-O and Cg‘s’é)—(’) are

not polynomial-time solvable, unless P = NP [GRS08]. Regarding the nonapproximability of
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multi-objective problems only very few results are known. Here many questions remain open
for further reserach.

Vassilvitskii and Yannakakis [VY05] investigate the problem of computing a good approxi-
mation for S7.; using as few solutions as possible. Here for a given instance r and a maximum
number of solutions /, one has to find some S C S* with #S < [ such that (1) there is some
a > 1 such that S is a solution to E*-O on input z, and (2) there are no o/ < o and S" C S*
with #5’ < [ such that S’ is a solution to E*-O on input z.

For k-objective problems the performance of an approximation is given by a vector a € R¥.
Two such vectors can be incomparable and hence trade-offs are possible at the level of ap-
proximability. A typical 2-objective problem does not have a single best approximation ratio
«, but there may exist a trade-off curve of incomparable best approximation ratios. Glafler,
ReitwieBner, and Witek [GRW09] discuss evidence suggesting that metric 2-TSP has such ap-
proximation trade-offs.

5.2 Relations Between the Approximation Notions

We study relationships among the approximate problem notions defined above. Papadimitriou
and Yannakakis [PY00] demonstrate a close connection between E-O and D-O in the sense that
up to a factor of 1 4+ & both notions have the same approximability. We restate this result in a
slightly extended version.

Theorem 5.1. Let O = (S, f,«) be a k-objective problem, o = (ay,...,ax) where a; > 1, and
e =(e1,...,e) whereeg; > 0.

1. E®-O polynomial-time solvable = D<-O polynomial-time solvable
2. D*-O polynomial-time solvable = E*11)_-O polynomial-time solvable
(running time polynomially bounded in x|+, 1/e;)
Proof. Let O = (S, f, <) be some k-objective problem.
1. Suppose we obtain S’ as a solution to E*-O in polynomial time. To solve D%-O for some
¢ € N¥ in polynomial time, we check whether there is some s’ € S’ with s’ < ¢. If there
is such s’ € §’, we are done. On the other hand, if there is no s’ € S’ with s’ <= ¢, there

cannot be any s € S* with s < ¢ (otherwise S’ is not a valid solution to E*-O, because
there is no solution s’ € S’ that a-dominates s), and we are done as well.

2. We will construct some polynomial-sized lattice that covers the entire solution value space
and then show how to find approximations of arbitrary solutions.

By the definition of k-objective problems, there is some polynomial p such that f7(s) <
2P(12) for every instance z, every solution s € S%, and 1 < i < k.

Fix some problem instance z, and let § = 11}112]~C i, v =[3], and t = r - p(|z]) + 1. We
(2

show that (1 + §)! bounds the value of every objective. From

T r ] r r T r ) 1
146) = 5 = 50 ot 5 >1 > 1+=-6=2
aror =3 ()= (G)+ () + S () 2121

we obtain

12 (s) < 2PU0=D < 9p(2D (1 4 5) < (14 6)")PUED (1 + 8) = (1 + &) PU=D+ = (1 4 §)*.
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Next, consider the sets I = {(1+0)7 | 0 < j <t} and L = (I U{0})*. The elements of

L cover the entire solution value space in the sense that for every solution s € S% there

is some I € L such that I "©° s — [. Tt even holds that |7 0D 5 |11, where [I]

denotes the vector obtained from [ by rounding each component towards its direction of

optimization. By s « |l], given x and |[] as input, any solution for D%-O must consist

1+6
of some s’ € S% with ' < |17, thus s’ o) g,

To solve E“(1+€)_0, it hence suffices to solve DO for every |I] where I € L (note that
d < g; for all 7). This is possible in time polynomial in |z| + Zle 5%, since #L =

(5] - p(Jz]) + 3)* and since D*-O is solvable in time polynomial in |z. O

Note that the algorithm for E“1+)_-0 calls DO at every point of some polynomial-sized
lattice built over . If, however, O is polynomially bounded, we can instead call D*-O for
every possible solution value and thereby obtain a solution to E“-O. Hence, for multi-objective
problems that are polynomially bounded, E*-O and D“-O are equivalent.

Theorem 5.2. Let O = (S, f, <) be a k-objective problem and o = (aq, ..., ax) with a; > 1.
1. D°-0 <P S0 and A*-O <B. $*-O
2. Alte2). 0 <P DO if k=2

3. If all objectives have to be minimized (resp., maximized) and E*-O is polynomial-time
solvable, then W™maxi(a) () g polynomial-time solvable.

Proof. Let O = (S, f,<) be a k-objective problem with « = («+1,...,«), instance x and
a=(ay,...,a;) with a; > 1.

1. We call S*-O for instance x and cost vector ¢ as they are given in D*-O. If S*-O reports
that there is no s € S% such that s « ¢ we are done. Otherwise, S*-O returns some

2
. . e} « . . . (e .
s € 87, hence there is some t € S5, with s < ¢ < ¢, which implies s < ¢, hence s is a

solution to D®*-0.

For the second part, we call S®-O with some cost vector ¢ such that ¢ is dominated by
the entire solution value space. If S* # (J, we get some s € S such that s < t <& ¢ for

some t € S5, which solves A%-O.

2. Suppose k = 2, S # (), and let s € opty(opt;(S¥)). Clearly, s is optimal. Given
polynomial-time solvability of D*-O, we perform a binary search over S* that optimizes
f¥ and obtain a solution s’ € S* with ff(s') €, ff(s). However, s’ might have an
inappropriate value in f7. For that reason, we minimize f5 through a second binary
search where we call D®-O again and keep the first component of the cost vector fixed
to f{f(s"). Since f*(s) «— (f¥(s'), f5(s)), this binary search finds a solution § € S* with

§ & (F(s), f5(s), and together with f7(s') &y fi(s) we get f7(3) <Ly f7(s) and
13(3) 2 f5(s).

3. Suppose all objectives have to be minimized (the theorem can be shown analogously
if all objectives have to be maximized). For any instance x and weight vector w =
(w1,wa, ..., wg), if ST # () then there is some § € S* that minimizes Ele wifF. Let S’
be a solution of E*-(O. Then there must be a solution s € S’ such that s < §, hence
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f(s) < o f¥(3) for all 4, which implies

(]

k k k k
D wiff(s) > wii fF(3) < max(a;) Y wiff(8) < max(on) > wi f7(s)
i—1 i—1 i—1 ! i—1

for all s € S*. It hence suffices to return a solution s* € S’ that minimizes Zle wi ¥,
which can be extracted from S’ in polynomial time, because S’ has polynomial cardinality.
O

Further research: FEven though A-O can be reduced to all exact solution notions, it is
not clear whether similar implications hold for A®-O. For k > 2, the reducibility of A*-O to
approximate problem notions other than S®-O remains open. Moreover, we are interested in
improvements or lower bounds for the implications in Figure 2.

5.3 Pareto Minimization versus Scalar Minimization

We show that for multi-objective problems O where all objectives have to be minimized, approx-
imability results translate from single-objective to multi-objective optimization. In particular,
if W2-© is polynomial-time solvable, then there exists some ¢ > 1 such that D®-O and E®-O
are polynomial-time solvable. Table 2 shows examples for such translations.

Let us first review some properties of norms as they are important in this section. A norm
|| -|| on R¥ is monotone, if for all vectors = (z1,...,2x)",y = (y1,...,yx)" € R¥ it holds that

oa| <fyal Ao Al <yl = ]| < o]

Two norms || - || and || - ||, on the same space are equivalent, if there exist constants ¢, ca > 0
such that for all z,
cillelly < Jlzlla < cofl]]s.

It is well known that all norms on RF are equivalent. Important examples of norms on RF
are the p-norms ||(z1,...,z)7|, = (Zle |2;|P)/? defined for real numbers p > 1 and the
mazimum norm ||(x1,. .., 2x)" ||co = max; |z;], which are all monotone, even if the components
of the vectors are weighted by fixed non-negative numbers. Furthermore, for any p > 1 and any
x € R¥ it holds that ||2||ee < ||2]|p, < E77||2]|co-

The next two lemmas tell us how to translate approximations for weighted norms of vectors
to the weak approximate dominance relation and vice-versa.

Lemma 5.3. Let k > 1 and let — = (<,...,<) be the k-dimensional <. For any norm || - ||
on R¥ there is some ¢ > 1 such that forany 6 > 1 and z,v € NF

(8,...,8) é
T =y = [|]] < [[vl]-

In particular, if || - || is monotone then ¢ = 1, which is the case for any (weighted) p-norm
and the (weighted) mazimum norm.

Proof. First, suppose || - || is monotone. We get

5,008
x(<—)v = (21 <0vp A+ Axg < dug)

= |lz|| < [|(6vs,..., 6vx)" ]|
= ]| < dlJ]],
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which shows the lemma for the monotone case. Next, suppose || - || is not monotone. By the
(0,.-:,0)

equivalence of norms on R” there are constants ¢, cy > 0 such that = = <~ v implies

cilz]] < zfloo < 6]v]loo < e2d]fvll,

which yields the desired result for the general case with ¢ = E—f Furthermore, observe that

cillz]] < |[#]|oe < cof|z|| immediately implies 2 > 1. O

Lemma 5.4. Let k > 1 and let — = (<,...,<) be the k-dimensional <. For any norm || - ||
on R¥ there is some ¢ > 1 such that foralld > 1 and z,v € NF

Wal| <slwel] = Py

where W = diag(wy, ... ,wk) and

o [55—|+1 ifUiZO
Y l/vi Zf (% 75 0.

In particular, if || - || is a p-norm then ¢ = k'/? and & =1 for the mazimum norm.

Proof. By the equivalence of norms on R¥, there is some C' > 0 such that ||z||oc < C|||| for all
r € RF. Set é = C maxyeo1yx [0l (0= (1,..., 1)T if the norm is monotone) and observe that

the following inequality holds for any i, any z € N¥ and any v € N¥.

(%)
wiz; = (Wa); < ||[Wzlleo < C||[Wz|| < Co||Wo|| < Co max ||b]| = o¢
be{0,1}*

Note that for the inequality (), we used that Wo € {0,1}F.
If v; # 0, this means that x; < ¢dv; and for v; = 0, we get x; <

oc

CEES] < 1 and thus z; =0

(since z; € N), which again yields 0 = z; < éjv; = 0.
Thus, we get x; < ¢dv; for any 7 and the main part of the lemma is proved.

The second part is obtained by observing that C' =1 for any p-norm and for the maximum
norm and that ||(1,...,1)7||, = k' for any p-norm and [|(1,...,1)7|| = 1. O

In order to apply these results to multiobjective optimization, we need to generalize the
definition of the weighted-sum notion to a weighted-norm notion. For some k-objective problem
O where all objectives have to be minimized, some norm || - || on R¥, and some § > 1 we define
the following.

Wﬁ.n-(’) d-Approximate weighted-norm notion
Single-objective problem that first weights the objectives and then applys a norm.
Input: instance z, weight vector w € NF
Output: some s € S such that ||W £%(s)T|| < §||[W f=(s")T|| for all s’ € ST where W =
diag(wi, . ..,wy) or report that S = ()

This notion generalizes W-O, since W?-O = Wﬁ_Hl—(’), the J-approximate weighted-1-norm
notion. Note that the above definition can easily be extended for problems where all objectives
have to be maximized.
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Proposition 5.5. For any norm || - || on R¥ there is some ¢ > 1 such that for any k-objective
problem O = (S, f,<) and any 6 > 1 it holds that

(cd,...,co) _ p o
D 0 <B Wi, -0.

In particular, if || - || is a p-norm then ¢ = k'/? and ¢ = 1 for the mazimum norm.

Proof. We show how D()_0 can be solved in polynomial time relative to W|6|~H'O' Let the

instance € N and the cost vector v € N¥ be the input. For the sake of clarity, we use «
instead of < in a multidimensional context. Let ¢,¢ > 1 be the constants from Lemmas 5.3 and
5.4 corresponding to || - || and let ¢ = é¢. Furthermore, let (as in Lemma 5.4) w; = [§¢] + 1
if v, = 0 and w; = v, if v; # 0 and let V' be the product of all nonzero entries in v (V =1
if v=1(0,...,0)) and w; = Vw;. Note that the weights w, are natural numbers, so we can call
the algorithm for Wﬂ_H—O with weights w]. If we get a solution s from this call, we return s if

0,...,CO .
1= (s) (e P ) v. In all other cases, we report that there is no s € S* such that s < v.
For the correctness of this algorithm, we show that if there is some p € S* with p <+ v, then
0, ...,CO .
the algorithm returns some solution s € S* such that s (6zrre0) v. Let W = diag(wy,...,wk)
and W’ = diag(w],...,w;,). Observe that any algorithm for Wﬁ.l‘—(’) must return a solution

if S* # (), which is the case here. So the algorithm must return a solution s € S* with
[[W'f2(s)T|| < o||W'f=(s")T|| for all ' € S*. In particular, from Lemma 5.3 we obtain

W/ F2(s) 1] < S[IW 7 (p)" || < &8[W'oT|].
Together with W’ = VI this yields
VW f=(s)"|| < Ves|[wo'|l.

0,...,CO .
Now Lemma 5.4 tells us that f*(s) (e09) v and so s is returned correctly.

For the runtime of the algorithm note that the size of the weights is polynomial in the size

S, ...,c0 . . . . .
of v and the test if f(s) (%) 4 is also possible in polynomial time.
Furthermore, the particular values for ¢ result from the particular values for ¢ and ¢. O

Corollary 5.6. For any k-objective problem O = (S, f,<) and any § > 1 it holds that
D(ké,...,k&)_o S% W(S—O.

Proposition 5.7. For any norm || - || on R* there is some ¢ > 1 such that for any k-objective
problem O = (S, f,<) and any § > 1 it holds that

'§ ) <P TV(6,...6)
€00 <k D 0.

In particular, if || - || is a p-norm then ¢ = k' and ¢ =1 for the mazimum norm.

Proof. Let the instance =z and the weights wi,...,wr € N be inputs for Wﬁ_H—O. For the
sake of clarity, we use « instead of < in multidimensional contexts. Let w} = 1w, if w; # 0
and otherwise, let w] be some number larger than any possible output of f*. Using binary
search with queries to D®9_-0 we determine some solution s € S* and some r € N such

d,...,0 .
that s % (rwf,...,rw)) € N¥ and there is no s’ € S® such that s’ «— (rw] — 1,... 7w} —

1). This means that for any s’ € S, there is some ¢ such that fF(s’) > rw]. This can
only happen if w; # 0 and thus we get |[(wifF(s'),...,wpfE(s) ]| > 7 for all ' € S
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Regarding s, we get w; f¥(s) < dr for all 4, which means that ||(wi f{(s),...,wrfE(s)7 ]l <

61 < 8||(wi fE(8"), .oy wi fE(S"))T oo for all ' € ST and thus s is a correct output for the problem
if the norm is the maximum norm. Otherwise, there are constants c1,co > 0 by the equivalence
of norms such that ||(wy fF(s),...,wefE(s)T]| < 20|[(wi fr(s), - Wi fE(S)T| for all s € S°,

which completes the first part of the assertion with ¢ = %

The second part is obtained by observing that % = k'/? for a p-norm. O

Corollary 5.8. For any k-objective problem O = (S, f,<) and any § > 1 it holds that

(6,8) () —P WS
D0 =p Wiy, -0

Note that the factor ¢’ provided by Proposition 5.7 is quite large, especially for the 1-norm.
By Theorems 5.2.3 and 5.1.2 we know that (for oy = -+ = ay) the much better factor (1 + ¢)
is possible by first solving E*(1T€)-© for some ¢ > 1. This result can be extended to general
monotone norms.

Proposition 5.9. Let O = (S, f, <) be a k-objective problem where «— = < or «— = >, let || - ||

be some monotone norm on R* and a = (ay,...,ax) with a; > 1.

If E*-O is polynomial-time solvable, then Wﬁ?ﬁ"i(ai)-o 18 polynomial-time solvable.

Proof. We show this similarly to Theorem 5.2.3. Suppose all objectives have to be minimized
(the proposition can be shown analogously if all objectives have to be maximized). For any
instance x and weight vector w = (wi,ws,...,w;) € N¥, if S £ () then there is some § € S®
that minimizes ||W f#7|| for W = diag(wy,...,ws). Let S’ be a solution of E*-O. Then there

must be some s € S’ such that s < §, hence
F(5) < cufF(3) < max(a) f7(5)
for all ¢, which implies
W ()" || < [|W max(aq) £ (3) "] < max(aq) [Wf7(3)" || < max(aq)[[W £(s") "]
for all s/ € S®. It hence suffices to return a solution s* € S’ that minimizes ||W f*7]|, which
can be extracted from S’ in polynomial time, because S’ has polynomial cardinality. O

Corollary 5.10. The following statements are equivalent for some k-objective problem O =

(S, f,<):
e D*-O is polynomial-time solvable for some o = (aq, ..., ax) with a; > 1.
o W2-0O is polynomial-time solvable for some 6 > 1.
o Wﬂ'H_O is polynomial-time solvable for some norm || - || on R* and some § > 1.

Further research: By adjusting the individual weights in the reductions, one can change
the approximation for D*-O in the sense that one can improve the factor for some criteria at
the expense of others. It can be further investigated if there are problems where this yields new
approximation results, especially for problems where approximation trade-offs are assumed to
exist.
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Problem O Definition solvable in P Ref.

2-objective minimum (S, f, <), instances are N2-node-labeled graphs G = (V, E, 1), DY [BYES5]
vertex cover 5¢ = {C| C is a vertex cover for G} and f¢(C) =3 o l(v) [MS85]
2-objective minimum (S, f, <), instances are N2-edge-labeled graphs G = (V, E, 1), DGO [ChrT76]

TSP with repetitions S% = {H | H C E is a closed walk visting each vertex at least
once} and fE(H) =3y l(e)

2-objective minimum (S, f, <), instances are pairs (G,k) where G = (V, E,l) is an DS [Gar96]
k-spanning tree N2-edge-labeled graph, k < |V|, S¢ = {T'| T C E is a subtree

of G}, and f&(T) = >eerlle)
2-objective minimum (S, f, <), instances are pairs (G,k) where G = (V,E,I) is an D®H_0 [SVI1]
k-cut N2-edge-labeled graph, 2 < k < |V|, S¢ = {(C1,...,C%) |

(C1,...,Cy) is a partition of V}, and f&(C1,...,Cr) = 3. I(e)
where the sum runs over all edges e = (u,v) such that u,v are
in different C;

Table 2: Examples for multi-objective approximability results directly obtained from known single-
objective results by applying Corollary 5.6.

5.4 Pareto Maximization versus Scalar Maximization

The previous subsection showed that for problems where all objectives have to be minimized,
approximability results translate from single-objective to multi-objective optimization (Corol-
lary 5.6). We now show the limits of such translations and prove that they are impossible for
maximization problems, unless P = NP. More precisely, the following holds for a restricted
version O of the 2-objective maximum clique problem.

1. W-0O is polynomial-time solvable.

2. For every ay,ap > 1, E(@1:22).0 and D(®1:22)_0 are not polynomial-time solvable, unless
P = NP.

Definition 5.11 (k-Objective Maximum Clique).

k-CLIQUE = (S, f,>) where instances are N¥-node-labeled graphs G = (V, E, 1),
S¢={C|CCVACxXxCCE}, and f(C) =3 ccl(v).

We consider 2-CLIQUE restricted to instances that consist of an arbitrary graph G =
(V, E,l) with labels (1,1) and two additionally nodes x,y that have no connections to other
nodes and that have labels (2n + 1,0) and (0,2n + 1), where n = #V. More precisely, the set
of restricted instances is defined as

R={G|G = (VU{z,y}, EU{(z,z),(y,y)},1) where (V, E) is a graph with n
nodes, I(z) = (2n+1,0), I(y) = (0,2n+1), and I(v) = (1,1) for v € V'}.

2-CLIQUE,¢str = 2-CLIQUE restricted to instances from K.
Proposition 5.12. Let O = 2-CLIQUE, et
1. W-0O is polynomial-time solvable.
2. There is no o € R? such that E*-O is polynomial-time solvable, unless P = NP.

3. There is no o € R? such that D*-O is polynomial-time solvable, unless P = NP.
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Proof. 1. On input (V U {z,y}, EU{(z,7), (y,y)},¢) € R and (wy,ws) € N¥, the algorithm
outputs {z} if w; > wy, and {y} otherwise.

2. Assume that E®-O is polynomial-time solvable for some o € R?. We may assume o =
(c,c) for some ¢ > 1. We show that CLIQUE is c-approximable which implies P = NP
[ALM™92].

Let G = (V, E) be a graph, let n = #V, and let m be the size of the maximal clique in
G. Define the 2-CLIQUE, g, instance G’ = (V U {z,y}, E U {(z,x),(y,y)},1) according
to the definition of R. Now consider the solution algorithm for E*-O on input G’. Since
Sggt contains a solution with value (m,m), the output of the algorithm must contain some
S C VU{z,y} such that c¢- f(S) > (m,m). From fi({y}) =0 and fa({z}) =0 it follows
that S # {y} and S # {z}. Therefore, S C V, since z and y have no edges with other
nodes. Hence c- |S| > m, i.e., S is a clique of size m/c in G.

3. Follows from 2. and Theorem 5.1. O

The example 2-CLIQUE,qgt,; shows the disadvantage of the weighted-sum notion for maxi-
mization problems. This effect does not only appear at artificially constructed multi-objective
problems. For instance, consider the 2-objective maximum matching problem. Here W-O is
polynomial-time solvable. Nevertheless, the following instance shows that the solutions for W-O
are not good approximations for the set of non-dominated solutions.

(0,3) fo
d—  —c Ge
(1) nl
(3,0) (3,0)
(1,1) 21 ¢
a9 _p fi

e

2 4
Figure 3: The right-hand side shows the values of the Pareto set of the 2-objective maximum matching
instance that is shown on the left. There are exactly the three optimal values (0,6), (6,0), and (2,2),

but the weighted-sum notion W-O finds only solutions with values (0,6) and (6,0). There is no a € R?
such that (0,6) or (6,0) weakly a-dominates (2, 2).
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