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#### Abstract

Recently in Vij09, Corollary 3.7] the complexity class ModL has been shown to be closed under complement assuming NL $=$ UL. In this note we continue to show many other closure properties of ModL which include the following. 1. ModL is closed under $\leq_{m}^{\mathrm{L}}$ reduction, V (join) and $\leq_{m}^{\mathrm{UL}}$ reduction, 2. ModL is closed under $\leq_{1-\mathrm{tt}}^{\mathrm{L}}$ and $\leq_{1-\mathrm{tt}}^{\mathrm{UL}}$ reduction assuming $\mathrm{NL}=$ UL, 3. $\operatorname{ModL}{ }^{\mathrm{UL}}=\mathrm{ModL}$ assuming $\mathrm{UL}=\mathrm{coUL}$, 4. $\mathrm{UL}_{1-\mathrm{tt}}^{\mathrm{ModL}}=\mathrm{ModL} \mathrm{UL}^{\mathrm{UL}}=\mathrm{ModL}$ assuming $\mathrm{NL}=\mathrm{UL}$, 5. if $l \in \mathbb{Z}^{+}$such that $l \geq 2$ and ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ reduction then $\operatorname{Mod}_{k} \mathrm{~L} \subseteq \operatorname{ModL}$ for all $k \in \mathbb{Z}^{+}$such that $k \geq 6$ is a composite number and $k$ has at least 2 and at most $l$ distinct prime divisors, and 6. if ModL is closed under $\leq \frac{\mathrm{dtt}}{\mathrm{L}}$ reduction then $\operatorname{coC}=\mathrm{L} \subseteq \operatorname{ModL}$.

Also using Vij09, Corollary 3.7] we show that if NL = UL and ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ and $\leq_{\mathrm{dtt}}^{\mathrm{L}}$ reduction then ModL is also closed under $\leq_{l-c t t}^{\mathrm{L}}$ and $\leq_{\mathrm{ctt}}^{\mathrm{L}}$ reduction respectively.

We also show a proof of the well known result that the determinant of a matrix with entries in $\mathbb{Z}$ is computable in L-uniform $\mathrm{TC}^{1}$ from which it follows that ModL $\subseteq$ L-uniform $\mathrm{TC}^{1}$.


[^0]
## 1 Introduction

The complexity class ModL was defined by Arvind and Vijayaraghavan in [AV04] (more precisely in Vij08, Definition 1.4.1] and AV, Definition 3.1]) to tightly classify the complexity of solving a system of linear equations modulo a composite number $k$ (called LCON) where $k$ is given in terms of its prime factorization such that every distinct prime power divisor that occurs in the prime factorization of $k$ is given in the unary representation. This problem was shown to be in L GapL /poly in AV05. Using the seminal result of Tod91, Vin91, Dam92, Val92] that computing the determinant of an integer matrix is complete for GapL under logspace many-one reductions and the Chinese remainder theorem it follows from the definition of ModL that $L^{\text {ModL }}=L^{\text {GapL }}$ AV04. As a consequence we obtain LCON $\in \mathrm{L}^{\mathrm{ModL}} /$ poly. The LCON problem has been shown to be logspace Turing reducible to many other problems on Abelian permutation groups in Vij08, AV and as a consequence Vij08, AV also show the upper bound of $\mathrm{L}^{\mathrm{ModL}} /$ poly for these problems also.

### 1.1 Motivation and recent progress

The LCON problem was shown to be logspace many-one hard for ModL in Vij08, Chapter 3]. However subsequently the proof of this result was found to be incorrect and recently in AV it is shown that LCON is logspace Turing hard for ModL. The logspace many-one hardness of LCON for ModL is yet to be shown to be true and it serves as one of the main motivation for results shown in this note.

More recently in Vij09, Corollary 3.7] it is shown that ModL is closed under complement under the assumption that NL $=\mathrm{UL}$. To prove this result it is shown in Vij09, Theorem 3.6] that if we assume NL $=$ UL and we have a language $L \subseteq \Sigma^{*}$ with $L \in$ ModL then we can decide whether an input $x \in \Sigma^{*}$ is in $L$ using $f \in \# \mathrm{~L}$ and $g \in \mathrm{FL}$ where $g(x)$ is a prime number $p \in \mathbb{Z}^{+}$that is output by $g$ in the unary representation. The proof of Vij09, Theorem 3.6] is similar to the result that $\operatorname{Mod}_{p^{e}} \mathrm{P}=\operatorname{Mod}_{p} \mathrm{P}$ shown in BG92.

However to implement this proof in the logspace setting, it is shown in Vij09, Theorem 3.4] by assuming $\mathrm{NL}=\mathrm{UL}$ that if $f \in \# \mathrm{~L}$ and $g \in \mathrm{FL}$ such that $g(x)$ is the unary representation of a non-negative integer in $\mathbb{Z}^{+}$, where $x \in \Sigma^{*}$ is the input then the number of ways of choosing exactly $|g(x)|$ distinct paths from amongst the $f(x)$ accepting computation paths of the NL machine corresponding to $f$ is also in $\# \mathrm{~L}$.

One of the main components in the proof of Vij09, Theorem 3.4] that is shown in in Vij09, Corollary 3.3] is that if we are given an instance $G$ of LDAG-st-CON with vertices $s$ and $t$ in $G$ such that every vertex or edge in $G$ is in at least one path from the vertex $s$ to the vertex $t$ then the problem of deciding if the number of paths from $s$ to $t$ is at least $p \in \mathbb{Z}^{+}$is in UL where $p$ is bounded by a polynomial in the size of $G$. The proof of Vij09, Corollary 3.3] is based on deterministically isolating polynomially many distinct paths from the vertex
$s$ to the vertex $t$ in $G$ using a deterministic weight assigment method to the edges of $G$ which is based on the results shown in GK87, AHT07, Vij08. Also Lan97] shows many other problems that are complete for UL under logspace many-one reductions.

Let $\Sigma$ be the input alphabet. While we know that if $L \subseteq \Sigma^{*}$ and $L \in$ NL then there exists a function $f \in \# \mathrm{~L}$ such that on any input $x \in \Sigma^{*}$ we have $x \in L$ if and only if $f(x) \geq 1$ the results shown in Vij09, Lemma 3.1 and Lemma 3.2] (which leads to Vij09, Corollary 3.3]) also show that we can decide if $f(x) \geq p$ for some $p \in \mathbb{Z}^{+}$where $p$ is bounded by a polynomial in $|x|$ is in NL. This seems interesting and shows a subtle difference between the complexity classes NL and PL since the results shown in AO96 imply that if a language $L^{\prime} \subseteq \Sigma^{*}$ and $L^{\prime} \in \mathrm{PL}$ then there exists $f^{\prime} \in \mathrm{GapL}$ and $g^{\prime} \in \mathrm{FL}$ such that on any input $x \in \Sigma^{*}$ we have $x \in L^{\prime}$ if and only if $f^{\prime}(x) \geq\left|g^{\prime}(x)\right|$ where $g^{\prime}(x)$ is a positive integer in the unary representation.

### 1.2 Our results

In this note we show in Theorem 3.6 that ModL is closed under $\leq_{m}^{\mathrm{L}}$ reduction and $\vee$ (join). Also using Vij09, Theorem 3.6 and Corollary 3.7] we show in Theorem 3.6 2 that ModL is closed under $\leq_{1-\mathrm{tt}}^{\mathrm{L}}$ assuming NL $=\mathrm{UL}$. From these closure properties of ModL we also show in Corollary 3.9 that ModL is closed under $\leq_{m}^{\mathrm{UL}}$ reduction and in Corollary 3.10 that if we assume NL $=\mathrm{UL}$ then ModL is closed under $\leq_{1-\mathrm{tt}}^{\mathrm{UL}}$ reduction. The known relations between ModL and other logspace counting classes is shown in Figure 1 at the end of Section 3.1. The closure properties of ModL that are known is listed in Table 1 at the end of Section 3.2

We also show that ModL ${ }^{\mathrm{UL}}=\mathrm{ModL}$ assuming $\mathrm{UL}=$ coUL in Corollary 3.12 . As a consequence of these results we show in Corollary 3.13 that $\mathrm{UL}_{1-\mathrm{tt}}^{\mathrm{ModL}}=$ $\operatorname{ModL}{ }^{\mathrm{UL}}=\operatorname{ModL}$ assuming $\mathrm{NL}=\mathrm{UL}$.

While we know that $\operatorname{Mod}_{p^{e}} \mathrm{~L} \subseteq \operatorname{ModL}$ if $p^{e} \in \mathbb{Z}^{+}$is a prime power, it is not known whether $\operatorname{Mod}_{k} \mathrm{~L} \subseteq \operatorname{ModL}$ when $k \in \mathbb{Z}^{+}$and $k \geq 6$ is a composite number that has more than one distinct prime divisor. Similarly it is unknown if $\mathrm{coC}_{=} \mathrm{L} \subseteq$ ModL. We show that these inclusions would follow if ModL is closed under $\leq \frac{\mathrm{L}}{l-\mathrm{dtt}}$ and $\leq \mathrm{Ltt}$ reductions respectively where $l \in \mathbb{Z}^{+}, l \geq 2$ is such that the number of distinct prime divisors of $k$ is at most $l$. Some other implications of the closure of ModL under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ and $\leq_{\mathrm{dtt}}^{\mathrm{L}}$ reductions are also discussed in Section 4.

It is known that the determinant of a matrix with entries in $\mathbb{Z}$ is computable in L-uniform $\mathrm{TC}^{1}$. We show a proof of this result in Theorem 3.2 and using results on integer multiplication and integer division from Vol99, HAB02, CDL01. we also show in Corollary 3.3 that ModL $\subseteq$ L-uniform $\mathrm{TC}^{1}$.

## 2 Preliminaries

We start by recalling the definitions of logspace counting classes.

Definition 2.1. AJ93 Let $\Sigma$ be the input alphabet. The complexity class \#L is defined to be the class of functions $f: \Sigma^{*} \rightarrow \mathbb{Z}^{+}$such that there exists a NL Turing machine $M$ for which we have $f(x)=\operatorname{acc}_{M}(x)$ where $\operatorname{acc}_{M}(x)$ denotes the number of accepting computation paths of $M$ on any input $x \in \Sigma^{*}$.

The complexity class GapL was defined in AO96 to precisely classify the seminal result of Tod91, Vin91, Dam92, Val92 that computing the determinant of an integer matrix is complete for GapL under logspace many-one reductions.

Definition 2.2. AO96 Let $\Sigma$ be the input alphabet. The complexity class GapL is defined to be the class of functions $f: \Sigma^{*} \rightarrow \mathbb{Z}$ such that there exists a NL Turing machine $M$ for which we have $f(x)=\operatorname{acc}_{M}(x)-\operatorname{rej}_{M}(x)$ where $\operatorname{acc}_{M}(x)$ and rej ${ }_{M}(x)$ denote the number of accepting and the number of rejecting computation paths of $M$ on any input $x \in \Sigma^{*}$ respectively. We also denote $\left(\operatorname{acc}_{M}(x)-r e j_{M}(x)\right)$ by $\operatorname{gap}_{M}(x)$.
Definition 2.3. $\mathrm{BD}^{+} 92$ Let $\Sigma$ be the input alphabet. Also let $k \in \mathbb{Z}^{+}$and let $k \geq 2$. We say that $L \subseteq \Sigma^{*}$ is a language in the complexity class $\operatorname{Mod}_{k} \mathrm{~L}$ if there exists a function $f \in \# \mathrm{~L}$ such that for any input $x \in \Sigma^{*}$ we have $x \in L$ if and only if $f(x) \not \equiv 0(\bmod k)$.

Definition 2.4. AO96 Let $\Sigma$ be the input alphabet. We say that $L \subseteq \Sigma^{*}$ is a language in the complexity class $\mathrm{C}_{=} \mathrm{L}$ if there exists a function $f \in \mathrm{GapL}$ such that for any input $x \in \Sigma^{*}$ we have $x \in L$ if and only if $f(x)=0$.

Definition 2.5. $\mathrm{BJ}^{+} 91$ Let $\Sigma$ be the input alphabet. We say that $L \subseteq \Sigma^{*}$ is a language in the complexity class UL if there exists a function $f \in \# \mathrm{~L}$ such that for any input $x \in \Sigma^{*}$ we have $f(x)=1$ if $x \in L$ and $f(x)=0$ if $x \notin L$.
Definition 2.6. Vol99 The complexity class $\mathrm{TC}^{0}$ is the class of all sets $A \subseteq$ $\{0,1\}^{*}$ such that there exists Boolean circuits of size $p(n)$ and depth $d \in \mathbb{N}$ containing $\neg$ gates, unbounded fan-in $\vee, \wedge$ and MAJ gates where $n$ is the size of the input and $p(n)$ is a polynomial in $n$.

Definition 2.7. Vol99 The complexity class $\mathrm{NC}^{1}$ is the class of all sets $A \subseteq$ $\{0,1\}^{*}$ such that there exists Boolean circuits of size $p(n)$ and depth $O(\log n)$ containing $\neg$ gates and $\vee, \wedge$ gates that have fan-in 2 where $n$ is the size of the input and $p(n)$ is a polynomial in $n$.

Definition 2.8. Vol99 The complexity class $\mathrm{TC}^{1}$ is the class of all sets $A \subseteq$ $\{0,1\}^{*}$ such that there exists Boolean circuits of size $p(n)$ and depth $O(\log n)$ containing $\neg$ gates, unbounded fan-in $\vee, \wedge$ and MAJ gates where $n$ is the size of the input and $p(n)$ is a polynomial in $n$.

For the results in this note we also need the notion of uniformity of circuits. We refer to Vol99, HAB02 for a clear and detailed exposition of uniformity of circuits. The following inclusions are known among these complexity classes (we assume the circuit complexity classes are L-uniform): $\mathrm{TC}^{0} \subseteq \mathrm{NC}^{1} \subseteq \mathrm{~L} \subseteq$ $\mathrm{UL} \subseteq \operatorname{Mod}_{p} \mathrm{~L} \subseteq \operatorname{Mod}_{k} \mathrm{~L}$ where $p, k \in \mathbb{Z}^{+}$and $p$ is a prime that divides $k$. Also $\mathrm{UL} \subseteq \mathrm{coC}_{=} \mathrm{L}$.

## Oracle access mechanism

In the results to be shown we assume that any NL oracle Turing machine submits the queries to its oracle according to the Ruzzo-Simon-Tompa oracle access mechanism described in AO96, ABO99. According to this mechanism any NL Turing machine can write its queries on the oracle tape in a deterministic manner only. As a result it follows that any NL Turing machine can submit at most polynomially many queries to its oracle and the queries can be submitted to the oracle in a deterministic manner having known only the size of the input before it starts performing any computation on the given input.

## 3 ModL

The complexity class ModL is defined in AV04 (more precisely in Vij08, Definition 1.4.1] and [AV, Definition 3.1]).
Definition 3.1. Let $\Sigma$ be the input alphabet. A language $L \subseteq \Sigma^{*}$ is in the complexity class ModL if there is a function $f \in \operatorname{GapL}$ and a function $g \in \mathrm{FL}$ such that on any input $x \in \Sigma^{*}$,

- $g(x)=1^{p^{e}}$ for some prime $p$ and a positive integer e, and
- $x \in L \Leftrightarrow f(x) \not \equiv 0\left(\bmod p^{e}\right)$.

In the definition of ModL the FL function $g$ is assumed to output a prime in the unary representation for every input $x \in \Sigma^{*}$. Also the output of $g$ can vary with the input $x$. It is easy to note that ModL generalizes the complexity class $\operatorname{Mod}_{k} \mathrm{~L}$ when $k=p^{e} \in \mathbb{Z}^{+}$where $p$ is a prime. Clearly $\operatorname{Mod}_{p^{2}} \mathrm{~L} \subseteq$ ModL.

Due to the seminal result of Tod91, Vin91, Dam92, Val92] that computing the determinant of an integer matrix is complete for GapL under logspace many-one reductions we obtain the following canonical complete problem for ModL under logspace many-one reductions: ModDet $=\left\{\left\langle M, 1^{p^{e}}\right\rangle \mid \operatorname{det}(M) \not \equiv\right.$ $0\left(\bmod p^{e}\right)$, where $M \in \mathbb{Z}^{n \times n}$ and $p, e \in \mathbb{Z}^{+}, p$ is a prime and $\left.e \geq 1\right\}$.

The question of whether $\operatorname{Mod}_{k} \mathrm{~L} \subseteq \operatorname{ModL}$ if $k \in \mathbb{Z}^{+}$and $k \geq 6$ is a composite number that has at least two distinct prime divisors is open (in fact it is also not known if $\operatorname{Mod}_{k} \mathrm{P} \subseteq \operatorname{ModP}$ [KT96]).

## 3.1 $\operatorname{ModL} \subseteq$ L-uniform $\mathrm{TC}^{1}$

The results of Berkowitz in Ber84 show that we can compute the determinant of a matrix $A \in \mathbb{Z}^{n \times n}$ in $\mathrm{NC}^{2}$. Also subsequently the results of Tod91 show that the problem of computing the $\operatorname{det}(A)$ is logspace many-one reducible to the problem of computing the $(i, j)^{t h}$ entry of the $k^{t h}$ power of a matrix $B \in \mathbb{Z}^{m \times m}$ where $1 \leq i, j \leq m$ and $k, m$ are bounded by a polynomial in $n$. A proof of this reduction given in ABO99, HT03 considers the input matrix $A$ to be the adjacency matrix of a weighted directed graph $G$ where $A_{i j}$ denotes the weight of the directed edge $(i, j)$ in $G$. Also it is easy to note that this many-one
reduction is in fact computable by a L-uniform $\mathrm{AC}^{0}$ circuit. We use the above mentioned reduction and the result that it is possible to compute the iterated sum and the iterated product of a set of integers given as input in L-uniform $\mathrm{TC}^{0}$ Vol99] (which also follows from the results shown in HAB02, CDL01) to show an upper bound of L-uniform $\mathrm{TC}^{1}$ for computing the determinant of an integer matrix. Using this upper bound for computing the determinant and using the result that we can compute the quotient and remainder upon dividing $a$ by $b$ in L-uniform $\mathrm{TC}^{0}$ HAB02, CDL01, where $a, b \in \mathbb{Z}^{+}$and $a, b \geq 1$, it follows that $\mathrm{ModL} \subseteq$ L-uniform $\mathrm{TC}^{1}$.
Theorem 3.2. Given a matrix $A \in \mathbb{Z}^{n \times n}$ as input we can compute the $\operatorname{det}(A)$ in L-uniform $\mathrm{TC}^{1}$.

Proof. We use the L-uniform $\mathrm{AC}^{0}$ many-one reduction from the determinant of an integer matrix to computing the entries of powers of an integer matrix Tod91 to obtain a $m \times m$ matrix $B=\left(b_{i j}\right), k \in \mathbb{Z}^{+}$and the pair $(i, j)$ as the output of this reduction from the input matrix $A \in \mathbb{Z}^{n \times n}$ such that $B_{i j}^{k}=\operatorname{det}(A)$ where $k \geq 1$ and $1 \leq i, j \leq m$ and $m=p(n)$ for some polynomial $p(n)$.

The following results are computable in L-uniform TC ${ }^{0}$ Vol99, HAB02]:

- computing the sum of a set of $n$ input integers $a_{1}, \ldots, a_{n} \in \mathbb{Z}$, and
- computing the product of $a, b \in \mathbb{Z}$ given as input.

As a consequence of these results it is easy to note that if $\mathbf{u}, \mathbf{v} \in \mathbb{Z}^{n}$ then the inner product of $\mathbf{u}$ and $\mathbf{v}$ is computable in L-uniform $\mathrm{TC}^{0}$.

From these results it is clear that we can compute the $(i, j)^{t h}$ entry in the product of an input pair of square integer matrices in L-uniform TC ${ }^{0}$. As a consequence if we are given a set of $n$ square integer matrices as input where every entry in each of these matrices is of size $n$ then we can compute the entries in product of these matrices by combining these $\mathrm{TC}^{0}$ circuits in a pairwise manner to obtain a Boolean circuit that contains $\neg$ gates, unbounded fan-in $\vee, \wedge$ and MAJ gates and whose size is a polynomial in $n$ and depth $O(\log n)$. Clearly this shows that the problem of computing the $(i, j)^{t h}$ entry of the powers of an input matrix that has entries in $\mathbb{Z}$ is in L-uniform $\mathrm{TC}^{1}$. Combining the L-uniform $\mathrm{AC}^{0}$ circuit that many-one reduces the problem of computing the determinant of an integer matrix to computing the entries of powers of an integer matrix with the L-uniform $\mathrm{TC}^{1}$ circuit we have described above and since L uniform $\mathrm{AC}^{0} \subseteq$ L-uniform $\mathrm{TC}^{1}$ it follows that we can compute the $\operatorname{det}(A)$ in L-uniform $\mathrm{TC}^{1}$.

Corollary 3.3. $\operatorname{ModL} \subseteq$ L-uniform $\mathrm{TC}^{1}$.
Proof. Let $\Sigma$ be the input alphabet and let $L \subseteq \Sigma^{*}$ be such that $L \in$ ModL. Also let $f \in \mathrm{GapL}$ and $g \in \mathrm{FL}$ be functions using which we decide if an input string $x \in \Sigma^{*}$ is in $L$. Let $x \in \Sigma^{*}$ be the input string and let $g(x)=1^{p^{e}}$ where $p, e \in \mathbb{Z}^{+}$with $p \geq 2$ being a prime and $e \geq 1$.

Since computing the determinant of an integer matrix is complete for GapL under logspace many-one reductions Tod91, Vin91, Dam92, Val92 it follows
that we can obtain the matrix $A \in \mathbb{Z}^{n \times n}$ from the input $x$ using a FL function such that $\operatorname{det}(A)=f(x)$. Clearly we can obtain the prime power $p^{e}=|g(x)|$ by computing the size of the output of the FL function $g$ when it is given the input $x$. Then $x \in L$ if and only if $f(x) \not \equiv 0\left(\bmod p^{e}\right)$.

We have shown in Theorem 3.2 that it is possible to compute $\operatorname{det}(A)$ in L-uniform $\mathrm{TC}^{1}$. Also since $\mathrm{FL} \subseteq \mathrm{L}$-uniform $\mathrm{TC}^{1}$ it follows that it is possible to compute $p^{e}=|g(x)|$ and also test if $\operatorname{det}(A) \not \equiv 0\left(\bmod p^{e}\right)$ in L-uniform $\mathrm{TC}^{1}$ since we can compute the quotient and remainder obtained upon dividing $a$ by $b$ in L-uniform $\mathrm{TC}^{0}$ HAB02, where $a, b \in \mathbb{Z}^{+}$and $b \geq 1$. This shows that we can decide if $x \in L$ in L-uniform $\mathrm{TC}^{1}$ and therefore ModL $\subseteq$ L-uniform $\mathrm{TC}^{1}$. •

Since we can define every logspace counting class based on computing the determinant of a matrix with entries in $\mathbb{Z}$, it is a standard consequence of Theorem 3.2 that all the logspace counting classes (and in fact the logspace counting hierarchy \#LH AO96) are contained in L-uniform TC ${ }^{1}$. The relation between ModL and other logspace counting classes is shown in Figure 1 below.


Figure 1: Known relations among logspace counting classes. Here $p \geq 2$ is is a prime and $\mathrm{k} \geq 6$ is a composite number that has more than one distinct prime divisor.

### 3.2 Closure under $\leq_{m}^{\mathrm{L}}, \vee$ (join), $\leq_{m}^{\mathrm{UL}}, \leq_{1-\mathrm{tt}}^{\mathrm{L}}$ and $\leq_{1-\mathrm{tt}}^{\mathrm{UL}}$

Definition 3.4. Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We say that $L_{1}$ is logspace 1-truth-table reducible to $L_{2}$, denoted by $L_{1} \leq_{1-\mathrm{tt}}^{\mathrm{L}} L_{2}$ if there exists a $O(\log n)$ space bounded Turing machine $M$ that has access to $L_{2}$ as an oracle and which decides if any given input $x \in \Sigma^{*}$ is in $L_{1}$ by making exactly
one query to the $L_{2}$ oracle where $n=|x|$.
Definition 3.5. Let $\Sigma$ be the input alphabet such that $\{0,1\} \subseteq \Sigma$ and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We define the join of $L_{1}$ and $L_{2}$ to be $L_{1} \vee L_{2}=\{x 1 \mid x \in$ $\left.L_{1}\right\} \cup\left\{y 0 \mid y \in L_{2}\right\}$.

Theorem 3.6. Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. Also let $L_{2} \in$ ModL. Now

1. if $L_{1} \leq{ }_{m}^{\mathrm{L}} L_{2}$ then $L_{1} \in \operatorname{ModL}$,
2. assume that $\mathrm{NL}=\mathrm{UL}$. If $L_{1} \leq_{1-\mathrm{tt}}^{\mathrm{L}} L_{2}$ then $L_{1} \in \operatorname{ModL}$, and
3. if $\{0,1\} \subseteq \Sigma$ and $L_{1} \in \operatorname{ModL}$ then $L_{1} \vee L_{2} \in \operatorname{ModL}$.

Proof.

1. Let $L_{2} \in$ ModL and let $f_{2} \in$ GapL and $g_{2} \in \mathrm{FL}$ be functions using which we decide if an input $x \in \Sigma^{*}$ is in $L_{2}$. Also let $L_{1} \leq_{m}^{\mathrm{L}} L_{2}$ using $f \in \mathrm{FL}$. If $x \in \Sigma^{*}$ is the input then $x \in L_{1}$ if and only if $f(x) \in L_{2}$. But $L_{2} \in \mathrm{ModL}$ and therefore $f(x) \in L_{2}$ if and only if $f_{2}(f(x)) \not \equiv 0\left(\bmod p^{e}\right)$ where $p^{e}=\left|g_{2}(f(x))\right| \in \mathbb{Z}^{+}$where $p, e \in \mathbb{Z}^{+}$with $p$ being a prime and $e \geq 1$. Using results from AO96 it is easy to note that $\left(f_{2} \circ f\right) \in$ GapL and $\left(g_{2} \circ f\right) \in$ FL. Clearly $g_{2}(f(x))$ is a prime power in the unary representation for any $x \in \Sigma^{*}$. As a result if $x \in \Sigma^{*}$ then $x \in L_{1}$ if and only if $f_{2}(f(x)) \not \equiv$ $0\left(\bmod p^{e}\right)$ where $p^{e}=\left|g_{2}(f(x))\right|$ which shows $L_{1} \in \operatorname{ModL}$.
2. Let $L_{1} \leq_{1-\mathrm{tt}}^{\mathrm{L}} L_{2}$ using $f \in \mathrm{FL}$ that makes exactly one query to the $L_{2}$ oracle. In other words $f$ correctly decides if an input $x \in \Sigma^{*}$ is in $L_{1}$ by making exactly one query to the $L_{2}$ oracle. Also let $q_{x} \in \Sigma^{*}$ be the query string that is generated by $f$ for the input $x \in \Sigma^{*}$. Clearly $f$ decides if $x \in L_{1}$ based on $x$ and the reply of the $L_{2}$ oracle when it is given the query $q_{x}$ as input.
Therefore let $f^{\prime} \in \mathrm{FL}$ be the function that generates and outputs the query $q_{x}$ generated by $f$ when it is given the input $x$. Also let $g^{\prime} \in \mathrm{FL}$ be such that $g^{\prime}\left(x, \chi_{L_{2}}\left(q_{x}\right)\right)=f(x)$ where $\chi_{L_{2}}$ is the characteristic function of $L_{2}$. It is clear that $g^{\prime}$ correctly decides whether any input $x \in L_{1}$ if the reply of the $L_{2}$ oracle is also given when we submit the query $q_{x}$ to the $L_{2}$ oracle.
Since $L_{2} \in$ ModL and we have assumed NL $=$ UL, it follows from Vij09, Theorem 3.6] that there exists $f_{2} \in \# \mathrm{~L}$ and $g_{2} \in \mathrm{FL}$ such that on any input $x \in \Sigma^{*}$ we have $x \in L_{2}$ if and only if $f_{2}(x) \not \equiv 0(\bmod p)$ where $g_{2}(x)=1^{p}, p \in \mathbb{Z}^{+}$and $p$ is a prime. We know that $\# \mathrm{~L} \subset$ GapL. As a result we assume without loss of generality that on any input $x \in \Sigma^{*}$ the NL machine corresponding to $f_{2}$ has at least one accepting computation path and at least one rejecting computation path.
Let us consider $\left(g^{\prime} \circ f_{2} \circ f^{\prime}\right)$ and $\left(g_{2} \circ f^{\prime}\right)$. Since $f^{\prime}, g^{\prime} \in \mathrm{FL}$ and since $\mathrm{FL} \subseteq \mathrm{GapL}$ it follows that $\left(g^{\prime} \circ f_{2} \circ f^{\prime}\right) \in$ GapL. It is also clear that
$\left(g_{2} \circ f^{\prime}\right) \in \mathrm{FL}$. Let $M$ denote the NL Turing machine corresponding to $\left(g^{\prime} \circ f_{2} \circ f^{\prime}\right)$. Clearly the output of $M$ along any computation path depends on the input $x$ and $\chi_{L_{2}}\left(q_{x}\right)$. We however note that the output of $M$ is the same along all the accepting computation paths of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$. In other words, $M$ accepts along all the accepting computation paths of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$ or $M$ rejects along all the accepting computation paths of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$. It is clear that the same observation is true for $M$ along all the rejecting computation paths of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$. As a result it follows that $\left|g a p_{M}(x)\right|=\left|g a p_{\left(f_{2} \circ f^{\prime}\right)}\left(q_{x}\right)\right|$ on any input $x \in \Sigma^{*}$. Also note that depending on $\chi_{L_{2}}\left(q_{x}\right)$ the output of $M$ along any computation path is either a logspace many-one reduction to $L_{2}$ or it complements $\chi_{L_{2}}\left(q_{x}\right)$ as its output along any of its computation path.
Let $x \in \Sigma^{*}$ be the input and let $g_{2}\left(f^{\prime}(x)\right)=1^{p}$. We now define a NL Turing machine $M^{\prime}$ that makes $(p-1)$ simulations of $M$ on the input $x$. In addition $M^{\prime}$ also keeps track of whether the computation path chosen is the lexicographically least in its computation tree on any input $x \in \Sigma^{*}$. Now if the output of $M$ along any of its computation paths is the same as the output of the computation path of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$ on the input $x$ then $M^{\prime}$ stops with the output of $M$ on input $x$ after making $(p-1)$ simulations of $M$ on input $x$. On the other hand if we have the output of $M$ along any of its computation paths is the complement of the output of the computation path of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$ on a given input $x \in \Sigma^{*}$ then $M^{\prime}$ makes $(p-1)$ simulations of $M$ on input $x$. In these ( $p-1$ ) simulations of $M$ by $M^{\prime}$, along any of the computation paths of $M^{\prime}$ that is not the lexicographically least computation path we assume that $M^{\prime}$ stops with the output of $M$ on input $x$. However along the lexicographically least computation path that we obtain in these $(p-1)$ simulations of $M$ by $M^{\prime}$ we assume that $M^{\prime}$ makes sufficiently many nondeterministic choices at the end of this computation path so that we obtain $g a p_{M^{\prime}}(x)=\left(g a p_{M}(x)\right)^{p-1}+(p-1)$.
We know that $\left(g_{2} \circ f^{\prime}\right) \in \mathrm{FL}$ and $g_{2}\left(f^{\prime}(x)\right)=1^{p}$ where $p \in \mathbb{Z}^{+}$and $p$ is a prime. It is easy to note that $M^{\prime}$ can determine if the output of $M$ along any of its computation path is the same or it is the complement of the output of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$ on any input $x \in \Sigma^{*}$ using constant space. Also $M^{\prime}$ can simultaneously keep track of whether the computation path is the lexicographically least in its computation tree on input $x$ using constant space. As a result since $p \in$ $O(\log n)$ where $n=|x|$ it follows that $M^{\prime}$ can make sufficiently many nondeterministic choices along the lexicographically least computation path using space at most $O(\log n)$ to obtain $\operatorname{gap}_{M^{\prime}}(x)=\left(\operatorname{gap}_{M}(x)\right)^{p-1}+(p-1)$. It is therefore clear that $M^{\prime}$ is also a NL Turing machine. Clearly if for a given input $x \in \Sigma^{*}$ if $L_{1} \leq_{1-\mathrm{tt}}^{\mathrm{L}} L_{2}$ is similar to a many-one reduction
from $L_{1}$ to $L_{2}$ then $x \in L_{1}$ if and only if $q_{x} \in L_{2}$. In this case using our observations and [Vij09, Theorem 3.6] it follows that $x \in L_{1}$ if and only if $g a p_{M^{\prime}}(x) \not \equiv 0(\bmod p)$. Otherwise if the $\leq_{1-\mathrm{tt}}^{\mathrm{L}}$ is such that the output of $M$ complements the output of the NL Turing machine corresponding to $\left(f_{2} \circ f^{\prime}\right)$ then from the definition of $M^{\prime}$ it follows from Vij09, Theorem 3.6 and Corollary 3.7] that if $x \in L_{1}$ then $\operatorname{gap}_{M^{\prime}}(x) \equiv(p-1)(\bmod p)$ and if $x \notin L_{1}$ then $\operatorname{gap}_{M^{\prime}}(x) \equiv 0(\bmod p)$. This shows $L_{1} \in \operatorname{ModL}$.
3. Let $L_{i} \in$ ModL and assume that we decide if an input string $x \in \Sigma^{*}$ is in $L_{i}$ using functions $f_{i} \in \mathrm{GapL}$ and $g_{i} \in \mathrm{FL}$ where $1 \leq i \leq 2$ respectively. We assume without loss of generality that the size of any input string $x$ is at least 1.
Let $x=x_{1} x_{2} \cdots x_{n+1}$ and let $y=x_{1} \cdots x_{n}$ where $n \in \mathbb{Z}^{+}$. Also let

$$
f(x)= \begin{cases}f_{1}(y) & \text { if } x_{n+1}=1 \\ f_{2}(y) & \text { otherwise if } x_{n+1}=0\end{cases}
$$

and

$$
g(x)= \begin{cases}g_{1}(y) & \text { if } x_{n+1}=1 \\ g_{2}(y) & \text { otherwise if } x_{n+1}=0\end{cases}
$$

It is easy to note that $f \in \mathrm{GapL}$ and $g \in \mathrm{FL}$. Since $\left|g_{1}(x)\right|$ or $\left|g_{2}(x)\right|$ is always a prime power on any input string $x \in \Sigma^{*}$ it follows that $|g(x)|$ is also a prime power. Now $f(x) \not \equiv 0(\bmod |g(x)|)$ for any input $x=y x_{n+1}$ if and only if exactly one of the following is true:

- $\left(x_{n+1}=1\right.$ and $\left.y \in L_{1}\right)$,
- $\left(x_{n+1}=0\right.$ and $\left.y \in L_{2}\right)$.

Clearly this shows that $L_{1} \vee L_{2} \in$ ModL and that we can decide if any input string $x \in \Sigma^{*}$ is in $L_{1} \vee L_{2}$ using $f \in$ GapL and $g \in \mathrm{FL}$ which completes the proof.

Definition 3.7. Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We say that $L_{1} \leq{ }_{m}^{\mathrm{UL}} L_{2}$ if there exists a FNL Turing machine $M$ such that on any input $x \in \Sigma^{*}$ the number of accepting computation paths of $M(x)$ is at most 1. Also $x \in L_{1}$ if and only if there exists an accepting computation path of $M$ on input $x$ such that if we obtain $y \in \Sigma^{*}$ as the output along the accepting computation path then $y \in L_{2}$. If $x \notin L_{1}$ then either $M$ does not have any accepting computation path on input $x$ or if there exists an accepting computation path of $M$ on input $x$ and $y \in \Sigma^{*}$ is the output along this computation path then $y \notin L_{2}$.

Definition 3.8. Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We say that $L_{1} \leq 1-\mathrm{tt} L_{2}$ if there exists a NL Turing machine $M$ such that on any input $x \in \Sigma^{*}$ the number of accepting computation paths of $M(x)$ is at most 1. Also $M$ submits exactly one query $q_{x} \in \Sigma^{*}$ to the $L_{2}$ oracle on any input $x \in \Sigma^{*}$
to decide if $x \in L_{1}$. We assume that the query is submitted by the NL Turing machine $M$ in a deterministic manner to the $L_{2}$ oracle according to the Ruzzo-Simon-Tompa oracle access mechanism as described in AO96, ABO99. Here if $x \in L_{1}$ then there exists exactly one accepting computation path of $M$ on input $x$. Otherwise if $x \notin L_{1}$ then $M$ rejects the input $x$ on all of its computation paths.

Corollary 3.9. Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. Also let $L_{2} \in$ ModL. Now if $L_{1} \leq_{m}^{\mathrm{UL}} L_{2}$ then $L_{1} \in \operatorname{ModL}$.

Proof. Proof is similar to Theorem 3.6(1). We however use Vij09, Lemma 3.5] for $L_{2}$ and assume that there exists $f \in \# \mathrm{~L}$ and $g \in \mathrm{FL}$ such that on any input $x \in \Sigma^{*}$ we have $g(x)=1^{p^{e}}$ where $p, e \in \mathbb{Z}^{+}, p$ is a prime, $e \geq 1$ and $x \in L_{2}$ if and only if $f(x) \not \equiv 0\left(\bmod p^{e}\right)$.

Also we note that the the $\leq_{m}^{\mathrm{UL}}$ reduction has at most one accepting computation path. Therefore if the computation path we obtain is an accepting computation path and $y \in \Sigma^{*}$ is output along this accepting computation path, then simulating the NL Turing machine for $L_{2} \in \operatorname{ModL}$ with $y$ as the input shows that the congruence relation based on the \#L function $f$ and the FL function $g$ that is used to decide if any input $x \in \Sigma^{*}$ is in $L_{2}$ can also be used for deciding if $x \in L_{1}$. Otherwise if the computation path of the $\leq_{m}^{\mathrm{UL}}$ reduction that we obtain is a rejecting computation path then our NL Turing machine makes sufficiently many non-deterministic choices so that the number of accepting computation paths that we obtain at the end of each of these rejecting computation paths is divisible by $|g(x)|$. This shows $L_{1} \in$ ModL.

Corollary 3.10. Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. Also assume that $\mathrm{NL}=\mathrm{UL}$ and let $L_{2} \in \operatorname{ModL}$. Now if $L_{1} \leq_{1-\mathrm{tt}}^{\mathrm{UL}} L_{2}$ then $L_{1} \in \operatorname{ModL}$.

Proof. Proof is similar to Theorem 3.6, 22. We however need to use Vij09, Lemma 3.5] and consider the accepting computation paths of the NL Turing machine corresponding to $L_{2}$ as in the proof of Corollary 3.9. We also use Vij09, Theorem 3.6] as in Theorem 3.6, 2] and thereby assume that the FL function that is used to decide if any input string is in $L_{2}$ outputs a prime number in the unary representation.

Based on whether the $\leq_{1-\mathrm{tt}}^{\mathrm{UL}}$ reduction is a $\leq_{m}^{\mathrm{UL}}$ reduction or if the output of the computation paths of the UL Turing machine is the complement of the output of the computation paths of the NL Turing machine for the language $L_{2}$ on the oracle query string, we define the NL Turing machine for $L_{1}$ similar to the proof of Theorem $3.6 / 22$. To be precise if the output of computation paths of the NL Turing machine for $L_{2}$ on the input query string is the complement of the output of the computation paths of the UL Turing machine on the given input then we use Vij09, Theorem 3.6 and Corollary 3.7] and ensure that our NL Turing machine for $L_{1}$ simulates the NL Turing machine for $L_{2}$ sufficiently many times and that it also makes sufficiently many non-deterministic choices at the end of the lexicographically least computation path in its computation tree (we need to note that non-deterministic choices that the NL Turing machine for $L_{1}$
we define does not depend on whether the lexicographically least computation path ends in an accepting state or in a rejecting state. We only ensure that sufficiently many accepting computation paths are added to the computation tree at the end of this computation path for this NL Turing machine). The proof that the Turing machine we define is $O(\log n)$ space bounded and that the computation tree is defined suitably to decide if any input $x \in \Sigma^{*}$ is in $L_{1}$ based on the congruence relation is similar to the proof of Theorem 3.6,2.
The following table lists the closure properties of ModL that are known.

| Closure property | True/False | Reference |
| :---: | :---: | :--- |
| complement | true (assuming NL = UL) | Vij09, Corollary 3.7] |
| $\leq_{m}^{L}$ | true | Theorem 3.6 |
| $\leq_{1-\mathrm{tt}}^{\mathrm{L}}$ | true (assuming NL = UL) | Theorem 3.6 |
| V | true | Theorem 3.6 |
| $\leq_{m}^{\mathrm{UL}}$ | true | Corollary |
| $\leq_{\mathrm{UL}} \mathrm{UL}$ | true (asuming NL = UL) | Corollary |

Table1: Closure properties of ModL

### 3.3 ModL and UL

Theorem 3.11. Assume that $\mathrm{UL}=$ coUL. Then $\operatorname{ModL}{ }^{\mathrm{UL}} \subseteq \operatorname{ModL}$.
Proof. Assume that $\mathrm{UL}=$ coUL. Let $\Sigma$ be the input alphabet such that $L_{1}, L_{2} \subseteq \Sigma^{*}$. Also let $L_{2} \in \mathrm{UL}$ and $L_{1} \in \mathrm{ModL}^{L_{2}}$. As a result using Vij09, Lemma 3.5] for $L_{1}$ it follows that on any input $x \in \Sigma^{*}$ there exists a NL machine $M$ that accesses $L_{2}$ as an oracle such that if $f \in \# \mathrm{~L}$ and $f(x)$ denotes the number of accepting computation paths of $M$ on input $x$ and $g \in \mathrm{FL}$ then we have $x \in L_{1}$ if and only if $f(x) \not \equiv 0(\bmod |g(x)|)$ where $g(x)=1^{p^{e}}$ with $p, e \in \mathbb{Z}^{+}, p$ being a prime and $e \geq 1$.

Here we assume that the queries that are submitted to the $L_{2}$ oracle by $M$ are generated in a deterministic manner according to the Ruzzo-Simon-Tompa oracle access mechanism as stated in AO96, ABO99. As a consequence we assume that $M$ submits the queries to the $L_{2}$ oracle and also obtains the reply of the oracle on the oracle tape before it starts any other computation on the input. In addition since $M$ is $O(\log n)$ space bounded for any given input $x \in \Sigma^{*}$ such that $n=|x|$ it is clear that the size of each query is at most $n^{j}$ and the number of queries that $M$ can submit to $L_{2}$ is at most $n^{k}$ where $j, k \in \mathbb{Z}^{+}$. Let us denote the $i^{t h}$ query that is generated by $M$ as $q_{x}^{(i)} \in \Sigma^{*}$ where $1 \leq i \leq n^{k}$.

The NL Turing machine $M^{\prime}$ that we define for $L_{1}$ simulates $M$ on the input $x$. However unlike $M$ the NL Turing machine $M^{\prime}$ does not have access to any oracle. However $M^{\prime}$ needs to obtain the reply of the $L_{2}$ oracle for the queries that $M$ submits in its computation path. For this purpose we follow the proof of the result that $L^{\oplus \mathrm{L}}=\oplus \mathrm{L}$ in HRV00 which also shows $\oplus \mathrm{L}^{\oplus \mathrm{L}}=\oplus \mathrm{L}$ in HRV00 and assume that $M^{\prime}$ generates the $i^{\text {th }}$ query $q_{x}^{(i)}$ in a deterministic manner during its simulation of $M$ on input $x$ where $1 \leq i \leq n^{k}$.

For every query $q_{x}^{(i)}$ that is generated by $M^{\prime}$, to determine if $q_{x}^{(i)} \in L_{2}$, the NL Turing machine $M^{\prime}$ simulates the UL Turing machine $M_{L_{2}}$ corresponding to $L_{2}$. Clearly if $q_{x}^{(i)} \in L_{2}$ then $M_{L_{2}}$ has exactly one accepting computation path. If the simulation of $M_{L_{2}}$ by $M^{\prime}$ results in this accepting computation path then $M^{\prime}$ assumes the output of the oracle query that $M$ would have obtained when it submits the query $q_{x}^{(i)}$ as input to the $L_{2}$ oracle to be "yes" and it continues its simulation of $M$ on input $x$. Otherwise let us assume that the simulation of $M_{L_{2}}$ by $M^{\prime}$ results in a rejecting computation path. In this case to test if $q_{x}^{(i)} \in \overline{L_{2}}$ we use the assumption that UL $=$ coUL and hence allow $M^{\prime}$ to simulate the UL machine $M_{\overline{L_{2}}}$ corresponding to $\overline{L_{2}}$ on input $q_{x}^{(i)}$ to test if this simulation results in an accepting computation path. If $M^{\prime}$ ends in an accepting computation path in this simulation then it implies $q_{x}^{(i)} \in \overline{L_{2}}$. Therefore $M^{\prime}$ assumes that the reply of the $L_{2}$ oracle is "no" on the query $q_{x}^{(i)}$ and continues its simulation of $M$ on input $x$. Otherwise if both these simulations of $M^{\prime}$ on $\operatorname{input} q_{x}^{(i)}$ results only in rejecting computation paths then $M^{\prime}$ makes sufficiently many non-deterministic choices in the computation tree and ends in a rejecting state in all these computation paths.

For any query string $q_{x}^{(i)}$ that is generated by $M^{\prime}$ along any of its computation paths we either have $q_{x}^{(i)} \in L_{2}$ or we have $q_{x}^{(i)} \in \overline{L_{2}}$ where $1 \leq i \leq n^{k}$. Now it follows from the definition of $M^{\prime}$ that we can determine if $q_{x}^{(i)} \in L_{2}$ by simulating $M_{L_{2}}$ or if necessary $M_{\overline{L_{2}}}$ on $q_{x}^{(i)}$ during its computation on the input $x$ where $1 \leq$ $i \leq n^{k}$. Due to our assumption that UL $=$ coUL it also follows that the number of computation paths in these simulations that correctly determine if $q_{x}^{(i)} \in L_{2}$ is exactly one where $1 \leq i \leq n^{k}$. Apart from simulating $M_{L_{2}}$ and $M_{\overline{L_{2}}}$ since the computation of $M^{\prime}$ is identical to $M$ on input $x$ it follows that $\operatorname{acc}_{M^{\prime}}(x)=f(x)$. As a result we have $x \in L_{1}$ if and only if $\operatorname{acc}_{M^{\prime}}(x) \not \equiv 0(\bmod |g(x)|)$. This shows $L_{1} \in$ ModL.

Corollary 3.12. Assume that $\mathrm{UL}=\mathrm{coUL}$. Then ModL ${ }^{\mathrm{UL}}=\mathrm{ModL}$.
Proof. The containment ModL $\subseteq$ ModL ${ }^{\mathrm{UL}}$ follows immediately from the definition of ModL. Conversely if we assume UL $=$ coUL then we have shown in Theorem 3.11 that ModL ${ }^{\mathrm{UL}} \subseteq$ ModL which completes the proof.
Corollary 3.13. Assume that $\mathrm{NL}=\mathrm{UL}$. Then $\mathrm{UL}_{1-\mathrm{tt}}^{\mathrm{ModL}}=\operatorname{ModL}{ }^{\mathrm{UL}}=\mathrm{ModL}$. Proof. Since we know from the Immerman-Szelepscényi Theorem Pap94, Theorem 7.6] that NL is closed under complement, our assumption that NL = UL implies UL $=$ coUL. Proof of our result now follows from Corollary 3.10 and Corollary 3.12 .

## 4 Closure under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ and $\leq_{d t t}^{\mathrm{L}}$ reductions

Definition 4.1. ABO99 Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We say that $L_{1}$ is logspace $k$-disjunctive truth-table reducible to $L_{2}$ for some $k \in \mathbb{Z}^{+}$,
$k \geq 1$, denoted by $L_{1} \leq_{k-\mathrm{dtt}}^{\mathrm{L}} L_{2}$, if there exists $f \in \mathrm{FL}$ such that given an input $x \in \Sigma^{*}$ of length $n$ we have $f(x)=\left\{y_{1}, \ldots, y_{k}\right\}$ and $x \in L_{1}$ if and only if $y_{i} \in L_{2}$ for at least one $1 \leq i \leq k$.

Definition 4.2. ABO99 Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We say that $L_{1}$ is logspace disjunctive truth-table reducible to $L_{2}$, denoted by $L_{1} \leq_{\mathrm{dtt}}^{\mathrm{L}} L_{2}$, if there exists $f \in \mathrm{FL}$ such that given an input $x \in \Sigma^{*}$ of length $n$ we have $f(x)=\left\{y_{1}, \ldots, y_{p(n)}\right\}$ and $x \in L_{1}$ if and only if $y_{i} \in L_{2}$ for at least one $1 \leq i \leq p(n)$ where $p(n)$ is a polynomial in $n$.

It follows from the definition of ModL that if $p \in \mathbb{Z}^{+}$is a prime then $\operatorname{Mod}_{p} \mathrm{~L} \subseteq \operatorname{ModL}$. However if $k \in \mathbb{Z}^{+}$such that $k \geq 6$ is a composite number that has more than one distinct prime divisor then it is not known if $\operatorname{Mod}_{k} \mathrm{~L} \subseteq \operatorname{ModL}$. We show that if ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ reductions for some $l \in \mathbb{Z}^{+}$such that $l \geq 2$ then $\operatorname{Mod}_{k} \mathrm{~L} \subseteq \operatorname{ModL}$ for all $k \in \mathbb{Z}^{+}$such that $k \geq 6$ is a composite number that has at most $l$ distinct prime divisors.

Theorem 4.3. If ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ reductions where $l \in \mathbb{Z}^{+}$and $l \geq 2$ then $\operatorname{Mod}_{k} \mathrm{~L} \subseteq \operatorname{ModL}$ for all $k \in \mathbb{Z}^{+}$such that $k \geq 6$ is a composite number that has at least 2 and at most $l$ distinct prime divisors.
Proof. Let us assume that ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ reductions for some $l \in \mathbb{Z}^{+}$such that $l \geq 2$. Let $\Sigma$ be the input alphabet and let $\sharp \notin \Sigma$. Also let $L \in \Sigma^{*}$ and assume that $L \in \operatorname{Mod}_{k} \mathrm{~L}$ where $k=p_{1}^{e_{1}} \cdots p_{m}^{e_{m}}$ is a composite number such that $p_{i}$ is a prime, $e_{i} \in \mathbb{Z}^{+}$with $e_{i} \geq 1$ and $p_{i} \neq p_{j}$ for all $1 \leq i<j \leq m \leq l$.

It is shown in $\mathrm{BD}^{+} 92$ that if $A \in \mathbb{Z}^{n \times n}$ then determining if $\operatorname{det}(A) \not \equiv$ $0(\bmod k)$ is complete for $\operatorname{Mod}_{k} \mathrm{~L}$ under $\operatorname{logspace}$ many-one reductions. Let us denote this language that is complete for $\operatorname{Mod}_{k} \mathrm{~L}$ by $\operatorname{Mod}_{k}$ Det. Also $\left[\mathrm{BD}^{+} 92\right.$ ] have shown that $\operatorname{det}(A) \not \equiv 0(\bmod k)$ if and only if $\operatorname{det}(A) \not \equiv 0\left(\bmod p_{i}\right)$ for at least one of the primes $p_{i} \mid k$, where $1 \leq i \leq m$. Based on these observations let us define $L_{k}=\left\{\left\langle A \sharp 1^{p_{i}}\right\rangle\left|\operatorname{det}(A) \not \equiv 0\left(\bmod \left|g\left(\left\langle A \sharp 1^{p_{i}}\right\rangle\right)\right|\right) \forall p_{i}\right| k\right.$ where $g \in \mathrm{FL}$ and $\left.g\left(\left\langle A \sharp 1^{p_{i}}\right\rangle\right)=1^{p_{i}}\right\}$. It follows from Definition 3.1 that $L_{k} \in$ ModL.

Therefore if $A \in \mathbb{Z}^{n \times n}$ is the input then $A \in L$ if and only if $\left\langle A \sharp 1^{p_{i}}\right\rangle \in L_{k}$ for at least one prime $p_{i}$ where $1 \leq i \leq m$. But it is easy to note that given $A$ as input, a $O(\log |x|)$ space bounded Turing machine $M$ can obtain the prime factorization of $k$ and also output $\left\langle A \sharp 1^{p_{i}}\right\rangle$ for all primes $p_{i} \mid k$ where $1 \leq i \leq m$. If $m<l$ then we assume that $M$ outputs the last query $\left\langle A \sharp 1^{p_{j}}\right\rangle$ that it generates with repetition sufficiently many times to output $l$ strings where $1 \leq j \leq m \leq l$. Now $A \in L$ if and only if $\left\langle A \not 1^{p_{j}}\right\rangle \in L_{k}$ for at least one $1 \leq j \leq l$. However we have assumed that ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ reductions which implies $L \in$ ModL. This shows that $\operatorname{Mod}_{k} \mathrm{~L} \subseteq$ ModL whenever $k \geq 6$ is a composite number such that the number of distinct prime divisors of $k$ is at least 2 and at most $l$.

Theorem 4.4. If ModL is closed under $\leq_{\mathrm{dtt}}^{\mathrm{L}}$ reductions then $\mathrm{coC}=\mathrm{L} \subseteq$ ModL.

Proof. Let us assume that ModL is closed under $\leq_{\mathrm{dtt}}^{\mathrm{L}}$ reductions. We know that ModDet is a canonical complete language for ModL under logspace manyone reductions. Also given $A \in \mathbb{Z}^{n \times n}$ as input the problem of determining if $\operatorname{det}(A) \neq 0$ is complete for $c_{=} \mathrm{C}_{=} \mathrm{L}$ under logspace many-one reductions AO96. Using the Chinese remainder theorem we know that the $\operatorname{det}(A)$ is uniquely determined by its residues modulo all the primes from 2 and $n^{4}$. Therefore $\operatorname{det}(A) \neq 0$ if and only if $\operatorname{det}(A) \not \equiv 0(\bmod p)$ for some prime $2 \leq p \leq n^{4}$.

Similar to the proof of Lemma 4.3 it is easy to note that there exists a $O(\log n)$ space bounded Turing machine $M$ that when given the matrix $A$ as input computes all the primes from 2 to $n^{4}$ and also outputs the pairs $\left\langle A \sharp 1^{p_{i}}\right\rangle$ for all of the primes from 2 to $n^{4}$. Clearly $\operatorname{det}(A) \neq 0$ if and only if $\left\langle A \sharp 1^{p_{i}}\right\rangle \in$ $\operatorname{Mod}_{p}$ Det for at least one of the primes $p \in\left\{2, \ldots, n^{4}\right\}$. However we have assumed that ModL is closed under $\leq{ }_{\mathrm{dtt}}^{\mathrm{L}}$ reductions from which it follows that we can determine if $\operatorname{det}(A) \neq 0$ in ModL and this implies coC=L $\subseteq$ ModL.

Corollary 4.5. Assume that $\mathrm{NL}=\mathrm{UL}$. If ModL is closed under $\leq_{\mathrm{dtt}}^{\mathrm{L}}$ reductions then $\mathrm{C}=\mathrm{L} \subseteq$ ModL.
Proof. Proof follows from Theorem 4.4 and Vij09, Corollary 3.7].

### 4.1 Implications for $\leq_{l-c t t}^{\mathrm{L}}$ and $\leq_{\mathrm{ctt}}^{\mathrm{L}}$ reductions

Definition 4.6. ABO99 Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We say that $L_{1}$ is logspace $k$-disjunctive truth-table reducible to $L_{2}$, denoted by $L_{1} \leq_{k-c t t}^{\mathrm{L}} L_{2}$, if there exists $f \in \mathrm{FL}$ such that given an input $x \in \Sigma^{*}$ of length $n f(x)=\left\{y_{1} \ldots, y_{k}\right\}$ and $x \in L_{1}$ if and only if $y_{i} \in L_{2}$ for every $1 \leq i \leq k$.

Definition 4.7. ABO99 Let $\Sigma$ be the input alphabet and let $L_{1}, L_{2} \subseteq \Sigma^{*}$. We say that $L_{1}$ is logspace conjunctive truth-table reducible to $L_{2}$, denoted by $L_{1} \leq_{\mathrm{ctt}}^{\mathrm{L}} L_{2}$, if there exists $f \in \mathrm{FL}$ such that given an input $x \in \Sigma^{*}$ of length $n$ we have $f \in \mathrm{FL}$ such that $f(x)=\left\{y_{1} \ldots, y_{p(n)}\right\}$ and $x \in L_{1}$ if and only if $y_{i} \in L_{2}$ for every $1 \leq i \leq p(n)$ where $p(n)$ is a polynomial in $n$.
Lemma 4.8. Assume that $\mathrm{NL}=\mathrm{UL}$. If ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ reductions where $l \in \mathbb{Z}^{+}$and $l \geq 2$ then ModL is closed under $\leq_{l-\mathrm{ctt}}^{\mathrm{L}}$ reductions.
Proof. Let $\Sigma$ be the input alphabet and let $\sharp \notin \Sigma$. Also let $L_{1}, L_{2} \subseteq \Sigma^{*}$ and let $L_{2} \in$ ModL be such that $L_{1} \leq_{l-c t t}^{\mathrm{L}} L_{2}$ using a function $f \in \mathrm{FL}$. Therefore if $x \in \Sigma^{*}$ is the input then we have $f(x)=\left\langle y_{1} \sharp \cdots \sharp y_{l}\right\rangle$ such that $x \in L_{1}$ if and only if $y_{i} \in L_{2}$ for all $1 \leq i \leq l$.

However this is equivalent to $x \notin L_{1}$ if and only if $y_{i} \in \overline{L_{2}}$ for at least one $1 \leq i \leq l$ where $\overline{L_{2}}$ denotes the complement of $L_{2}$. But since we have assumed NL $=$ UL it follows from [Vij09, Corollary 3.7] that $\overline{L_{2}} \in$ ModL. These observations show that $\overline{L_{1}} \leq_{l-\mathrm{dtt}}^{\mathrm{L}} \overline{L_{2}}$ and since we have assumed ModL is closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ we have $\overline{L_{1}} \in \operatorname{ModL}$. Once again from our assumption that $\mathrm{NL}=\mathrm{UL}$ using the result that ModL is closed under complement shown in Vij09, Corollary 3.7] it follows that $L_{1} \in$ ModL.

Theorem 4.9. Assume that $\mathrm{NL}=\mathrm{UL}$. If ModL is closed under $\leq \mathrm{d}_{\mathrm{dt}}$ reductions then ModL is closed under $\leq_{\mathrm{ctt}}^{\mathrm{L}}$ reductions.

Proof. Proof of this result is similar to the proof of Lemma 4.8. We need to observe that the number of instances of $L_{2}$ that can be output by a $\leq_{\mathrm{dtt}}^{\mathrm{L}}$ reduction is at most a polynomial in the size of the input. Since we have assumed NL $=$ UL it follows from Vij09, Corollary 3.7] that ModL is closed under complement and by using this property of ModL we obtain this result.

## 5 Remarks

As mentioned in Vij09, Section 4] in an earlier submission to the STACS 2009 conference I had claimed and given proofs of many of the closure properties of ModL. These properties followed from the statement that we need not restrict the FL function $g$ in the definition of ModL to output a prime power in the unary representation but that it can be a composite number in the unary representation that has more than one distinct prime divisor. However once again as it is mentioned in Vij09, Section 4] the proof of this statement was found to be incorrect.

In this note we have shown that ModL is closed under $\leq_{m}^{\mathrm{L}}$ reduction, V (join) and $\leq_{m}^{\mathrm{UL}}$ reduction. Also using Vij09, Theorem 3.6 and Corollary 3.7] we have shown that ModL is closed under $\leq_{1-\mathrm{tt}}^{\mathrm{UL}}$ and $\leq_{1-\mathrm{tt}}^{\mathrm{L}}$ reductions assuming $\mathrm{NL}=\mathrm{UL}$. Following this under the assumption that $\mathrm{UL}=$ coUL we are also able to show that ModL ${ }^{\mathrm{UL}}=$ ModL. This in turn shows that $\mathrm{UL}_{1-\mathrm{tt}}^{\mathrm{ModL}}=$ $\operatorname{ModL}{ }^{\mathrm{UL}}=\mathrm{ModL}$ assuming $\mathrm{NL}=\mathrm{UL}$.

As we had mentioned in Section 1.1 the LCON problem was claimed to be logspace many-one hard for ModL in Vij08. Using Vij09, Theorem 3.6] it follows that LCON is logspace many-one hard for ModL under the assumption that $N L=U L$. The results shown in this note do not seem to unconditionally show that LCON is logspace many-one hard for ModL.

In this note we have also considered the possibility of ModL being closed under $\leq_{l-\mathrm{dtt}}^{\mathrm{L}}$ and $\leq_{\mathrm{dtt}}^{\mathrm{L}}$ and shown its implications to other logspace counting classes such as $\operatorname{Mod}_{k} \mathrm{~L}$ and $\mathrm{C}=\mathrm{L}$ where $k, l \in \mathbb{Z}^{+}$and $k \geq 6$ is a composite number that has more than one and at most $l$ distinct prime divisors. Also [HT04] have shown results that deal with the closure of GapL under division. We remark that other than showing the closure of ModL under different types of reductions exploring the closure properties of GapL also leads to showing many relations among logspace counting classes.

### 5.1 Open problems

While we know that $\mathrm{UL} \subseteq \oplus \mathrm{L} \subseteq$ ModL we are yet to show $\mathrm{NL} \subseteq$ ModL. This containment is believed to be true especially since we know due to the results shown in Wig94, GW96 that NL/poly $=\oplus \mathrm{L} /$ poly and in RA00 that
$\mathrm{NL} /$ poly $=\mathrm{UL} /$ poly and that these classes coincide in the uniform setting also which follow by using well known derandomization techniques for constructing pseudo-random generators that depend on the existence of functions in $\operatorname{DSPACE}(n)$ that require circuits of exponential size to be computed which are also believed to exist. A believably far more difficult problem of showing $\mathrm{L}^{\text {ModL }}=$ ModL is also left open in Vij09.

Interestingly many of these closure properties and containments have already been examined in the polynomial time setting and analogous problems are open for the complexity class ModP (see [KT96]). It seems very likely that proof of any of these closure properties for ModP will also imply the same property to be true for ModL (possibly with some assumptions used in Vij09 and in the results shown in this note such as $\mathrm{NL}=\mathrm{UL}$ or $\mathrm{UL}=$ coUL $)$.
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