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Abstract

We study the performance of the Sherali-Adams system for VERTEX COVER on graphs with vector
chromatic number 2 + €. We are able to construct solutions for LPs derived by any number of Sherali-
Adams tightenings by introducing a new tool to establish Local-Global Discrepancy. When restricted to
O(1/¢) tightenings we show that the corresponding LP treats the input graph as a nearly perfect match-
ing. Since there exist graphs with 2+ o(1) vector chromatic number but no linear-sized independent sets,
this immediately implies a tight integrality gap for superconstant levels of the Sherali-Adams system.

An important property of our solutions is that they can be slightly perturbed to also satisfy semidef-
inite conditions. In particular, using this approach we prove the first tight integrality gap for non trivial
levels of the Sherali-Adams SDP system. Our argument reduces semidenifiteness to a condition on
the Taylor expansion of a reasonably simple function that we are able to establish up to constant-level
SDP tightenings. We conjecture that this condition holds even for superconstant levels which would
imply that in fact our solution is a valid for superconstant level Sherali-Adams SDPs.
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1 Introduction

A vertex cover of a graph G = (V| E) is a subset S of the vertices such that for every edge ij € E at least
one vertex among ¢, j lies in S. In the MINIMUM VERTEX COVER problem the objective is to find the vertex
cover of minimum size. Determining the approximability of VERTEX COVER is one of the outstanding open
problems in theoretical computer science. While a 2-approximation algorithm is rather straightforward,
considerable efforts have failed to yield any algorithm with approximation ratio 2 — €2(1). Indeed the best
known approximation algorithm achieves an approximation ratio of 2—O(4/1/log n) [Kar09]. On the other
hand, the strongest PCP-based hardness result [DS05] shows that 1.36-approximation of VERTEX COVER is
NP-hard. Only if one is willing to assume Khot’s Unique Game Conjecture [Kho02] this hardness can be
improved to 2 — o(1).

Trying to resolve the true approximability of VERTEX COVER, one could study the behavior of prominent
algorithmic paradigms, such as Linear Programming (LP) and Semidefinite Programming (SDP) relaxations.
There, the measure of efficiency is the Integrality Gap which sets the approximation limitations of any al-
gorithm based on these relaxations. A number of systematic procedures, known as Lift-and-Project systems
have been proposed to improve the integrality gap of standard relaxations. These systems build strong
hierarchies of either LP relaxations (as in the Lovdsz-Schrijver and the Sherali-Adams systems) or SDP
relaxations (as in Lovasz-Schrijver SDP and the Lasserre systems.) In this work we study the limitations of
strong LP and SDP relaxations that can be derived by the powerful system of Sherali-Adams enhanced by
a positive-semidefiniteness constraint. The performance of the same system has been previously studied for
other combinatorial problems, for example, for Constraint Satisfaction Problems [BGMT10], for Quadratic
Programing and MaxCutGain [BM10], for Maximum Cut and Sparsest Cut [KS09], and for a variety of
different problems in [RS09], but its integrality gap for VERTEX COVER remains open.

The Sherali-Adams system, like all Lift-and-Project systems, can be thought of as being applied in
rounds (also called levels). The bigger the number of rounds used, the more accurate the obtained tightened
relaxation is. In fact, if as many rounds as the number of variables are used, the final relaxation is exact, all
its feasible solutions are distributions over integral solutions, whence no integrality gap exists. On the other
hand the size of the derived relaxation grows exponentially with the number of rounds, which implies that
the time one needs in order to solve it also grows accordingly. It is natural then to ask if looking at a modest
number of rounds (say ¢ being a constant, or log log n) will result in an algorithm with approximation factor
better than 2. In this paper we answer the above question in the negative for the Sherali-Adams and the
Sherali-Adams SDP system. That is, we prove that the Sherali-Adams system applied to the canonical
LP and the canonical SDP relaxations of VERTEX COVER have integrality gap 2 — o(1) for w(1) and (some
fixed) constant number of rounds respectively.

Lower bounds in the Lift-and-Project systems amount to showing that the integrality gap remains large
even after many tightenings of the systems. Integrality gaps for w(1) rounds rule out superpolynomial time
algorithms albeit for a restricted model of computation. For VERTEX COVER, considerable effort has been
invested in strong lower bounds for various hierarchies. For LP hierarchies, [STT07] shows an integrality
gap of 2 — e for Q(n) rounds of the LS system and [CMMO09] shows the same integrality gap for the stronger
Sherali-Adams system up to €2(n’) rounds (with § going to 0 together with €). Both these results study
the system applied to the canonical LP formulation and are not comparable to integrality gaps for even the
standard SDP relaxation. Our contribution for LP hierarchies is as follows.

Theorem 1.1. For every ¢, there are graphs on n vertices such that the level-Q(y/logn/loglogn) LP
derived by the Sherali-Adams system for VERTEX COVER has integrality gap 2 — €.

Although our integrality gap is weaker than the one of [CMMO09] in terms of the number of tightenings,



our result follows as an immediate corollary of a novel construction of feasible solutions for a wide family of
graphs enjoying nice geometric properties,i.e. Borsuk graphs. In particular, part of the novelty is that we are
able to construct solutions for any number of Sherali-Adams tightenings. When the number of tightenings
is large enough, then unavoidably the solution is inside the integral hull. In contrast, when the number of
tightenings is relatively small, then the corresponding LP can be seen to treat the input graph as a nearly
perfect matching, i.e. as a graph where just half the vertices form a vertex cover. In particular, in Section 5
we show that for Borsuk graphs there is always a Sherali-Adams solution where each vertex contributes
almost 1/2, with the above theorem following as a corollary. The reader should also contrast Theorem 1.1
to the result of Vishwanathan [Vis09] which shows that every hard instance of VERTEX COVER (if the true
inapproximability is 2 — o(1)) must have large subgraphs that “look like Borsuk graphs”. In fact one could
think of our result as some form of a converse to that of Vishwanathan as far as the Sherali-Adams hierarchy
is concerned.

For SDP hierarchies, and for the LS ;. system which is stronger than both the LS system and the canonical
SDP formulation (but incomparable to Sherali-Adams), [GMPTO07] shows an integrality gap of 2 — € for
Q(n) levels. The next logical step then is to study the Sherali-Adams SDP system which is also stronger
than the LS system, and a significant step closer to the so-called Lasserre system, for which no known tight
integrality gaps exist for combinatorial problems with hard constraints. We prove the next theorem.

Theorem 1.2. For every €, there are graphs on n vertices such that the level-5 SDP derived by the Sherali-
Adams SDP system for VERTEX COVER has integrality gap 2 — €.

Theorem 1.2 follows as a corollary of Theorem 1.1 after carefully transforming its solution, so as to make
sure that the function describing its solution has Taylor expansion with positive coefficients, a condition that
we prove is sufficient to satisfy the additional semidefinite constraint. The new solution can be almost
trivially seen to satisfy the level-2 Sherali-Adams SDP(see Section 7), which gives an new alternative
proof of the well known tight integrality gap for the standard VERTEX COVER SDP tightened by the triangle
inequality. For a higher level solution (for which no tight integrality gaps were known prior to this work) we
first describe our solution in terms of a seemingly simple function (depending on the number of tightenings).
Next we are able to show that the function has Taylor expansion with positive coefficients up to level-5. We
should point here that we know empirically that the function maintains positivity in its coefficients even for
superconstant tightenings, however the proof is still eluding us. Finally, if one is content with an integrality
gap less than 2, integrality gaps of 1.36 for up to Q(n5) levels [Tul09] and 7/6 for up to Q2(n) levels [Sch08]
for the Lasserre system are known.

It might be tempting to ask whether a negative result concerning Lift-and-Project systems is interesting.
It turns out that the best algorithms known for many combinatorial optimization problems are based on
relaxations weaker than those derived by constant rounds of the Sherali-Adams SDP system which we
study here. Examples include the seminal algorithm of Goemans-Williamson [GW95] for MAX CUT, the
Karloff-Zwick algorithm [KZ97] for MAX-3-S AT, the Arora-Rao-Vazinari algorithm [ARV09] for SPARS-
EST CUT and the best algorithm for VERTEX COVER of Karakostas [Kar09]. Lift-and-Project hierarchies
have been also used recently in designing approximation algorithms with a runtime-approximation ratio
trade off. The list of relevant examples, which includes [dIVKMO7] for MAX CUT, [MMO09] for VERTEX
COVER and INDEPENDENT SET in minor-free graphs, [CS08] for INDEPENDENT SET, [BCGO09] for the
MaxMin allocation problem, and [ARKN10] for KNAPSACK, is continually growing. Finally, for some
particular constraint satisfaction problems, and modulo the UGC, no approximation algorithm can perform
better than the one obtained by Sherali-Adams SDP of a constant number of rounds. In fact, a recent result
of Raghavendra [Rag08] gives strong evidence that algorithms based on the Sherali-Adams SDP system
constitute a strong model of computation.



Outline of the method: To describe the high level idea of our approach let us first give a brief description
of the Sherali-Adams SDP system applied to the VERTEX COVER problem. The Sherali-Adams SDP system
of level ¢ is a Semidefinite program with the following variables. If G is a graph and U is any subset of its
vertices of size at most ¢ the program will have real variables to specify a distribution D(U) over the subsets
of U. Furthermore, the program will have two kinds of constraints. The first kind ensure that any subset of U
that is assigned a positive probability covers all the edges inside U, i.e. the distribution D(U) is over vertex
covers of U. The second kind of constraints ensures that the marginals of the distributions for U; C U are
consistent on Uy, i.e. any event that only depends on the vertices of U; has the same probability according
to D(U;) and D(U). The program will also have a semi-definiteness constraint on some of these variables
which we will skip in the introduction. The objective value of the program is the sum over all vertices v of
the probability that v is in the local vertex covers.

The instances we use for our integrality gap construction are the Frankl-R6dl graphs (which are subgraphs
of Borsuk graphs), parameterized by an integer m and a real parameter v > (0. The vertex set of these graphs
is {0,1}™ with an edge between two vertices if their Hamming distance is m(1 — ). A result by Frankl-
Rodl [FR87] shows that if +y is a positive constant, all vertex covers of this graph have size 2" (1 — o(1)).
In fact [GMPTO07] show the same holds even when ~ is as small as y/logm/m. A tight integrality gap
therefore calls for a solution in the system of objective value 1/2 + € for an arbitrary small constant € > 0.

Here is a simple description of our solution. Notice that a simple vertex cover of this graph is a Hamming
ball (with arbitrary center) with radius more than (1 4+ «)m/2. This can be seen by observing that the
diameter of the complement of such set is less than ym and hence it does not contain any edge. A geometric
way to obtain a distribution of (the same) vertex covers would be to imagine the hypercube in R™ with its
center at origin and take a sufficiently large spherical cap centered at a random point on the sphere. Of
course, in doing so we have not achieved much since we are defining a (global) distribution of vertex covers,
and thus each has to be of size 2™ (1 — o(1)). It is useful to understand this “obstacle” from a geometric
point of view: the height of the spherical cap must be at least 1 + /7 (instead of 1 which would give half a
hyper-sphere) and by concentration of measure on the sphere the area of such a cap is roughly 1/2+,/m7 of
the whole sphere. Then, by averaging, the probability that an arbitrary point on the sphere (and in particular
a vertex of the hypercube) is in the cap is 1/2 + ,/m~ which is rather large.

The main idea is that if one needs to define probabilities only for small sets (that corresponds to a level-¢
Sherali-Adams relaxation for some “small” t), one can first embed these points in a small dimensional
sphere and then repeat the experiment to define a random vertex cover. The spherical caps that are required
in order to cover the edges in these sets have the same height, but now, due to the lower dimension, their
area is greatly reduced! Specifically, if the original set has at most ¢ points the experiment can be performed
in a t-dimensional sphere and if v¢ = o(1), the probability of a vertex participating in the vertex cover will
be no more than 1/2 + o(1). It is critical, of course, that the obtained distributions are consistent. But this
is “built-in” in this experiment. Indeed, due to spherical symmetry, the probability that a set of points on a ¢
dimensional sphere belong to a random cap of a fixed radius depends only on ¢, on the radius of the cap and
on the pairwise Euclidean distances of the points in the set. We should also point out that this construction
would work for any graph with vector chromatic number 2 + o(1). In another words, if G is graph that can
be embedded into the Unit sphere so that edges may only appear between vertices whose embedded points
sum to a vector of norm o(1), then there is a sufficiently “low-level” (but non-trivial) Sherali Adams solution
of value (1/2 + o(1))n.

Unfortunately, we can not show that the above solution satisfies the positive semi-definiteness constraints
of the Sherali-Adams SDP system, instead we change our solution in several ways to attain positive semi-
definiteness. These changes are somewhat technical and we avoid discussing them in detail here. At a



high level the changes are (i) we add a small probability of picking the whole graph as the vertex cover.
(i) We apply a transformation of the canonical embedding of the cube in the sphere that ensures that the
farthest pairs of vertices are precisely the edges, and also that the inner products have a bias to being positive
(compared to the canonical embedding in which the average inner product is 0).

To get some insight into the rationale of these modification, first note that the matrix whose positive
definiteness we need to prove happens to be highly symmetric. For such symmetric matrices a necessary
condition for positive semi-definiteness is that the average entry is at least as large as the square of the
diagonal entries. Manipulation (i) above is precisely the tool we need to ensure this condition, and has
no adverse effects otherwise. The second transformation is useful although not clearly necessary. We can,
however, argue that without a transformation of this nature, a good SDP solution is possible also for a graphs
in which edges connect vertices that are at least as far as m(1 — ) (rather than exactly that distance). The
existence of solutions for such dense graphs seems intuitively questionable. Last, boosting the typical inner
product can be shown to considerably boost the Taylor coefficients of a certain function which we need to
show only has positive Taylor coefficients.

Comparison to other works: More than half-dozen different integrality gap constructions for Vertex
cover in different Lift-and-Project systems are known. Among these, the most relevant to our work is
[CMMO9]. In [CMMO09], Charikar, Makarychev and Makarychev obtain a Sherali Adams solution that is
based on embedding the vertices of the graph in the sphere. The similarity with our work is that Makarychev
et al. take a special case of caps, i.e. half-spheres, in order to determine probabilities. Consistency of these
distribution 1is, just as our case, guaranteed by the fact that these probabilities are intrinsic to the local
distances of the point-set in question. However, the reason that these distributions behave differently than a
global distribution (which is essential for an integrality gap construction) is completely different than ours.
It is easy to see that when the caps in the construction are half spheres, the dimension does not play a role at
all. However, in [CMMO09] there is no global embedding of the points in the sphere rather only a local one.
In contrast, our distributions can be defined for all dimensions, however as we mentioned we must keep the
dimension reasonably small in order to guarantee small objective value. Another big difference pertains to
the different instances. While our construction may very well be the one (or close to the one) that will give
Lasserre integrality-gap bound, the instances of [CMMO09] have no substantial integrality gap even for the
standard SDP.

It is also important to put our work in context with the sequence of results dealing with SDP integrality
gaps of Vertex-Cover [GK98, Cha02, GMPT07, GMT09a]. In these works the solution can be thought of as
an approximation to a very simple set: a dimension cut, that is a face of the cube. This set is not a vertex
cover, but in some geometric sense is close to one. The SDP solutions are essentially averaging of such
dimension-cuts with some carefully crafted perturbations. Using the same language, the solution we present
in the current work is based on Hamming balls of radius m /2 (i.e. translations of the majority function)
rather than dimension-cuts (i.e. dictatorship functions.) The perturbation we apply to make such a solution
valid is simply the small increase in the radius of the Hamming balls.

2 Preliminaries

Definition 2.1. (Borsuk graphs) The Borsuk graph Bj" is an infinite graph with vertex set Sm=1 Two
vertices X, y are adjacent if they are nearly antipodal, namely ||x + y|| < 2v/6.

In the current paper we will study discrete finite subgraphs of Bg".l Next, note that any perfect matching
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"Note that an alternative characterization of any subgraph of B} is that its vector chromatic number is k = 2 + In other



is a discrete subgraph of Bg. Conversely, any discrete subgraph of B is clearly a perfect matching, and
hence, for small values of 4, it is tempting to think of Bj* as nearly perfect matchings. In other words, one
might expect that for any discrete subgraph (not necessarily induced) of BJ", for some small value 4, there
exist vertex covers of size almost half the number of vertices. Interestingly, as we shall see in a while, this
is not always the case.

Definition 2.2. (Frankl-Rodl graphs) Fix v, 0 < v < 1 and an integer m > 1. The Frankl-Rodl graph
(GQ” is ;he graph with vertices {—1, 1}"" and where two vertices 4, j € {—1,1}"" are adjacent if dg (i, j) =
1—~)m.

Note that the graph G can be embedded in S™~1 by just normalizing the hypercube; the vertices of
G! are unit vectors z; in ﬁ{—l, 1/}™. For some edge ij, we then have

|zi + 2] =2+22 - 2; =2+ 2(—1+2y) = 4y,

showing that GT" is a subgraph of BY".
Frankl-Rodl graphs exhibit an interesting “extremal” combinatorial property. From the discussion above,
o' are perfect matchings and so the minimum vertex cover has size half the number of the vertices. A
beautiful theorem by Frankl-Rodl says that by slightly perturbing v, any vertex cover of the resulting graphs
has size 2™ —0(2"™). The following slight modification of the original theorem of Frankl and R6dl (Theorem
1.4 in [FR87]) was first proved in [GMPTO07].

Theorem 2.3. Let m be an integer and let v = O(\/logm/m) be a sufficiently small number so that ym
is an even integer. Then there is no independent set in G'}} of size larger than 2™ /m.

Consequently, the minimum fraction of vertices that are required to form a vertex cover in G, with

v = O(y/logm/m) is of order 1—o(1). Frankl-R6dl graphs have been used as tight integrality gap instances
in a series of results [GK98, Cha02, GMPTO07, GMTO08, GMT09a]. In particular, in [Cha02] it is shown that
G7' is an induced subgraph of Bgm. In the current paper, we show that all discrete subgraphs (not necessarily
induced) of B’ are treated almost as perfect matchings by a strong family of LPs and SDPs.

Our construction is based on tensored vectors. Recall that the tensor product u ® v of vectors u € R"
and v € R™ is the vector in R™™ indexed by ordered pairs from n x m and assuming the value u;v;
at coordinate (i, j). Define u®? to be the vector in R obtained by tensoring u with itself d times. Let
P(z) = c1z™ + ... + cqz'e be a polynomial with nonnegative coefficients. Then T'p is the function that
maps a vector u to the vector Tp(u) = (y/cru®", ..., /cqu®). Polynomial tensoring can be used to
manipulate inner products in the sense that 7p(u) - Tp(v) = P(u - v) and it was used for many integrality
gap results such as [GK98, Cha02, GMPTO07, GMTOS].

3 Strong relaxations for VERTEX COVER

A standard exact formulation of VERTEX COVER can be obtained as follows. Consider some instance
G = (V,E) of the VERTEX COVER problem. A valid solution, i.e. a vertex cover, is a partition of the
vertices into two sets. We associate every vertex ¢ € V with a variable z; € {0, 1} with the intended meaning
that if a variable is set to 1, then the corresponding vertex will be in the vertex cover. The hard condition
that every edge ij € E needs to be covered by at least one of its endpoints can be clearly formulated as
x; + x; > 1. Then, the objective linear function ZZ cv @i counts the size of the vertex cover.

1

words, for any two adjacent vertices 4, j and their corresponding vector representation z;, z; in S™ ' we have z; - z; < — =i



We have argued that that following optimization problem, known as an integer programming problem, is
an exact formulation for VERTEX COVER.

min ) oy 2
st. wi+x;>1 VijeE (1)
x; €{0,1} VieW

Integer Programming is an intractable optimization problem. However, the usefulness of the previous
formulation becomes transparent by relaxing the integral condition z; € {0, 1} into z; € [0, 1]. The resulting
LP

min Yo %
st.  x;+x;>1 Vije E  (Edge constraints) ()
x; €[0,1] VieV,

is known as the standard LP relaxation for VERTEX COVER, and can be solved in polynomial time. Any
such relaxation is inherently associated with what is known as the integrality gap (integrality gap), which
measures how much is the relaxed optimal solution off from the true optimal. Formally, for some instance
graph, the integrality gap of a relaxation is the ratio between the true optimal solution over the optimal
solution of the relaxation. The integrality gap of a relaxation is defined as the supremum of the integrality
gaps over all instances. The integrality gap serves as an important measure of effectiveness, as it bounds the
approximation that any algorithm can achieve that is based on the relaxation.

It is an easy exercise to show that the integrality gap of (2) is at most 2, showing that no (2 — Q(1))-
approximation algorithm can be based on this LP. The tightness of the integrality gap can be easily shown
by considering a complete graph on n vertices: since the all 1/2 vector is always a solution of (2), the
integrality gap is % =2-2/n.

Sherali and Adams [SA90] proposed a systematic procedure for tightening 0/1 polytopes. For conve-
nience we will present the definition just for the vertex cover polytope (2). In order to give some motivation
for the Sherali-Adams system, we need some notation. We abbreviate the set {0,1...,n} by [n]. For
A C [n] we denote by P4, P/ the powerset of A, and all subsets of A of size at most ¢ respectively. For

y € RP" t € [n] and U € P we define the matrices

(Mu(¥));; = wyius, VI,J €PM 3)

)

(Mu(y)), = i, vI,J e PY. 4)

)

We also set yo = yp, y{;} = ¥i» and in general we treat the set {0} as the empty set (). From the definitions

above it is clear that M, (y) = M, (y). Now, for any A C [n] we define the “shifting” y, 4 of y € RP™,

as a vector in RP["], with (y4+4); = yaur-
Now consider an integral solution x of (2) for some instance n-vertex graph G = (V| E), and define
y e RPM g yr = [,y @i- Then it is easy to check that

My (y) = 0, My (yiqy + Y4y —¥) =0, Vij € E. 6))

Generalizing this, one can show that for a global distribution of vertex covers on [n], if we set y; equal to the
probability that all variables in [ are set to 1, then y satisfies constraints (5). In fact, it is known [LS91, SA90]
that adding constraints (5) to the LP (2) yields the convex closure of integral solutions of the exact formula-
tion , and therefore the integrality gap is 1. Clearly, the resulting LP has exponentially many constraints. For



this, Sherali and Adams proposed the following relaxation of the vertex cover polytope of some n-vertex

graph G = (V, E), using the linear variables variables y € Rpt[n] , for some fixed .

min - 3oy Y

st. My(yeqy +Y+(3 —Y) =0 Vije E, VU € Pt[E]l (Edge constraints) ©)
My(y) = 0 VU € P
Yi € [07 1} Vi € ‘/v

Relaxation (6) is known as the level-t Sherali-Adams relaxation for VERTEX COVER, and more interest-
ingly, it is a linear relaxation in disguise (see [Lau03])! We do not need to take advantage of this nice fact,

as we know of an alternative argument that guarantees that ay € Rpt[n] is in fact a solution for (6) (the
same argument was first used in [dIVKMO07], and later in [CMMO09, GM08, GMT09b]). This is based on
the following easy observation.

Fact 3.1. Suppose that we can associate every U € Pt[n] with a distribution D(U) of “local” vertex covers
(namely distribution of 0/1 assignments on U with all local edge constraints satisfied). Suppose also that

the resulting family of distributions is locally consistent, namely, for all U, U’ C Pt[n} the distributions

D(U),D(U’) agree on U NU'. Define the vectory € RP as yu = Pp)|U is in the vertex cover]. Then
y satisfies relaxation (6).

The reason is almost self evident. If we have such a family of distributions as described in Fact 3.1, then
forall U € Pt[n], and for all A C U, the distributions D(A), D(U) agree on A. Hence, y4 can be seen as
the probability of an event defined on U, and therefore all matrices My (y), My (y4qiy + Y43 — ¥) are
convex combinations of positive semidefinite matrices.

One of the most challenging problems in the area is to prove a tight integrality gap in the so-called
Lasserre system that requires that the matrices M, (y) are positive semidefinite. An intermediate system of
relaxations between the Sherali-Adams system and the Lasserre system would be to add to the relaxation 6
the level-1 condition of the Lasserre system, namely to require that M;(y) = 0. We refer to the resulting
relaxation (7) as the level-t Sherali-Adams SDP.

min )y Y

st. My(yqqy +Y+(3 —Y) =0 Vije E, VU € 73,5[7_111 (Edge constraints)
My(y) = 0 vU € P ()
Mi(y) =0
y; €[0,1] VieV,

4 Local Distributions of Vertex Covers for Borsuk Graphs

In this section we study relaxation (6) for discrete subgraphs of BY" on n vertices. In particular, for any
t < n, we show how to find y € R”* that satisfies the level-t Sherali-Adams relaxation (6) of the vertex
cover polytope. Note that in light of Fact 3.1, our problem reduces in associating every set U C [n] with a
distribution of vertex covers that are locally consistent.

The family of distributions we are looking for arises from the following experiments. For this, we fix
some discrete subgraph G = (V, E) of B on n vertices, for which we also consider the representation on
S™~1 to be known. Note that ¢ can assume any value in [r] but it must be fixed beforehand.



Experiment Local-Global

The input is any I C V, of size at most ¢, and some Vo > 0.

The result of the experiment is a distribution of 0/1 assignments on I.
(a) Embed the I-induced subgraph of G into S?~! preserving all pairwise Euclidean distances.
(b) In S*~! consider the complement C' of a random spherical cap of height 1 — /4.
(c) Vertices of I are assigned 1 if the lie in the cap C, otherwise they are assigned 0.

For completeness, we can say that part (a) of Experiment Local-Global can be realized by any orthonor-
mal mapping, and it is possible since |I| < t. For some I, denote the vectors in S*~! as (z;);c;. > Hence,
according to the distribution D(I), vertices i € I are assigned the value 1 only if w - z; < V/§|w].

[n]
We want to use Fact 3.1 now to argue that the vector y € R”: | such that

yr= P [w-z; < V6, Viel] ®)

weSt—1
satisfies the relaxation (6).

Lemma 4.1. For every finite subgraph of B§* on n vertices, the family of distributions D(I), I € Pt[n], is a

distribution of locally consistent vertex covers, in the context of Fact 3.1.

Proof. Indeed, we can conclude local consistency if we combine the following two observations: 1) ¢ is fixed
a priori and it is the same for all I € Pt[n], ii) the probability in (8) depends only on the pairwise Euclidean
distances of vectors in I.

It therefore remains to argue that D([) is a distribution of vertex covers. To that end, we need to show
that in the Experiment Local-Global, two adjacent vertices cannot be at the same time outside the random
cap C. This is true, because i, j are outside the cap only if w - z; > v/§ and w - z; > /4, in which case,

i + 2| = [|Wl [|(zs + 2))[| > W (z; +2;) > 2V5,

where the penult inequality is given by Cauchy-Schwarz. Since G is a subgraph of B, we conclude that ij
cannot be en edge. O

5 Nearly Matchings for the Sherali-Adams System

Roughly speaking, the Sherali-Adams relaxation of the vertex cover polytope treats a graph like an almost
perfect matching, if the contribution of every vertex in the objective function of (6) is 1/2+¢, for some small
€ > 0. We should therefore ask ourselves, what is the probability that in the Experiment Local-Global, a
vertex lies in the random cap.

Observe that our goal is to produce distributions of vertex covers such that the marginals on the singletons
are almost 1/2. Note that if in the Experiment Local-Global, the value of ¢ is very large, then from high
dimensional phenomena we will have that the area of the big cap C is very close to that of S*~!, making the
probability that a vertex is chosen close to 1. At the same time, if ¢ is relatively small the marginals on the
singletons could be relatively close to 1/2. We make this formal in the next technical lemma. Its proof uses
a simple concentration argument that we present in the Appendix.

2 Then, (although it is irrelevant to our analysis), step (b) can be achieved as follows. Consider ¢ independent random variables
wi, © = 1,...,t, of the normal distribution N (0, 1). It is known that the vector w/||w||, where w = (w1, ..., w;) is distributed
uniformly on S*71.



Lemma 5.1. For any fixed z € S'™', we have Pycgi-1[w -z < 1] < 1 +n/Z(t+1), where w is
distributed uniformly on S'=1.

We are ready to show that the Sherali-Adams system treats discrete finite subgraphs of BJ" as nearly
perfect matchings.

™

Theorem 5.2. Let G be a finite subgraph of Bj' on n vertices. Then the level-( 262% — 1) Sherali-
Adams relaxation (6) of the vertex cover polytope has objective value (1/2 + €)n.

Proof. We use Experiment Local-Global with parameters ¢t = (262 /o — 1) and /0 (so that the excluded
random caps will have height 1—1/3), to define a family of local 0/1 distributions. From Lemma 4.1 these are
locally consistent distributions of vertex covers. Then Fact 3.1 gives us a level-t Sherali-Adams solution.By
Lemma 5.1, setting 7 = 1/0, the contribution of each vertex in the objective function is exactly 1 /2+e O

As an immediate corollary, we now conclude a tight integrality gap for VERTEX COVER and the Sherali-
Adams system, namely Theorem 1.1.

Proof. (of Theorem 1.1) We start with the n-vertex Frankl-Rodl graphs G*, n = 2™, which are finite
subsets of the Borsuk graph BJ*. We set 6 = ©(y/logm/m) so as the conditions of Theorem 2.3 to be
satisfied, namely all vertex covers of G§* are of size n — o(n). Theorem 5.2 then implies that the level-

<¥% — 1) Sherali-Adams relaxation of the vertex cover polytope has integrality gap at least

n —o(n)

m:2—26—o(1).

6 Preparatory Observations for the Sherali-Adams SDP Solution

We need the following sufficient condition for a principal submatrix of Mj(y) to be positive semidefinite.
For this, it is convenient to denote by M (y) the principal submatrix M;(y) indexed by nonempty sets.
Note also that for the Sherali-Adams we introduced in the previous section, all y;} attain the same value,
say yr. In that notation, we have

_ 1 1yr
Ml(y) - < lTyR M{(y) ) ) (9)

where by 1 we denote the all 1 vector of appropriate size. Then we have the following easy fact.

Fact 6.1. Suppose that the all 1 vector is an eigenvector for M| (y). Then the following are equivalent.
(a) The matrix M (y) is positive semidefinite.
(b) The matrix Mj(y) is positive semidefinite and for some j € V, avg;cvyyij) > Y.

Proof. Itis is to check that M (y) > 0 if and only if M/ (y) — y%J = 0, where J is the all 1 matrix. Now,
since the all 1 vector is an eigenvector for both M (y), J, all other eigenvectors of M (y) are perpendicular
to the rows of J. By noticing also that this implies that ),y Yyi,;y does not depend on j € V, we
conclude the claim. In particular, this shows that the value n (avgievy{m} — y%), is an eigenvalue of
Mi(y) = y&J. O
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The next Lemma establishes a sufficient condition for solutions fooling SDP relaxations for Borsuk
graphs. The proof uses the standard tool of tensoring.

Lemma 6.2. Let y be a level-t Sherali-Adams solution for VERTEX COVER for a Borsuk graph with
vector representation W; and suppose that the value y; ;1 can be expressed as a function f (z) of the inner
product u;-uj = x. Then if f(x) has Taylor expansion with nonnegative coefficients, then the matrix M (y)
is positive semidefinite.

Proof. Consider the Taylor expansion of f(z) = > .7, a;x’, where a; > 0. We map u; € S™ ! to an
infinite dimensional space as follows

u; — Tf(ul)
Then the vectors Tf(u;) constitute the Cholesky decomposition of M (y), and therefore M{(y) = 0. O

Now we examine the Sherali-Adams solution of some special case that will be instructive for our general
argument. Consider some n vertex subgraph G = (V, E) of BZ% with vector representation z; € S™ L.
Suppose also that edges ij € I appear exactly when z; -z; = —1+ 2p?, and that for all other pairs 7, j € V/
we have z; -z; > —1+ 2p%. Run Experiment Local-Global with parameters ¢t = 2 and § = p? to define the
level-2 Sherali-Adams solution y

yr= P [w-z; <p, Vi€l (10)
weSs?t

for all I of size at most 2, where w is distributed uniformly on the circle.

Claim 6.3. The values yy; ;1 of equations (10) depends on the inner product z; - z; = x and the rounding
parameter p. As such, its value is given by

1 p2>1
flap) =3 1-2 202 >241& p<1 (11)
1=l 8 9p2<ay1 & p<l,

. . 0
from which we also derive that f(1,p) =1 — 2.

Proof. The vector w of (10) can be obtained by taking W7, Wo ~ N (0, 1) and then normalizing the vector
w = (W1, W3). Next we find an analytic expression for Yyi;) that depends on the inner product z; - z; = x
and the rounding parameter p. Since this value depends on z, p, we denote it by f(z, p). Formally,

f(z,p) = Psl [w-z; <p&w-z; <p, withz; - z; = x| (which is also denoted by yy; ;3)  (12)
we

Note that in that language, we have y;, = f(1, p). Since W1, W2 ~ N(0, 1), the random variable W2+Ws3
follows the chi-square distribution y%(2) with 2 degrees of freedom. Conditioning on W2+W2 = w, we can
normalize the expression in (12) by w so that the probability can be expressed as the ratio of arcs of the unit
circle. Call 6, the angle between z;, z;, namely 0, = arccos(z; - z;) = arccos(x). Set also §, = arccos(p).
In other words, we interpret the event in (12) as saying that two vectors with angle 6, remain on the unit
circle after removing a random cap of measure arccos(p). Note that when 0, < 2 arccos(p), namely when
x> 2p% — 1, wehave yp; jy =1 — b _ % In contrast, when z < 2p® — 1, we have y; ;3 = 1 — 2%”. O

P
T

Fact 6.4. If p € [0, 1], the function 1 — O _ g—fr has Taylor expansion with nonnegative coefficients.

™
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Proof. (of Fact 6.4) We use the Taylor expansion of arccos(x) to write the above functions as

3 1 & 2k)!
o arccos(p) L Z (2k) 2R+
4 T 2m 22k(kN2(2k + 1)
Since p > 0, we have arccos(p) < 7/2 and therefore the constant term above is non negative. U

Note here that if we start with a configuration of vectors z; for which z; - z; > —1 + 2p? for all pairs
i,j € V, then the value yy; ;3 will be described as a function on the inner product z; - z; = x, and this
function on x will have Taylor expansion with nonnegative coefficients. Unfortunately, for our Sherali-
Adams solution of the previous sections this is not the case. We establish this extra condition in Section 7,
making sure that the principal submatrix M (y) of M (y) is positive semidefinite. Proving that the matrix
M, (y) is positive semidefinite will require one extra simple argument, which is self evident from fact 6.1.

7 An easy level-2 Sherali-Adams SDP Solution

In this section we apply the techniques we developed in Section 6 to show a tight integrality gap for VERTEX
COVER in the level-2 Sherali-Adams SDP system. This will serve as an instructive example of the general
case, whose proof will be obtained as a smooth generalization of the arguments below. In what follows, we
show that:

Theorem 7.1. For every € > 0, there exist 0 > 0 and sufficiently big m, such that the objective value of
the level-2 Sherali-Adams SDP system for the VERTEX COVER polytope and the family of graphs G is
2M(1/2 + e).

As the theorem states, we start with the Frankl-Rodl graph G = (V, E), which is a subset of Bj*, with
vector representation u;. Our goal is to define y in the context of Theorem 5.2, so as the matrix M;(y)
to be positive semidefinite. Our Sherali-Adams solution as it appears in Theorem 5.2 does not satisfy the
constraint M1 (y) = 0, for reasons that will be clear shortly. For this, we need to apply the transformation
u; — z; := (v/{,/1 = Tp(u;)), for some appropriate tensoring polynomial P(x), and some ¢ > 0 (that
is allowed to be a function of (m, d)). We will use the following fact, first proved by Charikar [Cha(2].

Fact 7.2. There exist a polynomial P(z), with nonnegative coefficients and P(1) = 1, such that for all
x € [—1,1], we have P(z) > P(—1+ 20) = —1 + 28y, for some 69 = O(J). Moreover, for every constant

¢ > 0 and for every x € (—c/v/m,c/v/m), we have |P(x)| = O(1/1/m).

We use the polynomial P of Fact 7.2 to map the vectors u; to the new vectors z; := (v/C, /1 — ( Tp(w;)).
Note that with this transformation, for an edge ij € E we have z; - z; = ( + (1 — ()P(—1+ 20) =
C+ (1 -0 (=1+260) = —1+2(C(1—0p)+ o). If we denote /(1 — dp) + do by p, then the above
transformation maps G to G;%/, where m’ is the degree of the polynomial P. We are therefore eligible
to run Experiment Local-Global with parameters ¢ = 2 and p? on the vectors z; = (v/{,v/1 — ¢ Tp(w,)).
Then Lemma 4.1, together with Fact 3.1, imply that y as defined in (10) is a level-2 Sherali-Adams so-
lution (the parameters J, ¢ will be fixed later). Next we show that for a slightly perturbed y we have that
M (y) is positive semidefinite.

First we observe that the context of Section 6 is relevant to the current configuration of vectors z; and

to our graph instances, since z; - z; > —1 + 2p%. If u; - u; = z, then the value of yy; ;; is exactly
g(¢ + (1 = ¢)P(x)), where g(z) = 1 — %’) — %ﬁsm By Fact 6.4 we know that the function g(x) has
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Taylor expansion with nonnegative coefficients. Since ¢ 4+ (1 — {)P(z) is a polynomial with nonnegative
coefficients, it follows that g(¢ + (1 — ) P(z)) has Taylor Expansion with nonnegative coefficients. Hence,
we can apply Lemma 6.2 to obtain that

Lemma 7.3. The matrix M{(y) is positive semidefinite.

In what follows we describe a way to extend the positive semidefinteness of M/ (y) to that of M (y). In
fact what we will show is general and holds for any level ¢. Since the entries of M (y) are a function the
inner product of the corresponding vectors of the hypercube, it follows that the all 1 vector is an eigenvector
for Mj(y). By Fact 6.1 it follows that we need to show that avg, 1y, ;3 — y%i} > 0. It turns out that this is
not the case, but we can establish a weaker condition (described here in terms of a general sphere dimension
D).

Lemma 7.4. There exist a constant ¢ > 0 (not depending on m, p), such that avg,cyyy; jy — y%i} > —cDp.

We omit the proof of this lemma from this extended abstract. A rough estimate that suffices is that
whenever two points have positive inner product, the probability that both are in a random cap is at least
1/4. Tt can be shown that due to the affine transformation, all but exponentially small fraction of the pairs
will have positive inner products, hence we get that the average of yy; ;; is at least 1 /4 — o(1). On the other
hand, by Section 5 we know that yg;3 < 1/2 + O(Dp).

Boosting: It remains to show how to ”boost” the solution to move from the relaxed condition to the
exact, and necessary one. The idea is simple. Consider a ridiculously wasteful integral solution to Vertex
Cover, namely the solution that takes all vertices. Clearly, if we take a convex combination of this solution
with the existing one we still get a Sherali-Adams solution. If the weight of the integral solution is some
small number £ > 0 then the objective value increases by no more than /2 which can be absorbed for
arguments to go through as long as £ < e. Owing to the strict convexity of the quadratic function, however,
this simple perturbation does allow to improve the bound on averages as we describe now and prove in the
Appendix.

Lemma 7.5. Let y be the matrix y' = (1 — &)y +&J where J represents the all 1 solution. Also let s = Y(iy
and s = yf{i}}. Then avgiyjy%ij} — 52 = Q(&).

We are now ready to formally prove Theorem 7.1.

Proof. (of Theorem 7.1) We start with the n-vertex Frankl-Rodl graph G, with 6 = 0(y/logn/loglogn)
so as to satisfy the conditions of Theorem 2.3. We use the polynomial of Fact 7.2 to obtain the vectors
z; = (v/(,v1—C Tp(w;)), with ¢ = &y (where 6y = O(d) by Fact 7.2). We set p = /(1 — dy) + o =
©(¢), and we run the Experiment Local-Global on the vectors z; with parameters t = 2 and p?, to
obtain the vector y. By Lemma 4.1 and Fact 3.1, we have that y as defined in (10) is a level-2 Sherali-
Adams solution. Note that since § = o(1) we conclude from Lemma 5.1 that yg;3 = 1/2 + ©(5) < 2/3.
Next we define y’ as (1 — &)y + &£J. We already argued that M| (y’) is positive semidefinite. By the
above discussion (and Lemma 7.5) we conclude that avg; jy’ (g — Yy’ {iy = 0. We can therefore use Fact 6.1
to conclude that M (y’) is positive semidefinite. The last thing to note is that the contribution of every vertex
in the objective value is 1/2 + O(9) O

8 The level-(¢ + 2) Sherali-Adams SDP Tight Integrality Gap

For the level-(t 4+ 2) SDP, we start with the n-vertex Frankl-Rodl graphs G%*, n = 2™ with vector rep-
resentation u;. The value of J is chosen so as to satisfy Theorem 2.3, namely 6 = ©(y/logm/m). As
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in Section 7 we apply to u; two transformations; one using the tensoring polynomial of Fact 7.2 and one
affine transformation. Then we use the resulting vectors z; = (1/C, /1 — { Tp(u;)) to define a level-(¢ + 2)
Sherali-Adams solution that we denote by y.

Our goal is to meet the conditions of Fact 6.1. Namely, the first thing to ensure is that M (y) is positive
semidefinite. In this direction, from Lemma 6.2 it suffices to show that the Taylor expansion of the function
that describes the value of y; 1, when u; - u; = w, has Taylor expansion with nonnegative coefficients.
Given that this function at O will always represent some probability, the problem is equivalent to showing
that the first derivative of this function has such a good Taylor expansion. Our transformation on the vectors
u; can be thought as mapping their inner product w first to 2 = P(u), and second z to y(x) = ( + (1 — ()=
Under this notation, we can show the following lemma that involves a number of technical calculations. We
deal with its proof in Section 10 in the Appendix.

Lemma 8.1. The first derivative of the functional description of yy; jy is

5.2 z t/2
Dela) = ~(anccos(yla))) (120 )

where the subscript of D¢ we emphasize that y(x) = ( + (1 — ().
Therefore, to conclude that M (y) is positive semidefinite it suffices to show the next technical lemma,

Lemma 8.2. For t < 3 and for p* < 1.01¢, the function D¢(x) as it reads in Lemma 8.1 has Taylor
expansion with nonnegative coeﬁicients.3

whose proof requires arguments along the lines of our proof for Claim 7.3. Due to its technicality,
Lemma 8.2 is proved in the Appendix in Section 11.

Now we obtain a level-(¢ + 2) Sherali-Adams solution from the vectors z; = (v/(,v/1 — ¢ Tp(w;)),
namely we prove Theorem 1.2 (that requires ¢ = 3). We need to set ( = 10006y, where 69 = (1 +
min(P(x))/2. Since the rounding parameter we need is p = /C(1 — dg) + o, it is easy to see that p? <
1.01¢. It follows by Lemma 8.2 that the matrix M/ (y) is positive semidefinite.

Now call ¢ the constant for which avg, -y i1 — yfi} > —ctp?. We also know that if ¢p? is no more
than a small constant €/10, then y;, < 1/2 + €. Then define

y' = (1 — 4ce)y + (4dee)l.

As we did for the level-2 Sherali-Adams SDP solution, the vector y’ is a level-(¢ 4 2) Sherali-Adams so-
lution. Moreover, the matrix M/ (y’) is positive semidefinite, and anievZ/f{m} -y %i} > 0. All conditions
of Fact 6.1 are satisfied implying that M7 (y’) is positive semidefinite. Finally, note that the contribution of
the singletons is no more than 1/2 + O(ctp?). Hence, if we start* with ¢p? = o(1), the contribution of the
singletons remains 1/2 4 o(1). On the other hand, choosing § = ©(+/log m/m) results in graphs G§* with
no vertex covers smaller than n — o(n). We should point here that the limitations in the level of our integral-
ity gap are set by Lemma 8.2, which is already messy to prove. We dare to conjecture that Lemma 8.2 holds
true for superconstant values of ¢, for which we also have strong numerical evidence. This further allows us
to conjecture that the exact same solution we have can prove that

Conjecture 8.3. Forevery e, g > 0and fort = (y/logn/loglogn)' =, there exist a family of graphs on n
vertices, such that the integrality gap of the level-t Sherali-Adams SDP relaxation for VERTEX COVER has

integrality gap 2 — o(1).

*We have numerical evidence that the lemma holds true as long as t = o(¢) and p* < 1.4¢, however we were not able to show
this stronger version. In particular, this lemma sets the restrictions on the rounds of the Sherali-Adams SDPrelaxation.

*It even suffices to have t = (1/logn/loglogn)'~.
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Appendix

9 Proofs of Lemmata

Proof. (of Lemma 5.1) A vector w € S*~! defines the complement of a spherical cap of height 1 — 7. We
therefore need to determine the ratio between the measure of a cap over the measure of the ¢ dimensional

sphere.

Denote by M(S};_l) the surface area of a spherical cap of S?~!, with height 1 — 7 (as the one defined by
w in the statement of the lemma). Let also

y
D, (x,y) ::/ sin®=2 rdr,
x
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for which the following bounds hold

We will need the following fact

[ 2 |21
m < P (0771_) < 7 (13)

t—3

u(S5Y) = 2 @, (0, arccos ) [ ®; (0,7).

i=1

Note that in this language, the surface area of the hypersphere is 2 N(Sé_l). We therefore have

2u(S571) — (S

w-z < =
weSi—l[ < 2u(S5)
Stfl _ St—l
R OYC e R
2 2u(Sy")
L1 @0 (0,7/2) — Bs (0, arccos)
2 20,5 (0,7/2)
1 n b9 (arccosn, w/2)
2 D5 (0, 7)
as 1 t+1
< 3 + ;:r d;_o (arccosn, w/2)
1 t+1
Sy (/2 - . 14
< 5 + o (m/2 — arccosn) (14)

Now we need the Taylor expansion of arccos 7, according to which

o0

- (2k)! dhil T > (2k)! T
arccos ) = o Z 2% (512 (2k + 1)"7 Z 5 kgo 22k(kN2(2k 4+ 1) 2 (15)

k=0

\V)

We can therefore upper bound (14) by

Proof. (of Lemma 7.5)

/ /2
avei Yy — S

1 m Jt+1 1 s
S i N Tt+1).
5 T\ o o T gt

= (1-8avg jypij +&— (1 —&s+ £)?

= (1-Qavg jAu +E6— (187" —2(1 - ¢)&s — &
> (1-¢)(avg jApyy — 52 +E+E8° — 6% —28s = &
> —O(Dp+&)+(1—s)%

= Q)

The last inequality we use the fact that we only take D so as to make Dp = O(e), that £ is roughly the same
as €, and that s is bounded away from 1. O
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10 A Functional Description of the Sherali-Adams Solution
(proof of Lemma 8.1)

Our goal is to prove the analog of Theorem 7.1 for a higher level of the Sherali-Adams system, satisfying
the positive semidefinite constraint as well. We start with the configuration of Section 6, namely two vectors
z;, z; having inner product x > —1 + 2p?. We now revisit (12) and (10) taking into consideration that
our experiment takes place in S, ¢ > 0 (this will give rise to a level-(t + 2) Sherali-Adams solution).
As in the construction of the level-2 Sherali-Adams SDP solution, we give a functional description of the
value of the doubletons yy; ;3. Then we only need to show that the Taylor expansion of this function has
nonnegative coefficients.

Remember that the experiment can be realized by considering ¢ + 2 independent random variables W;
chosen from the normal distribution. Note that the random variables 22:3 W2 :=U; and W2 + W2 := U,
follow the distributions x2(¢) and x?(2) respectively. We will need the following fact.

Fact 10.1. Let Uy, U be two stochastic independent random variables of the distributions x*(t) and x*(2)

521 g has probability density function

respectively. Then the random variable

t (tu)t

gea(u) =~ (tu+ 272

Moreover, the associated distribution is known as the Fy o-distribution.

Conditioning on Uy = u1, Uz = ug, as in Section 6, we can normalize the events by us9, in which case
we can interpret the probability of the event associated with yy; ; again in terms of an experiment that takes
place in S*. The difference is that this time, the rounding parameter becomes p+/(1 + uy/uz). We just
showed the following fact.

Fact 10.2. Ler y(;, i,y = Pwest+ w2z, < p, i = 1,2|, namely the values Yliy,in) are the result of a
random cut that takes place in S'T'. The same cut is a distribution of cuts in S' with rounding parameter

1 = py/1 — tu/2. The probability density function of w is the F} o-distribution of Fact 10.1.

For two vectors with z; - z; = x, we can adjust the notation of (10) so as to define Fy(x,p) = Y{ig-
Using now (11) we have

Fiw.p) = [ ga(u)f(o p/TF tu/2)du (16)
Now define ) )
1—p 1-2p"+2z
C =2— h, = —_—
o )=

emphasizing that C' does not depend on z. Then taking advantage of (11), we have

1 ,u>C
Flo,py/1+tuj2) = 1 eVt Jh(z) <u<C, (17)

1_@_% L0 < u < h(z)

T

Note that this is well defined, since p > 0 and for all x € [—~1 + 2p?, 1] we have 0 < h(z) < C (recall that
x represents the inner product of unit vectors, that have always angle at most 2 arccos(p)).
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This allows us to find a nicer expression for (16). For notational simplicity, let n = py/1 + tu/2). Then,

00 h(x) 977 0, C 2077
Fi(x,p) = /C g.2(uw)du + /0 gro(u) [ 1— el du + /h( )gt,Q(U) i du

1 /€ 1 h(z) c
= 1- / g2(w)bpdu + — 91/ gr2(u)du — 2/ gt,2(w) 0y du
T Ju=0 2 u=0 u=h(x)

where the component of Fi(z, p) that depends on = now becomes clear.
Next we find the first partial derivative of Fi(x, p), with respect to x. For this define

c

h(z)
Hi(z):=0, /—0 gr2(u)du, Ha(x):= /_h( )gm(u)ﬁndu,

Now observe that

8 x xX
—H(z) = (arccos(x))/f::((]) gt.2(u)du + arccos(z) gt,g(h(x))alé(x)

Ox
aaxfh(x) = —gt2(h(x)) arccos (P\/H—;T(a?)> 32(;3)

and that

= —gi2(h(z)) arccos( 1—;96) (‘)Z(xa:)
= —% gr2(h(z)) arccos(z) ag(;)

where the last equality follows from the identity arccos y/(1 + x)/2 = arccos(z)/2. Combining the above,
we conclude that

B h(zx)
a—Ft(:r,p) = —(arccos(:):))'/ gr.2(u)du
X u=0
t/27 (@)
= —(arccos(z))’ <tut:L— 2) ]
0
_ o _thlx) \"?
= —(arccos(x)) <th(m)+2>
5.2 t/2
= —(arccos(z))’ <112i;_$) . (18)
The proof of Lemma 8.1 is now complete.
11 Positive coefficients of the Taylor Expansion
(proof of Lemma 8.2)
We show that the Taylor expansion of
 (1=2p% + v
D¢(z) = —(arccos(y(z))) (W) (19)
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where y(x) = (+(1—()x, has strictly positive coefficients. Taking into consideration that — (arccos(y(x)))’

¢/ m , the above can be rewritten as
¢ (1—2p2+y<x>)“2
1—42(z) 1+ y(z)
¢ (1=202+y@)"”
T=y(@) (14 y(a) 22
¢ (1—202+ ¢+ (1= ()z)"”
VI—C—(1=0Qx (1+ ¢+ (1= )a)/?H1/2

- t/2
((1—2p% 4 ()2 1 (1 + 1—2P§+€$)
VI—C(L+ 22 T ¢ ¢ \M/2H1/2

1+

N

(1 —2p* 4 ¢)"? 1 <1+ 1—2p2+4$) vita
_ t/2+1/2 t/24+1/2
VI=C(+ Q22 /T — 32 (1+1—¢$)/ /

1+¢

(20)

For the shake of convenience, we apply a simplification. We remind the reader that p? = ((1 — dg) + o,
where dg = Q(y/logn/loglogn) is the parameter of the Frankl-R6dl graph on n vertices. Parameter ¢ can
be chosen so as ¢ = o(dp) and hence, p?> = (1 + o(1))¢. In what follows, we think of p? equal ¢, in which
case (20) can be written as

1 (o)
m 1-¢ t/2+1/2

after we omit the constants. For convenience, denote % by 1 —¢,and /24 1/2 by 7/2. What we need to

show is that the function

! 1+z \7?
fT,E(:U> T m (1 + (1 _ 6).1') (21)

has Taylor expansion with positive coefficients. In what follows, we will need the sequence
a(.T) - (j B (T _ 1)/7—)7
! J

for which the following properties can be proven.

Lemma 11.1.
-~ 0 (7)
T T
o :TDaD
j=0
™, m _ J+1
Q; /aj+1_j+1/7.

- 1 1 .
ozg. VT (2 —————— for big enough values of j.
T ) j0-0/7
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11.1 Thecaset=1(r =2)

We show that the function f; (), namely

\/11—7<1+1+(1—)>

has Taylor expansion with positive coefficients. First we observe that

1 700 j—1/2 2'7Oo (2),.2j
,ﬁ_xz—z< j )-’E’—Zaj ™, (22)
=0 =0

()

using the sequence « 5 we defined above. Also,

1 — (1 -

Jj=0 Jj=

Note that f; ¢(z) is the product of two relatively simple functions. The factor (30) contributes only monomi-
als of even degrees, all with positive coefficients. The second factor, namely the function 1 + eﬁ has
it’s Oth term and all odd degree monomials with positive coefficients, and the rest of even degree monomials
with negative coefficients. It follows that in the Taylor expansion of f; ((x), all monomials of odd degree
have strictly positive coefficients. It therefore suffices to show that the even degree monomials have positive
coefficients as well.

Taking into consideration the convolution of (30) and (23), the coefficient of the monomial 2P in the

Taylor expansion of f; () equals

Therefore, it suffices to show that (24) is non negative.
For simplicity and for the remaining of this section where 7 = 1, we drop the superscript of a§-2) which

we denote by «;.
11.1.1 The subcase D < &

We observe that b

,_.

Lemma (11.1)
a;(1—e)?P~17% < (1—¢€)2Dap

J=0

Then, expression (24) is at least
p(1—=2eD(1—¢)),

which is positive as long as D < 1/2e.
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11.1.2 The subcase = 5. <D< 106

Let D = ¢y /¢, with cg < 7/10 and ¢; := ¢2/2 (note that ¢; < 0.35). Then we have

D-1 c1/e—1 ca/e—1
D—1-2j D—1-2j
a] 2D 1-25 Z aj(1—6)2 1 2]+ Z Qj(1—6)2 1-25
7=0 7=0 j=ci/e
2cq _ C2—C
< O‘cl/e?(l _ 6)(202 2c1)/e + a61/€

Since i <D< 1L05 we then conclude that the coefficient of the monomial 222

D—-1
ap — e Z Oéj(l - 6)2D7172j > e /e <a02/6 . 201(1 . 6)2(62761)/6 - (62 o Cl))

=0 ci/e

2
= a61/e <\2[ - 2616_261 - Cl> .

It is easy it check that the last expression is positive as long as ¢; < 0.35.

11.1.3 The subcase D > 7/10¢

Let ¢c; < 1/2 < co < 1 be some constants that will be fixed later. As before we have

c1/e—1

; 2
> L= P < SRag (1 - e (25)
=0
ca/e—1
Z a;(1 - E)QD_l_Qj < = € CIO‘Q/e(l - G)QD_l_QCQ/E (26)
j=c2/e

Next, we observe that the term o;(1 — €)2P~1=2J is increasing for sufficiently big j. In particular, one can
show that

J+1/2y (1 _ ¢)2D-1-2j
s> 1 (.‘7“)( ) > 147,
4e — 2n (3—1/2) (1 — €)2D+1-2
for any 7 = cg€, with ¢ < 2. Then, for c2 > 2n we have
D—-1 . D—1
Jj—1/2 2D—1-2j 1 D—1/2
> ()0 < L grgrs op )09
Jj=c2/e Jj=c2/e
. (D-1/2 Dz‘:l 1
- D ) & (1+nP1t7
Jj=c2/e
D —1/2\1+4n— (14 )~ PHlte/e
< (27
D U
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Then using (25), (26), (27), and taking into consideration that D = k/e, for some k£ > 7/10, we can write
for the coefficient of the monomial 2:2° that

D—1
ap — € Z (1 — P12

j=0

c1/e—1 ca/e—1 D—1
= ap—¢€ Z a;(1—€)?P=172% ¢ Z a;(1—e)*P=172% ¢ Z (1 — )?P=17%

j=0 j=ci/e j=ca/e
2D—1-2¢1/ 2D—1-2¢5/ 1417 — (14 n) PHte/

> ap —2c10¢, /(1 —¢) U —(cg —c1)ae, /(1 —¢) /€ —ap «
>

1.01 — (1 + n)~ Dlte/e 21 co — 1
ap | 1 - co T Qer/e | gzh—2e; + o2k—2¢3

c1 1.01 — (1 + Cge)fk/€+1+02/€ 2cq Cco —C
o — (11— — + .
c1/e L co e2k—2c1 e2k—2c2

[eq 1.01 — e~ cok+coca 2¢1 co — 1
N Qe /e < % <1 - co T\ e2k—2c1 + 2k—2c; ' (28)

Now we set ¢y := 6/5, ¢; := 2/5 and ¢y := ﬁ = 0.625 (observe that co < 0.7 < k as required by

the split of the sum). Then, expression (28) becomes a function only of k. One can easily see then that this
expression remains positive for all £ > 7/10.

%

11.2 The positivity of small coefficients for general 7

We observe that f, () can be rewritten as
1+ 7/2
— (1= V" )
freta) = (=22 )

The advantage is that for f-(x) to have positive Taylor expansion, it suffices that the seemingly easier
function

o-1/r_ 1+@
(1-2%) /1+(1—€)x 29)
has positive Taylor expansion. We proceed by determining the Taylor expansion of (29). First we note that
1—a?) V=3 <‘7 - (Tj_ )/T> 2 =3 al7a?, (30)
j=0 Jj=0

()

using again the sequence cv; *. The same argument as in the previous section shows that it suffices to check

the positivity of the coefficients of the monomials of even degree 227, namely
D—1 .
o)) — ey alD (1 - P 1Y, 31)
j=0

The reader can also verify that the coefficients of (31) are exactly the coefficients of the function
1 1-(1—-e€x
1-—z)Y/71—(1-¢€)2x’
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11.2.1 The subcase D < %

‘We observe that

D—-1
. Lemma (11.1)
Z a§7)(1 —€)2P172 < (1 —e)tDap

j=0
Then, expression (31) is at least
ag) (1—-7eD(1—¢)),

which is positive as long as D < 1/7e.

11.3 Thecaset =3 (7 = 4)
We show that the function f4 (), namely

(i)

—_— |l e

V1—z2 1+ (1—e€x

has Taylor expansion with positive coefficients. Recall that from section 11.2.1, we know that all coefficients
of degree at most 1/4e are positive. Therefore, if we wish, we may restrict our attention to coefficients of

degree at least 1/4e.
First we can easily prove that all odd coefficients of f4 .(z) are non negative.

Lemma 11.2. All odd coefficients of fa.(x) are non negative.

Proof. The reader can first verify that
1 1
5 Uael@) = frel=2) = 5 (oele) + fol =)

2xe

1—(1—¢€)2z (32)

Observe that the left-hand side of (32), namely 3 (f1.(z) — f1.(—2)), gives exactly the odd coefficients
of fi.c(x). Now in the right hand side of (32), § (f2,c(%) + fo,c(—x)) are the even coefficients of fo ()
which we have proven in section 11.1 that have positive Taylor expansion. Finally, the function 1_&%)%
has positive Taylor expansion as well, completing the proof. O

Now we focus on the even coefficients of f4 (). Using the same trick as before, we can isolate the even
coefficients using the expression
1 (1—(1-ez??+ ea?

Vi—a22  (1—(1—e€)%2?)?

% (f4,e(x) + f4,e(_x)) =

Therefore we need to show that the function

1 1—(1-ez\? € 2
h(x) = —_— 33
(@) 1—x<(1—(1—e)23}> +<1—(1—e)2:n> v (33)
has positive Taylor expansion. The second term in (33) can only contribute positively in the Taylor coeffi-
cients. Clearly it suffices then to show that the function
1 1—(1—¢)x
(1—-2)/41—(1—¢)x
has positive Taylor coefficients, since positivity is preserved after squaring (34). In what follows we prove
the next lemma.

(34
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Lemma 11.3. The function of (34) has Taylor expansion with positive coefficients.

We already know from Section 11.2.1 that all coefficients of degree at most 0.25/¢ are non negative.
Next we cover the rest of the degree-spectrum of coefficients, from 0.25/€ to infinity.

Claim 11.4. All coefficients of the function (34), of degree 0.5/¢ < D < 1/e are non negative.

Proof. We need to show that for D in the above interval,

D—

8p Z 2D123>0

=0

We will first show that in the above sum the terms first decrease and then start increasing again at around
j ~ 3/8e. We will then use this to break the sum into three parts. The first part which we bound in the same
fashion as in 11.1.1, the second part we bound using the fact that its terms are always decreasing and the
third we bound using a geometric sum.

To show that the first few elements of the sum are decreasing notice that it follows from Lemma 11.1
that,

4) 1 _ \2D—-1-2j ) 9
al(1—¢) G +1(1-¢ . )
= =(1+3/(4 1))(1— ,
ag‘i(l—e)w_l—?(iﬂ) J+1/4 (L+3/45 +1)(1 =)

which is clearly more than 1 for j = 1 and small € and decreasing with j. Letting the ratio be equal to 1 and
solving for j gives us the point at which the elements of the sum start increasing for jo = 3/(8¢) — O(1),
where the O(1) notation is with respect to e going to 0. In what follows we assume e to be small enough
that we can ignore these low order terms. Let D = ¢/e, 0 < A, 7 < 1 be two parameters to be set later such
that 7 /€ is less than the jy calculated above and Ac/e < 7/e. We have,

D—-1
Bp = aD € Z al 2D 1-2j
j=0
Acfe—1 T/e—1 c/e—1
:ag)fe Za§4)( 2D12;+Z 4 2D12j+2 4 ¢)2D—1-2
Jj=0 Jj=Ac/e j=7/€

using the maximum value of the (1 — €) term in the first sum, the fact that the elements of the second sum

(4)

are decreasing, and using the maximum value of the ;" term in the last sum,

Ac/e—1 T7/e—1
> a%) —e((l _6)2D—1—2()\C/€—1) /z: + /z: AC/G 2D 1—2(Ac/e)
Jj=0 Jj=Ac/e
c/e—1
+ Z (4) 2D 1- 2]>
j=t/e
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using first part of Lemma 11.1,

> a%) —e(1—e)7t ( (1- 6)26(17/\)/€4a§i)/6)\6/6 + ag\i)/g(l — €)2e0=N/e(r — Xe) e

c/e—1

ralfl 3 (- )

j=1/€

usingl —e <e™ ¢,

(1 — £\2¢/e—27/¢
> a([;l) —€e(1— e)*l (exp(—Qc(l — )\))ag\i)k(zl)\c +7—A)/ e+ O‘S—Lj)el 1(1_ (16)_ 6)2 (1— 6)2>

(41— (e — O(e))QC_QT
T/€ %

>al¥ —e(1—e)? (exp(—Zc(l — N)aly (BAc+7)/e+a (1+ 0(6)))

(4)
Ac/e

bounded away from O while 1 /e goes to infinity,

dividing by « and using the last part of Lemma 11.1 and observing that ¢, Ac, and 7 are constants

> X/ (14 o(1)e <eXp(—26(l ) @Ae+ ) e+ (/) — o(1) L= SR 2T)>

2e
= A —exp(—2¢(1 — X)) (BAc+ 1) — (Ac/7)* (1 — exp(2¢ — 27))/2 — o(1),

where the o(1) term depends on € and not any other parameters (in paticular D).

The rest of the proof is the game of adjusting our parameters so that the high order part of the above
expression is strictly positive. Set A\ = 7 = 1/3 and observe that 7 /¢ < 3/(8¢) — O(1) and 7 /€ > Ac/e for
the range of c we are interested in as required. Now,

Bp > 1/3%* — exp(—4c/3)(c+1/3) — */*(1 — exp(2c — 2/3)) /2 — o(1),
which can be checked to be bigger than 0.05 for ¢ € [0.5, 1]. O

Claim 11.5. All coefficients of the function (34), of degree 0.25/¢ < D < 0.63/¢ and D > 0.89/¢ are non
negative.

Proof. We will heavily rely on the fact that D = C/e > 0.25/¢ and that € can be chosen arbitrarily small.
Recall that what we need to show is that

D—-1
af) > all (1 - 2P 20, (35)

1=

where the values ag‘) obey the rules of Lemma 11.1. We use two kinds of upper bounds. The fist, gives the

obvious upper bound on the low terms of the above sum, and it reads as

c/e—1
. 4 4
E a§4)(1 — E)QD_I_QJ < —cag)e(l — 6)2(0_6)/6 = —cag;)e exp(—2(C - ¢)),
€ €
=0
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for every constant ¢ > 0 such that ¢ < C. The second bound that will use says that for two constants
¢, > 0, we have

c/e—1 c/e—1
Z a§4)(1 _6)2D—1—2j < O‘S)e Z (1 _6)2D—1—2j
j=c/e—1 j=c/e
gl —e § € —2c' /e —2c/e
= WU e g (1 g
1— 2
~ a((j)e( 5 _6) (exp(—2C + 2¢') — exp(—2C + 2¢))
a®

= % (exp(—2C + 2¢) — exp(—2C + 2¢))

Now consider a sequence ¢, ¢a, . . . , ¢ of k constants such that ¢; = cand ¢; = ¢ ¢. Then
D—-1 '
Z a§4)(1 _ 6)2D7172]
§=0
c1/e—1 k j=ci/e—1 .
_ a§4)(1 €)2P-1-2% Z Z a§4)(1 — €)2D-1-2
=0 =2 \ j=c;—1/e
e k 4)
< ?104((;11)/6 exp(—2(ck — 1)) + Z Ci;/e (exp(—2ck + 2¢;) — exp(—2ck + 2¢i—1))
=2
a(4)/ o 3/4 1 F o 3/4
PO VAS <4c <> exp(—2(cy —c1)) + = Z << ) (exp(—2ct + 2¢;) — exp(—2¢y + 20i_1))>>
€ C1 2 i—2 Ci—1

o™ 1k p\ 3/
T <4ck3/4 exp(—2c(k — 1)) + 5 Z (< . > (exp(—2c(k — i) — exp(—2c(k — 1 + 1)))))

€

It follows that for (35) to hold true (after factoring ag) = algi)/e out), we need

3/4 1 NG . .
1 —4ck”* exp(—2c(k — 1)) — 3 Z ( , > (exp(—2¢c(k — 1)) —exp(—2¢(k—i+1))) | > 0.

: 1—1
=2
(36)
It should be intuitive that the the bigger the value k is, the wider the spectrum of values of ¢ will satisfy (36).
This can be verified by any mathematical software program, e.g. MAPLE. Indeed, we can take £ = 1000,
and plot the left-hand side function on c of (36) to verify that it remains positive, as long as ¢ < 0.00063
and ¢ > 0.00089. Since k£ = 1000, this translates into that D < 0.63/e and D > 0.89/¢, as promised.
O
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