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Abstract

There are standard logics DTC, TC, and LFP capturing the complexity classes L, NL, and P on
ordered structures, respectively. In [5] we have shown that LFP;,,, the “order-invariant least fixed-point
logic LFP,” captures P (on all finite structures) if and only if there is a listing of the P-subsets of the
set TAUT of propositional tautologies. By a thorough analysis of this relationship between listings and
logics we are able to extend the result to listings of the L-subsets (NL-subsets) of TAUT and the logic
DTCin (TCiny). As a byproduct we get that LFPi, captures P if DTC;,, captures L.

Furthermore, we show that the existence of a listing of the L-subsets of TAUT is equivalent to the
existence of an almost space optimal algorithm for TAUT. To obtain this result we have to derive a space
version of a theorem of Levin on optimal inverters.

1. Introduction

It is well-known that for standard complexity classes C (as L, NL and P) the existence of a logic capturing
C is equivalent to the existence of a listing (or effective enumeration) of the classes of structures closed
under isomorphism in C by means of Turing machines of type C that decide them (or equivalently, to such
a listing of the classes of graphs closed under isomorphism). Recently [5] we have shown for C = P that
such a listing exists if there is a listing of the P-subsets of the set TAUT of propositional tautologies; more
explicitly, a listing of the subsets in P of TAUT by means of polynomial time Turing machines deciding
them. Even more, it is shown in [5] that the following two statements are equivalent:

(i) There is a listing of the P-subsets of TAUT.
(ii) The logic LFPj,, the “order-invariant least fixed-point logic LFP,” ! captures P.

In the course of the proof a further statement (in [15] shown to be) equivalent to (ii) played a prominent
role:

(iii) There is an algorithm deciding for every nondeterministic Turing machine M and every natural
number n whether M accepts the empty input tape in < n steps and which for fixed M runs in
time polynomial in n.

The starting point for the investigations which led to this paper were an observation and a question:

The observation. One easily verifies (cf. Proposition 2.3) that one gets a listing of the P-subsets of TAUT
if one assumes that there is a listing of its L-subsets. In particular, then LFP;,, captures P. Thus, we asked
ourselves whether then we even get that DTC;,,,, the “order-invariant deterministic transitive closure logic
DTC,” ! captures L.

The question. It is known that E = NE implies (i)—(iii) are true. Nevertheless, as already done in [7, 13] we
also conjecture that (i)—(iii) are false (under reasonable complexity-theoretic assumptions); in particular,

Tt is well-known that LFP captures P on ordered structures and that deterministic transitive closure logic DTC captures L on
ordered structures.
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there is no algorithm deciding the acceptance problem for Turing machines mentioned in (iii), which for
fixed M runs in time polynomial in n. As we were not able to prove this conjecture, we asked ourselves
whether assuming, say, P # L, we can at least show that there is no algorithm deciding this acceptance
problem which for fixed M runs in space logarithmic in n.

At the end we realized that the equivalence of (i), (ii), and (iii) lifts to their L-analogues and to their
NL-analogues.

For complexity classes C and C’ we consider listings of the C-subsets of TAUT by means of Turing
machines of type C’; we write LIST(C, TAUT, C') if such a listing exists. For the classes P and NP such
listings were already considered and put to good use by Sadowski in [16]. This more general notion
is also meaningful in the context of logics (for P and NP already remarked in [4]); loosely speaking, if
LIST(C, TAUT, C'), then in the order-invariant logic corresponding to C we can axiomatize the classes of
structures in C and we can show that there is an algorithm solving its satisfaction relation of type C’. By
this general approach we get further new insights (cf. Corollary 3.9), among others, we show:

If there is an algorithm solving the satisfaction relation for DTC;,,, which for fixed DTCjyy-
sentence runs in polynomial time, then LFP;,, captures P.

In particular, LFPy,, captures P if DTC;,, captures L. Note that it is not known whether the existence of a
logic capturing P is implied by the existence of a logic capturing L.
The relationship between listings and logics is also fruitful for the side of the listings (cf. Corol-
lary 3.10), e.g., we get
If LisT(L, TAUT, L), then LI1ST(NL, TAUT, NL). (D

As already indicated the concept of a listing of subsets of TAUT is also relevant in the context of proposi-
tional proof systems. In fact, the existence of a listing of P-subsets of TAUT is equivalent to the existence
of a p-optimal propositional proof system (cf. [16, 2]) and hence to the existence of an almost optimal
algorithm for TAUT (cf. [13]). We show the analogues for L in Section 4. There we introduce the con-
cepts of space optimal logspace proof system and of almost space optimal algorithm for arbitrary problems
Q. For @ with padding it turns out that they exist if and only if there is a listing of the L-subsets of @
by L-machines. In particular, by (1), we get the following, perhaps surprising relationship between space
optimal and time optimal algorithms:

Assume () has padding. If () has an almost space optimal algorithm, then it has an almost
(time) optimal algorithm.

The content of the different sections is the following. We start (Section 2) by introducing the concept
of listing for arbitrary problems () (and not only for TAUT) and by studying the relationship between
different types of listings. In Section 3, we analyze the connection between listings and logics and prove a
general result (cf. Theorem 3.8) which yields the different results concerning listings and logics mentioned
above. In Section 4 we derive the space versions of results relating listings with optimal proof systems and
almost optimal algorithms. To prove them, (more or less explicitly) we need a space version of a result of
Levin [14] on the existence of optimal inverters (cf. Theorem 4.10). We have deferred its proof to the last
section. As for listings, also for optimal proof system and almost optimal algorithms there are variants of
our result taking into account two complexity classes. In order not to get lost in generalizations we do not
get into this matter.

We have organized the material in such a way that a reader only interested in the relationship between
listings and optimal proof system and almost optimal algorithms may skip Section 3.

2. Listings

In this section we introduce the notion of listing and derive some of their basic properties. We start by
recalling some notions from complexity theory and fixing our notation.

2.1. Some Preliminaries. We denote the alphabet {0, 1} by 3. The length of a string z € X* is denoted
by |z|. We identify problems with subsets @ of *. We denote by P and L the classes of problems @) such
that x € @ is solvable by a deterministic Turing machine in time polynomial in |z| and in space O(log |z|),



respectively. By NP and NL we denote the corresponding nondeterministic classes. Let C be a complexity
class and @) a problem. We say that X is a C-subset of Q if X C Q) and X € C.

A problem Q C X* has padding if there is a function pad : ¥* x ¥* — ¥* having the following
properties:

(1) It is computable in logarithmic space.
(ii) Forany z,y € ¥*, pad(x,y) € Q if and only if x € Q.
(iii ) Forany x,y € ¥*, |pad(x,y)| > |z| + |y|.
(iv) There is a logspace algorithm which, given pad(x, y) recovers y.

By (...,...,...) we denote some standard logspace computable tupling functions with logspace com-
putable inverses.

All deterministic and nondeterministic Turing machines have X as their alphabet. If necessary we
will not distinguish between an algorithm and a Turing machine and also between a Turing machine and
its code, a string in X*. If M is a Turing machine, we denote by |M| the length of its code. If M is a
deterministic or nondeterministic Turing machine, then L(M) denotes the language accepted by M.

By PROP and TAUT we denote the class of all propositional formulas and the class of propositional
formulas that are tautologies.

In this paper, C, C’, Cy, ... will always denote one of the complexity classes L, P, NL or NP.

2.2. Listings. Effective enumerations of problems by means of Turing machines have been used to
characterize promise classes possessing complete languages (e.g., see [8, 12]). In the context of optimal
proof systems, listings of subsets of TAUT have been used systematically by Sadowski (see [16]).

Definition 2.1. Let C and C’ be complexity classes. For Q C X* a listing of the C-subsets of Q by C’-
machines is an algorithm L that, once having been started, eventually yields as outputs Turing machines of
type C'

My, M, ...

such that
{LM;) |i>1}={XCQ|XeC}.

Often we speak of the listing M, M, . .. (instead of the listing IL). We write LIST(C, Q, C') if there is a
listing of the C-subsets of @ by C’'-machines.

By systematically adding polynomial time clocks (if C’ is a time class) or devices controlling the space
used, if necessary we may assume that all runs of the machines M; on any input satisfy the time or space
bound characteristic for C'.

For (Q = TAUT part (c) of the next proposition has already been shown in [16] by completely different
means.

Proposition 2.2.  (a) Let C, C', and C" be complexity classes with C' C C". If LIsT(C,Q,C’), then
LisT(C,Q,C").

(b) Let C, C', and Cy be complexity classes with Co C C C C'. IfLIST(C, @, C'), then L1ST(Co, Q, C").
(c) Assume Q) has padding. Then
LIST(NP, Q,NP) <= LIST(P,Q,NP).
In particular, LIST(P, Q, P) implies LIST(NP, ), NP).

Proof: (a) is trivial. (b) Let M’ be a Turing machine of type C" and M one of type Cq. Let M/ (M) be the
Turing machine that on input z, first, by brute force, checks whether M’ and My accept the same strings of



length < log log |z|; if so, then it simulates M on x (and answers accordingly), otherwise it rejects. One
easily verifies that M (M) is a machine of type C’; furthermore

LM, if L(Mp) = L(M/
L (o)) = { 7 L) = L)

a finite subset of L(M'), otherwise.
Therefore, if M}, ML, .. . is a listing of the C-subsets of by C’-machines and M(;, M, . . . an enumeration
of all Turing machines of type Cy, then the listing (M, (M;));>1, j>1 witnesses that LIST(Cy, @, ).

(c) Let pad be a padding function for Q). By (b) it suffices to show the implication from right to left. Hence,
we assume that L1ST(P, @, NP). For a nondeterministic Turing machine M, we set

Comp(M) := {pad(z,c) | € £* and c is a computation > of M accepting z' }.
Clearly, Comp(M) € P; moreover
Comp(M) C Q <= L(M) C Q. )

Hence, if Ml;, M, ... is a listing of the P-subsets of ) by NP-machines, then M}, M3, ... is a listing of
the NP-subsets of () by NP-machines, where M} on input = guesses a string ¢ and simulates M, on input
pad(x, c). O

For the set Comp(M) introduced for any nondeterministic Turing machine in the previous proof of (c),
we even have Comp(M) € L. We use this to obtain the following observation that, as already mentioned
in the Introduction, was one of our starting points.

Proposition 2.3.  (a) If Q has padding and LI1ST(L, Q,L), then LIST(P, Q, P).
(b) If Q has padding and L1ST(NL, @, NL), then LIST(NP, ), NP).

Proof: (a) For deterministic Turing machines D and D’ let D(D’) be the deterministic machine that on
input z, first by simulating I’ on input 2 stores its computation ¢ and then runs I on input pad(z, ¢).
By (2), if D1, D5, . .. is a listing of the L-subsets of @ by L-machines and I}, D}, ... an enumeration of
all deterministic polynomial time Turing machines, then the enumeration (D;(ID;))i>1, j>1 Witnesses that
LisT(P, Q,P).

The proof of (b) is obtained by obvious modifications. a

We were unable to prove the logspace analogue of Proposition 2.2(c), however as a byproduct of
our main result relating listings and logics (Theorem 3.8) we get that (c) holds for ) = TAUT, that is,
LisT(L, TAUT,NL) implies L1ST(NL, TAUT, NL).

3. Listings and logics

In [5] we have shown that the logic LFP;,, is a P-bounded logic for P if and only if LIST(P, TAUT, P). Here,
among others, we show the L-analogue and the NL-analogue of this result. We have remind the reader only
interested in the relationship between listings and optimal proof system and almost optimal algorithms that
he may skip this section.

3.1. Some preliminaries. We start by recalling some concepts from logic and complexity.

Structures. A vocabulary T is a finite set of relation symbols. Each relation symbol has an arity. A
structure A of vocabulary 7, or 7-structure (or, simply structure), consists of a nonempty set A called the
universe, and an interpretation R C A" of each r-ary relation symbol R € 7. All structures in this paper
are assumed to have finite universe.

For a structure A we denote by ||.A|| the size of \A, that is, the length of a reasonable encoding of A as a
string in X*. We only consider properties of structures that are invariant under isomorphisms, so it suffices
that from the encoding of .4 we can recover .A up to isomorphism.

2That is, c is the sequence of configurations of a run of M on .



Logics. For our purposes a logic L consists

— for every vocabulary 7 of a set L[7] of strings, the set of L-sentences of vocabulary T and of an
algorithm that for every vocabulary 7 and every string £ decides whether £ € L[r] (in particular,
L[r] is decidable for every 7);

— of a satisfaction relation |=1; if (A, ¢) € =1, written A =1, ¢, then A is a T-structure and ¢ € L[7]
for some vocabulary 7; furthermore for each ¢ € L[r] the class Mody(¢) := {A | A =1 ¢} of
models of  is closed under isomorphism.

Recall that C and C’ always range over the complexity classes L, P, NL, and NP.
Definition 3.1. Let L be a logic and C a complexity class.

(a) L is a logic for C if for all vocabularies 7 and all classes D (of encodings) of 7-structures closed
under isomorphism we have

DeC <« D =Mods(p)forsomep € L[T].

(b) Let C’ be a deterministic (nondeterministic) complexity class. L is a C'-bounded logic for C if L is a
logic for C and if there is a a deterministic (nondeterministic) algorithm A deciding (accepting) =1,
which for fixed ¢ witnesses that Mody, () € C'.

Clearly, if L is a C'-bounded logic for C, then C C C’. If C' = C, then property (b) yields the
implication from right to left in part (a). One expects from a logic L capturing the complexity class C that
it is C’-bounded for C with C' = C. In fact, one expects that L can be viewed as a higher programming
language for C, that is, that for fixed L-sentence ¢ the algorithm A in (b) witnesses that Mody, (¢) € C.

However we use this more liberal, a little bit artificial notion as in this way we obtain some nontrivial
consequences from the main theorem (see Corollary 3.9(d)).

It is well-known that there are NP-bounded logics for NP while for C = L, C = P, and C = NL it is
open whether there is a C-bounded logic for C.

For every vocabulary T we let 7. := 7 U {<}, where < is a binary relation symbol not in 7 chosen in
some canonical way. A T.-structure A is ordered if <* is a (total, linear) ordering of the universe A of A.

We say that a logic L is a C'-bounded logic for C on ordered structures if (a) and (b) of the previous
definition hold for classes D of ordered structures and for ordered structures A, respectively. In (b), for
fixed ¢ € L[] the algorithm A must witness that the class of ordered models of ¢ is in C’.

We denote by FO, DTC, TC, and LFP first-order logic, deterministic transitive closure logic, transitive
closure logic, and least fixed-point logic, respectively. Essentially we only need the following properties of
these logics due to Immerman [10, 11] and the last one to Immerman [9] and Vardi [17]

Theorem 3.2. (1) DTC is an L-bounded logic for L on ordered structures.
(2) TC is an NL-bounded logic for NL on ordered structures.
(3) LFP is a P-bounded logic for P on ordered structures.
If Cis L, NL, or P, then we let L(C) be the logic DTC, TC, and LFP, respectively.

Invariant sentences and the logic L;,,. We start by introducing the notion of (order-)invariant sentence.
Definition 3.3. Let L be a logic.

— Let ¢ be an L[7-]-sentence and n > 1. We say that ¢ is < n-invariant if for all 7-structures A with
|A| < n and all orderings <; and <2 on A we have

(A <) Fry <= (A <2) FL e



— L-INv:= {(p,n) | ¢ L-sentence, n > 1 and ¢ < n-invariant}.
Now we define the logic Li,,. For every vocabulary T we set
Lin[7] := L[7<]
and we define the satisfaction relation by

AkEr, ¢ <= ((99, < |A]) € L-INV and (A, <) [=1, ¢ for some ordering < on A). 3)

Assume that for every L-sentence ¢, say, of vocabulary 7 there is a sentence —¢ of the same vocabulary
such that MoD(—¢) = {A | A 7-structure and A ¢ MOD(¢p) }. As

(p, <n) € L-INV < (=g, <n) € L-INV,
we get for every structure A
(v, <[A]) € L-INV <= (A |=r,, por A =r,, —9). O]
Using Theorem 3.2 it is easy to see:

Proposition 3.4. If C is one of the classes L, NL, and P, then L(C)iny is a logic for C.

Some further complexity classes. We will consider the complexity of the following acceptance problem
for nondeterministic Turing machines:

AcCCc
Instance: A nondeterministic Turing machine M and n € N in unary.
Question:  Does M accept the empty input tape in < n steps?

Hence, AcC< C ¥* x N. Similarly, we have L-INV C ¥* x N for any logic L. In the following definition
we assume that the natural numbers, the second components of the input instances, are given in unary.

Definition 3.5. Let C be a deterministic (nondeterministic) complexity class. A problem R C ¥* x N
is in the class XCyy; if there is a deterministic (nondeterministic) algorithm deciding (accepting) R and
witnessing for every k € N that the problem

Ry = {(x,n) eER|z|= k},

isin C. For example, R is in the class XL,,;; if there is a deterministic algorithm A deciding R and requiring
for (x,n) € R space at most f(|z|) - log n for some function f : N — N. And R is in the class XNLy,;
if there is a nondeterministic algorithm A accepting R such that for some function f : N — N and every
(z,n) € R thereis an accepting run requiring space at most f(|z|)-log n. Finally, the problem R C ¥* x N
is in the class co-XCyy; if its complement (X* x N) \ R is in XCyp;. *

It is not hard to adapt the proof of the corresponding reduction in Theorem 1 of [3] showing the follow-
ing result due to [15]
if ACC< € c0-XPyyi, then LFP-INV € XPyp; 5)

in order to get
if ACC< € co-XNPy;i, then LFP-INV € XNP,,; (6)

and to get the following result generalizing (5):

Proposition 3.6. Let C be one of the classes L, NL, or P. If ACC< € co-XCyy;, then L(C)-INV € XC\y;.

3These are classes of so-called uniform parameterized complexity theory. In our type of problems R C ¥* x N the parameter of
an instance (z, n) of R is |z|.



We will use the following lemma.
Lemma 3.7. Let C be one of the classes L, NL, or P and C C C'. The following statements are equivalent:
(i) L(C)iny is a C'-bounded logic for C.
(ii) L(C)-INv € XC]

mv*

Proof: By Proposition 3.4, we already know that L(C);,y is a logic for C, that is, condition (a) in Def-
inition 3.1 is fulfilled. By (3) and (4), the second condition of this definition is fulfilled if and only if
L(C)-INV € XC; O

mv*

3.2. Logics and listings. We start by stating the main result of this section.
Theorem 3.8. Let C be one of the classes L, NL, or P and C C C'.
(a) IfLIST(L, TAUT, C), then L(C)iny is a C-bounded logic for C.
(b) Let C C C'. If L(C)iny is a C'-bounded logic for C, then LI1ST(C, TAUT, C').
The strength of this result is indicated by the following corollaries, where we list some consequences:
Corollary 3.9. (a) DTCy,, is an L-bounded logic for L if and only if ~LiST(L, TAUT,L).
(b) TCiny is an NL-bounded logic for NL  if and only if LIST(NL, TAUT, NL).

(c) If DTCyyy is an L-bounded logic for L, then TCiyy is an NL-bounded logic for NL and LFPy,, is a
P-bounded logic for P.

(d) If DTC,yy is a P-bounded logic for L, then LFP;,, is a P-bounded logic for P.

Proof: (a)—(b) are immediate consequences of Theorem 3.8 and of the fact that LiST(NL, TAUT,NL)
implies LI1ST(L, TAUT, NL) (by Proposition 2.2(b)).

(c) If DTC;yy is an L-bounded logic for L, then LIST(L, TAUT,L) and hence, LIST(L, TAUT,NL) and
LisT(L, TAUT, P) (by Proposition 2.2(a)). Now the claims follow from Theorem 3.8(a).

(d) If DTCyyy is a P-bounded logic for L, then LIST(L, TAUT, P) (by Theorem 3.8(b)) and therefore, LFP;;,
is a P-bounded logic for P by Theorem 3.8(a). o

And also for the listings, we get new insights, for example:

Corollary 3.10. IfLiST(L, TAUT,L), then LIST(NL, TAUT, NL).

Proof: If L1ST(L, TAUT, L), then DTC;y, is an L-bounded logic for L and hence by part (c) of the previous
corollary, TC;,, is an NL-bounded logic for NL. Therefore, LIST(NL, TAUT, NL) by Theorem 3.8(b). O

Proof of Theorem 3.8: (a) Assume that LIST(L, TAUT,C). We show that ACC< € c0-XCyy. Then
L(C)-INV € XC,p; by Proposition 3.6; thus Lemma 3.7 yields our claim.

The problem ACC< is in NP. Hence there is a logspace reduction (M, n) — «(M,n) from Acc< to
SAT; in particular, we have

(M,n) € AcC< <= «a(M,n) € SAT,
or, equivalently,
(M,n) ¢ AcC< <= —a(M,n) € TAUT. @)

Moreover we may assume that from « (M, n) we can recover (M, n) in logarithmic space. It follows that:



Claim 1. Let M be a nondeterministic Turing machine that does not accept the empty input tape. Then
{=a(M,n) |n>1}

is an L-subset of TAUT. —

Let S be the algorithm that on input M by systematically going through all runs of length 1, all of length
2,... computes

n(M) := the least n such that M accepts the empty input in n steps.

If M does not accept the empty input tape at all, then S does not stop and n(M) is not defined.

By the assumption LI1ST(L, TAUT, C) there is a listing L of the L-subsets of TAUT by C-machines. We
give the proof for the case that C is a space class (that is, C = L or C = NL). The proof for P is similar.
Using (7) it is easy to verify that the following algorithm A accepts co-ACC<.

AM,n)

1. d<1;

2. In parallel simulate S with input M and the listing algorithm L using at most
space d - log n;

3. if S stops with output n(M) then

4. if n(M) > n then accept else reject;

5. if L lists a machine M’ then simulate M on input —a(M, n) using
at most space d - log n

6. if M accepts then accept;

7. if S or L needs space > d - log n then d < d + 1; goto 2.

We still have to show that for fixed M the algorithm A, on input (M, n) ¢ ACC<, accepts in space O(log |n|).

Case “M accepts the empty input tape:” Then S will stop eventually, the space it uses only depends on its
input M. Hence, A only needs space O(log |n|).

Case “M does not accept the empty input tape:” By Claim 1, the set {—u(M, m) | m > 1} is a L-subset
of TAUT. Therefore, a machine M’ accepting this set in logarithmic space will eventually be listed by L.
Then, one easily sees that A accepts such inputs in space O(log |n|).

(b) Now we turn to the proof of the converse (this proof is a generalization of the proof of Lemma 7 in [5]).
We assume that C C C’ and that L(C)iyy is a C’-bounded logic for C. It is easy to introduce a vocabulary
7 such that in logarithmic space we can associate with every propositional formula « a 7-structure 4 («)
such that

(i) every propositional variable X of « corresponds to two distinct elements a x, bx of A(«) and there
is a unary relation symbol P € 7 such that PA(®) = {ay | X variable of a};

(i1) the class
{B| B = A(c) for some o € PROP}

of T-structures is axiomatizable by a DTC[7]-sentence and therefore by an L(C)[7]-sentence ¢ (PROP);

(iii) if B = (PROP), then one can determine the unique o« € PROP with B = A(«) in logarithmic
space.

Note that an ordered 7 -structure of the form (A(«), <) yields an assignment of the variables of «, namely
the assignment sending a variable X to TRUE if and only if ax < bx. As in logarithmic space we can
check whether this assignment satisfies « there is a DTC[7]-sentence and hence an L(C)[r]-sentence



©(sat) that for every o« € PROP expresses in (A(a), <) that the assignment given by < satisfies a. We
introduce the L(C)[7<]-sentence

@0 := (¢(PROP) — (sat)).

Then g is an L(C)ipy [7]-sentence. Every assignment of « can be obtained by some ordering < of A(a).
Hence, by the definition of [=1,(c),,, we see that for every o € PROP and every L(C)iny[7]-sentence ¢

if A(a) Fr(c) (v0 A @), then a € TAUT. ®)

For ¢ € L(C)iny[7] We consider the class of models of (¢g A ¢), more precisely, the set

Q(p) := {a e PROP | A(a) FL(0),, (0 A @)}

We claim that the class of sets Q(p), where ¢ ranges over all L(C);,-sentences coincides with the C-
subsets of TAUT.

First let () be a C-subset of TAUT. If () is finite, it is easy to see that () = Q(¢) for some ¢ € L(C)ipy.
Now let @ be infinite. The class

{B|B = A(a) for some o € Q}

is in C (by (ii) and (iii) as L C C), and therefore it is axiomatizable by an L(C);,, [7]-sentence ¢. As the
class contains arbitrarily large structures, the formula ¢ is invariant. We show that Q = Q(¢).

Assume first that a € Q(¢), i.e., A(a) FEr), (Yo A ). Then, by invariance of ¢, we have
A(a) Er(c),, ¥ and thus o € Q. Conversely, assume that o € Q. Then A(«a) = c),, ¢- As a € TAUT,
in order to get A(e) pr ), (Yo A ) (and hence, @ € Q(¢)) it suffices to show that (g A ) is
< |A(«)l-invariant. So let B be a 7-structure with | B| < |A(«)|. If B [~ c),, ¥, then, by invariance of ¢,
we have (B, <?) [£1c) (o A ¢) for all orderings <” on B; if B =1(c),, ¥, then B = A(3) for some
B € Q C TAUT. Hence, (B, <®) =rc) (w0 A ) for all orderings <Z on B.

Conversely fix ¢ € L(C)in[7]. By (8), we have Q(¢) C TAUT. By assumption, L(C);,y is a C'-
bounded logic for C. In particular, L(C)j,y is a logic for C and hence we have Q(¢) € C. As L(C)yy is
C’-bounded, the algorithm A for the satisfaction relation (cf. Definition 3.1(b)) restricted to @g A ¢ yields
an algorithm of type C’ accepting Q(¢).

Hence, the classes Q(¢) where ¢ ranges over all L(C);yy[7]-sentences yield the listing witnessing
LisT(C, TAUT, C"). O

The order-invariant first-order logic FOy,,. By the methods used in [4] one can show that DTC;,,
already is a L-bounded logic for L if there is an algorithm deciding |=ro,,, which for fixed first-order
sentence  requires logarithmic space. We shall prove this result in the final version of this paper.

4. Listings, optimal proof systems, and almost optimal algorithms

In [16] Sadowski shows that the existence of listings of the P-subsets of TAUT by P-machines is equivalent
to the existence of p-optimal proof systems for TAUT, and hence (by [13]) equivalent to the existence of
almost optimal algorithms for TAUT. An extension of this result to other @) (instead of TAUT) are derived
in [2]. Here we prove the corresponding results for L instead of P. We already state the result, even though
we haven’t introduced all concepts appearing in it so far.

Theorem 4.1. For Q C X* with padding the following are equivalent:
(a) Q has a space optimal logspace proof system.
(b) Q has an almost space optimal algorithm.
(¢) Li1sT(L,Q,L).

For the reader familiar with the results of the previous section, we state a consequence of this result and
of Corollary 3.9(a).



Corollary 4.2. DTC;,, is an L-bounded logic for L if and only if there is a space optimal logspace propo-
sitional proof system (that is a space optimal logspace proof system for TAUT).

Corollary 4.3. Let Q C ¥* with padding. If Q has an almost space optimal algorithm, then it has an
almost optimal algorithm.

Proof: One can generalize the proof of the result mentioned at the beginning of this section and show that
@ has an almost optimal algorithm <= LIST(P, @, P).

As L1sT(L, @, L) implies L1ST(P, @, P) by Proposition 2.3 (a), our claim follows by Theorem 4.1. |

Let A be a deterministic algorithm. For every = € X* let ¢4 (x) be the number of steps of the run of A
on input . Similarly, we denote by sy;(x) the space required by M on z. If M on « does not stop, then
ty(x) = oo, even though sy () may be finite.

For every x € X* the number of configurations of A on input z is bounded by

Hence, if sy (x)) > O(log |z|), we may assume that

ta(x) < |z|- 90(sa()) (10)
and if A outputs a string A(x) on input x, that

|A(z)] < || - 200+@), 11

In fact, at every step of the run of A on an input =, we record the space s and the time ¢ the algorithm A
has used so far. For some appropriate constant ¢ € N if

t > |x|-29°

then the algorithm A must be in some configuration it has already been before. Hence A will run forever
and we can stop it and let it reject. To store such s and ¢, we only need additional space

O(log |z| + sa(x)).

4.1. Almost space optimal algorithms and listings. In this part we prove a first implication contained
in Theorem 4.1, namely the implication (b) = (c). An algorithm deciding () is almost space optimal if no
other algorithm saves, compared with it, superlogarithmic space; more precisely:

Definition 4.4. A deterministic algorithm A deciding @ is almost space optimal for Q) if for every deter-
ministic algorithm B which decides @) there is a d € N such that for all x € @

sa(r) < d- (sp(z) + log |x[)
(note that nothing is required of the relationship between s (z) and sg(z) for = ¢ Q).

Proposition 4.5. Let Q C X*. If there is an almost space optimal algorithm for Q, then L1ST(L, Q, L).

Proof: Let A be an almost space optimal algorithm for (). For every d € N, let A(d) be the algorithm A
restricted to space d - log n, that is, A(d) on input = simulates A on input z but rejects if the simulation has
to exceed space d - log |z|. Clearly,

(a) L(A(d)) is an L-subset of ) for every d € N;
moreover, we show

(b) for every L-subset X of Q thereisad € N with X C L(A(d)).

10



In fact, let B be a deterministic algorithm deciding X and requiring space O(log n). Then the following

algorithm C decides @): On input z, in parallel it simulates A and B on input x; if B stops first and accepts,

then C accepts, otherwise it answers as A. Note that there is ¢ € N such that s¢(z) < c¢-log |z| forz € X.
Then, by the almost space optimality of A there is a d € N with

su(@) < d- (sc() + log |a])
for all x € () and thus for all x € X
sa(z) <d-(c+1)-log |zl

Therefore, X C L(A(d - (¢+ 1))).

We fix an effective enumeration D, Dy, ... of all logspace deterministic Turing machines. Then, by
(a) and (b), (D;(A(j))s,;>1 is a listing of the L-subsets of L, where D;(A(7)) on input z, first simulates
A(7) and if this algorithm accepts, then it simulates ID; on input = and answers accordingly. a

4.2. Listings and space optimal logspace proof systems. = We start by generalizing the notions of
proof system and p-optimal proof systems to the logspace case and then prove implication (c) = (a) of
Theorem 4.1.

Definition 4.6. (1) A logspace proof system for () is a surjective function P : ¥* — () computable in
logarithmic space.

We often tacitly identify a logspace proof system P with an algorithm witnessing its logspace com-
putability.

(2) Let P, P’ : ¥* — Q@ be logspace proof systems for Q. We say that P logspace simulates or (-
simulates P' if there exists a logspace computable function g : X* — 3* such that for every w € X*

P(g(w)) = P'(w).

(3) A logspace proof system for @ is space optimal if it £-simulates every logspace proof system for ().

Recall [6] that a proof system for () is a surjective function P : ¥* — @ computable in polynomial
time and that a proof system P is p-optimal if for every proof system P’ there is a function g as in (2) of
the previous definition but now computable in polynomial time. Of course, every space optimal logspace
proof system for (Q is a p-optimal proof system for Q.

Most natural proof systems are logspace. Moreover, for every proof system P we get a logspace proof
system P’ defined by

P (w) P(w), ifw = (wy,c1), where ¢; is the computation of P on w;
w) =
Yo, otherwise,

where g is a fixed element of (). However, the transition from P to P’ may destroy its space optimality.
For the reader familiar with Frege systems we mention that any two Frege systems over the same set of
propositional connectives ¢-simulate each other.

We turn to the main result of this part.

Proposition 4.7. Assume Q is nonempty and has a padding function. If LIST(L, Q, L), then Q has a space
optimal logspace proof system.

Proof: Fix qp € @ and let L be a listing of the L-subsets of () by L-machines. We say that v € ¥* is a
proof string if it has the form
U= <D7 w7 y7 c? Dl) Cl? Cl/))

where

11



(S1) D is a deterministic Turing machine that on input w outputs y by the computation c;
(S2) The (partial) computation ¢’ of L lists I';
(S3) D' accepts pad(y, w) by the computation ¢”.

Clearly we can decide in logarithmic space whether a string v € X* is a proof string. Moreover, if v is a
proof string, then y € @ (as L(D') C @ and D’ accepts pad(y, w)). Therefore the function P defined on
>* by
Plv) = {y, if v is a proof string and ¥ is its third component
qo, otherwise

is computable in logspace and has a subset of () as range. So, P is a logspace proof system for @, if we
can show that every y € @ is in its range: As {pad(y,y)} is an L-subset of @), a machine D’ accepting
{pad(y,y)} is listed by L, say, by the computation ¢’. Then P(v) = y for

v = <Did7 Y,Y,¢, D/7 Cl? C//>

where ;4 is a machine that on input w outputs w, the string c is its computation on input ¥, and ¢” is the
computation of D'accepting pad(y, y).

It remains to show that P is space optimal. For this purpose let P’ : ¥* — @ be a logspace proof
system for (). Then,

Graph(P') := {pad(y,w) | y,w € ¥* and P'(w) =y}

is an L-subset of (). Hence, there is a computation ¢’ of L listing a machine D that decides Graph(P). We
define the function g : ¥* — ¥* by

g(w) = <Plawapl(w)aca D/,CI,CH>7

where ¢ is the computation of P’ on w and ¢” is the computation of D’ on pad(y, w). It is easy to check
that g(w) is a proof string with
Pg(w)) = P'(w).

As g is computable in logspace, this finishes the proof. o

4.3. Space optimal proof systems and almost space optimal algorithms. In this part we show the
following result, which together with Proposition 4.5 and Proposition 4.7 yields Theorem 4.1.

Proposition 4.8. If QQ has a space optimal logspace proof system, then it has an almost space optimal
algorithm.

For the proof of this proposition, we need the following result, which is the space-analogue of a theorem
for P due to Levin [14]. We give a proof of this space-analogue in Section 5.

Definition 4.9. Let f : ¥* — >* be a function. An algorithm A inverts f if for every x in the range of f
the algorithm A computes some w with f(w) = x. For x not in the range of f the algorithm A can behave
arbitrarily.

By the next result, for any algorithm [F computing a function f there is an inverter A, which is optimal
with respect to the space required by the computation of F(A(y)).

Theorem 4.10. Let [ : X* — X* be a function that can be computed by an algorithm F. There exists an
algorithm Q such that:

(a) O inverts f and sp(y) = oo for every input y, which is not in the range of f (in particular, the
algorithm Q does not stop on y not in the range);

12



(b) for every algorithm I inverting f there is an a € N such that for every y in the range of f we have
so(y) < a- (log |y| + si(y) + log [I(y)| + s#(1(y))).

Proof of Proposition 4.8: Let P : ¥* — (@) be a space optimal logspace proof system for () and fix yg € Q.
We define a function f : 3* — >* by

f({Ay,e,B,¢)) =y
if
(F1) A is a deterministic algorithm that accepts y € ¥* by the computation c;

(F2) B is a deterministic algorithm that on input (y, ¢) computes a string w with P(w) = y; moreover, ¢/
is the computation of B on input (y, ¢).

Otherwise, we set f(w) := yo. It is easy to verify that the range of f is @, in particular, (F2) guarantees
that it is a subset of (). Moreover there is an algorithm [F that computes the function f in logarithmic space.

By Theorem 4.10, we have an optimal space inverter O for f such that for every algorithm I which
inverts f and for every y € () we have

so(y) < O(log ly| + si(y) + log [I(y)| + sz(I(y))) < O(log ly| + s1(y) +log ([I(»)])),  (12)

where the second inequality holds as I is a logspace algorithm; for y ¢ @ we have sg(y) = cc.
Let Q be any algorithm deciding @). We claim that the following algorithm S is an almost space optimal
algorithm deciding Q.

S(x)

l—1

simulate Q and the optimal inverter O on y in parallel using space at most £
if both simulations exceed space ¢, then ¢ <+ ¢ 4 1 and goto 2

if Q halts, then output accordingly

LR N~

if O halts, then accept.

Clearly, S decides ) and for y € @ we have

ss(y) < O(so(y)). 13)

We claim that S is almost space optimal. For this purpose let A be any algorithm that decides . We get a
logspace proof system P, for () by setting

Py () y, ifw = (y,c) and the algorithm A accepts y by the computation c;
w) =
“ Yo, otherwise.

Since P is a space optimal logspace proof system for (), there is a logspace algorithm B such that for every
y € @ accepted by A with computation c,

B on input (y, ¢) computes a string w € X* such that P(w) = Py({y,¢)) = y.

Using A and B we define the following inverter I of the function f:

1. Simulate the algorithm A on y
2. if A rejects y, then do not halt
3. if A accepts y with computation ¢
4

then output (A, y, ¢, B, ¢’), where ¢ is the computation of B on (y, c).
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Let y € @. Then, as B is logspace computable, we have

s1(y) < O(sa(y)) + O(log [(y,c)|)
= O(sa(y)) + O(log (|y| - 29=+))y) (by (9))
= O(sa(y)) + O(log |yl),

and hence by (11)
[I(y)| < |y\0(1) .90(sa(y))

Moreover by the optimality of the inverter O, i.e., by (12),
so(y) < O(log |y| + si(y) + log ([I(y)])) = O(sa(y) +log |y]).
Finally, by (13), we get the inequality witnessing the almost space optimality of S

ss(y) < O(sa(y) + log [yl). =

4.4. Some variants. In Section 2 we introduced the concept of LIST(C, Q, C’) for various choices of C
and C’. So far, in this section we only have considered the case C = C’' = L. For some other choices,
Theorem 4.1 survives if the corresponding concepts of optimality are defined in the appropriate way. Here
we only mention one result.

A nondeterministic algorithm A accepting () is almost space optimal for () if for every nondeterministic
algorithm B which decides @ there is a d € N such that for all x € @

sa(@) < d- (ss(x) + log |]).
Theorem 4.11. Assume that QQ has padding. Then

LIST(NL, Q,NL) <= @ has a nondeterministic almost space optimal algorithm.

Proof: The direction from right to left is obtained along the lines of the proof of Proposition 4.5. Now let IL
a listing witnessing that LIST(NL, @), NL). It should be clear that the following nondeterministic algorithm
O accepts Q.

O(x)

/l x € ¥* an instance for Q)
1. guess an ¢ € N and compute the ith machine M; listed by L
2. guessad €N
3. simulate Mj; on pad(x, 201%) and output accordingly.

We show that O is nondeterministic almost space optimal. To that end, let A be a nondeterministic algo-
rithm accepting (). We consider the following subset of Q.

LOG(A) := {pad(z, 201%) | d € N and the algorithm A accepts  using space at most log d.}

Using the properties of a padding function it is easy to show that LOG(A) € NL. Therefore, there exists
an 79 € N such that the igth machine M, listed by L accepts LOG(A) in space O(log n); in particular,

sm,, (pad(z, 201%)) < O(log |pad(x, 201%)|) = O(log (|z|°M + d°M)) = O(log |z + log d). (14)

The first equality holds as pad is computable in logspace and hence, in polynomial time.
Let € ). We consider the run of the algorithm @ on input =, where it guesses ¢¢ (in Line 1) and
254() (in Line 3). This choices show that

s0(z) <O (c+ sa(z) +log |z| + log |pad(a:,a:01d)| + sm;, (pad(x,xOld))) , (15)

where c counts the space for guessing 7y and for computing the machine M;,. By (14) and (15) we conclude
that
so(x) < O(sp(z) + log |z]). O
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Corollary 4.12. Let Q C X* with padding. If QQ has a nondeterministic almost space optimal algorithm,
then it has a nondeterministic almost optimal algorithm.

Proof: One can generalize the proof in [16] of a result for TAUT and show that
@ has a nondeterministic almost optimal algorithm <= LIST(NP, @, NP).

Now the claim follows from the previous theorem using Proposition 2.3 (b). O

5. Proof of the space version of Levin’s Theorem.

So, in this section we prove Theorem 4.10. We start by introducing a notation.

Let A and A’ be algorithms computing (partial) functions f and f’ from ©* — X*. By A; A’ we
denote an algorithm that computes the function f’ o f, i.e., z — f/(f(x)). Using the well-known trick of
complexity theory, where one does not store the full intermediate string f (), one can choose A; A’ in such
a way that

sazar (@) = O(sa(x) + log |A(z)| + sa (A(z))) (16)

Proof of Theorem 4.10: Let f : ¥* — ¥* be a function that can be computed by an algorithm F. Let O be
the following program

O(x)
k0
k—k+1
for every program W € ¥* with |W;F| < k do

simulate W; F on input z using at most k — |W; [F| space

i.e., W computes a string w with f(w) =z

1

2

3

4

5. if the simulation outputs z
6

7. then simulate W on « (outputting the w) and halt
8

goto 2.

Then, O inverts f and sg(y) = oo for every input y, which is not in the range of f; hence, O satisfies (a)
in Theorem 4.10. We turn to (b) and let I be any algorithm inverting f. There is ¢ € N such that the space
required to simulate the algorithm I; F on input x is

< c+log |I;F| + log |z| + spr(x). (17)

Clearly, we get an upper bound on the space that O requires on input x if we assume that k in Line 2 of O
gets a value such that |I;F| < k and the simulation of I; F on input « can be performed with space at most
k — |W;TF|. Hence, we have

so(z) < |L;F| + c+log |I; F| + log || + sir(z) (by (17))
<2 L F| + c+log |z| + O(s1(x) + log [I(z)] + se(I(z))) (by (16))
= O(log |z| + s1(x) 4 log |I(x)| + S[F(]I(l‘))). O
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