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#### Abstract

We develop a new technique for proving lower bounds in property testing, by showing a strong connection between testing and communication complexity. We give a simple scheme for reducing communication problems to testing problems, thus allowing us to use known lower bounds in communication complexity to prove lower bounds in testing. This scheme is general and implies a number of new testing bounds, as well as simpler proofs of several known bounds.

For the problem of testing whether a boolean function is $k$-linear (a parity function on $k$ variables), we achieve a lower bound of $\Omega(k)$ queries, even for adaptive algorithms with two-sided error, thus confirming a conjecture of Goldreich (2010b). The same argument behind this lower bound also implies a new proof of known lower bounds for testing related classes such as $k$-juntas. For some classes, such as the class of monotone functions and the class of $s$-sparse GF(2) polynomials, we significantly strengthen the best known bounds.


## 1 Introduction

The field of property testing seeks to formalize the question: what can we determine about a large object, with limited access to the object itself? In general the large object may be anything-for instance a graph on $n$ nodes, or a function on $n$ variables. In a typical property testing setup, a tester who has unbounded computational power is given query access to the large object. The tester's goal is to accept the object if it has some property $\mathcal{P}$, and reject it if it is "far" from having property $\mathcal{P}$.

In this paper we will primarily concern ourselves with the case when the large object is a boolean function $f$ on $n$ bits. In this case, the tester's goal is to accept $f$ with probability at least $2 / 3$ if $f$ has property $\mathcal{P}$, and reject with probability at least $2 / 3$ if $f$ must be modified on an $\epsilon$ fraction of the $2^{n}$ possible inputs in order to have property $\mathcal{P}$. The query complexity (i.e. the number of times the testing algorithm must query $f$ ) should hopefully be a small function of $\epsilon$ and $n$.

The notion of testing boolean functions in this framework goes back to the seminal work of Rubinfeld and Sudan (1996) and has several connections to complexity theory (in particular PCPs and hardness of approximation), as well as computational learning theory (Ron, 2008). Over the last two decades, researchers have exerted a considerable amount of effort to determine the query complexity for testing properties of a function $f$, such as whether $f$ is a linear function (Blum et al., 1993), whether $f$ is isomorphic to a given function (Blais and O'Donnell, 2010; Chakraborty et al., 2011a; Alon and Blais, 2010), whether $f$ is a $k$-junta (Fischer et al., 2004; Blais, 2008, 2009), a monotone function (Goldreich et al., 2000; Fischer et al., 2002),
a dictator (Parnas et al., 2002), a halfspace (Matulef et al., 2009), an $s$-sparse polynomial, a size- $s$ decision tree, etc. (Diakonikolas et al., 2007). Starting with the ground-breaking work of Goldreich et al. (1998), there has also been much effort directed at determining the query complexity for testing properties of graphs and, more generally, of combinatorial objects. (See, e.g., Ron 2009; Goldreich 2010a.)

Over the course of this effort, a variety of techniques have been developed for designing property testing algorithms, thus proving testing upper bounds. However, as is often the case in theoretical computer science, lower bounds are harder to come by. Although several lower bounds for specific problems are known, few general techniques are known beyond the use of Yao's minimax lemma.

Communication complexity is an area which has collected many effective techniques for proving lower bounds in other areas of computer science. In a typical setup, two parties, Alice and Bob, each have an input and they would like to decide something about their joint input. Their computational power is unbounded, but they would like to compute the answer with as little communication as possible.

The communication complexity framework has been extensively studied; in particular, several problems are known to require a large amount of communication. These include SET-DISJOINTNESS, INDEX, INNERPRODUCT, and GAP-HAMMING-DISTANCE. The hardness of these and related problems has been used to obtain lower bounds in many areas such as streaming algorithms, circuit complexity, data structures, and proof complexity (Kushilevitz and Nisan 1997; Indyk and Woodruff 2003; Miltersen et al. 1995).

Property testing and communication complexity have striking similarities. Both involve parties with unbounded computational power (in one case, the tester, and in the other case, the communicating players), and both involve algorithms which are restricted by the parties' limited access to their input. Despite these similarities, no previous connection between these fields has been made.

In this work we show that there is indeed a strong connection between testing and communication complexity. More specifically, we show how to reduce certain communication problems to property testing problems. This reduction method represents a new approach to proving testing lower bounds. This approach turns out to be quite fruitful, both for proving new bounds and for giving simpler proofs of known bounds in property testing.

### 1.1 Our Results

Testing $k$-linear functions. The function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is linear, i.e. a parity function, when there exists a set $S=\left\{i_{1}, \ldots, i_{s}\right\} \subseteq[n]$ such that for every $x \in\{0,1\}^{n}, f(x)=x_{i_{1}} \oplus \cdots \oplus x_{i_{s}}$. When $|S|=k$, we say that $f$ is a $k$-linear function. The problem of testing $k$-linear functions was first studied by Fischer et al. (2004). The best lower bound is due to Goldreich (2010b), who showed that $\Omega(\sqrt{k})$ queries are required to test $k$-linear functions. He also showed that non-adaptive testers require $\Omega(k)$ queries to test the same property, and conjectured that this stronger lower bound holds for all testers (adaptive or not). ${ }^{1}$

We confirm Goldreich's conjecture. Using the same construction, we also obtain lower bounds on the query complexity for testing juntas, ${ }^{2}$ testing functions of low Fourier degree, and testing sparse polynomials.
Theorem 1.1. Fix $1<k<n-1$. At least $\Omega(\min \{k, n-k\})$ queries are required to test
(i) $k$-linear functions,
(ii) $k$-juntas,
(iii) functions of Fourier degree at most $k$, and
(iv) functions with $k$-sparse polynomial representation in $\mathrm{GF}(2)$.

Remark. In parallel work, Blais and Kane (2012) simultaneously obtained a different proof of Goldreich's conjecture using Fourier-analytic methods.

[^0]| Class of functions | Our bound | Previous lower bounds | Upper bounds |
| :---: | :---: | :---: | :---: |
| $k$-linear | $\Omega(k)$ | $\begin{aligned} & \Omega(\sqrt{k})^{\mathrm{a}} \\ & \Omega(k)(\text { n.a. })^{\mathrm{a}} \end{aligned}$ | $\begin{aligned} & O(k \log k)^{\mathrm{b}} \\ & O(n)^{\mathrm{c}} \end{aligned}$ |
| $k$-juntas | $\Omega(k)$ | $\Omega(k){ }^{\text {d }}$ | $O(k \log k)^{\mathrm{e}}$ |
| Fourier degree $\leq d$ | $\Omega(d)$ | $\Omega(d){ }^{\text {b }}$ | $2^{O(d) \mathrm{b}, \mathrm{f}}$ |
| $s$-sparse GF(2)-polynomials | $\Omega(s)$ | $\Omega(\sqrt{s})^{\mathrm{g}}$ | $\tilde{O}(s)^{\mathrm{g}}$ |
| monotone $f:\{0,1\}^{n} \rightarrow R$ | $\Omega\left(\min \left\{n,\|R\|^{2}\right\}\right)$ | $\begin{aligned} & \Omega(\log n) \text { (n.a.) })^{\mathrm{h}} \\ & \Omega(n)(\text { n.a., 1-s. })^{\mathrm{i}} \end{aligned}$ | $O(n \log \|R\|){ }^{\text {j }}$ |
| submodular $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ | $\Omega(n)$ | $\begin{aligned} & \Omega(\log n)(\text { (n.a. })^{\mathrm{h}, \mathrm{k}} \\ & \Omega(n)(\text { n.a., 1-s.) })^{\mathrm{i}, \mathrm{k}} \end{aligned}$ | $2^{O(\sqrt{n} \log n) \mathrm{k}}$ |
| size- $s$ branching programs, size- $s$ boolean formulas | $\Omega(\log s)$ | $s^{\Omega(1) \mathrm{g}}$ | $\tilde{O}(s)^{\mathrm{g}}$ |
| $s$-term DNF formulas | $\Omega(\log s)$ | $\Omega(\log s)^{\mathrm{g}}$ | $\tilde{O}(s)^{\mathrm{g}}$ |
| size- $s$ decision trees | $\Omega(s)(1-\mathrm{s}$. | $\Omega(\log s)^{\mathrm{g}}$ | $\tilde{O}(s)^{\mathrm{g}}$ |
| signed $k$-majority | $\begin{aligned} & \boldsymbol{\Omega ( \boldsymbol { k } / \operatorname { l o g } \boldsymbol { k } ) ( 1 - \mathbf { s . } )} \\ & \text { for } k \leq \gamma n, \gamma \in(0,1) \end{aligned}$ | $\begin{aligned} & \Omega\left(k^{1 / 12}\right)(\text { n.a. })^{1, \mathrm{~m}} \\ & \text { for } k \leq \frac{3}{4} n \end{aligned}$ | $O(\sqrt{n})^{\mathrm{m}}$ <br> for $k=n$ |

Table 1: Summary of our results. Bold font indicates an improvement over the previous bounds. Bounds labeled with (n.a.) apply only to non-adaptive testers; bounds marked with (1-s.) only apply to testers with one-sided error. All other bounds apply to adaptive testers with two-sided error.
${ }^{\text {a }}$ Goldreich (2010b).
${ }^{\mathrm{b}}$ Chakraborty, Soriano, and Matsliah (2011a).
${ }^{\text {c }}$ Folklore.
${ }^{\mathrm{d}}$ Chockler and Gutfreund (2004).
${ }^{\mathrm{e}}$ Blais (2009).
${ }^{\mathrm{f}}$ Diakonikolas, Lee, Matulef, Onak, Rubinfeld, Servedio, and Wan (2007).
${ }^{\mathrm{g}}$ Chakraborty, Soriano, and Matsliah (2011b).
${ }^{\mathrm{h}}$ Fischer, Lehman, Newman, Raskhodnikova, Rubinfeld, and Samorodnitsky (2002).
${ }^{\text {i }}$ Briët, Chakraborty, Soriano, and Matsliah (2010).
${ }^{j}$ Dodis, Goldreich, Lehman, Raskhodnikova, Ron, and Samorodnitsky (1999).
${ }^{\mathrm{k}}$ Seshadhri and Vondrák (2011).
${ }^{1}$ Blais and O'Donnell (2010). The lower bound stated in the table is not found explicitly in (Blais and O'Donnell, 2010), but it can be obtained using the arguments from that paper. See Section 6 for more details.
${ }^{\mathrm{m}}$ Matulef, O'Donnell, Rubinfeld, and Servedio (2009).

Theorem 1.1 has implications for the problem of isomorphism testing, or testing whether an unknown function $f$ is equivalent, up to permutation of variables, to a fixed function $g:\{0,1\}^{n} \rightarrow\{0,1\}$. Alon and Blais (2010) showed that for most functions $g$, testing $g$-isomorphism non-adaptively requires $\Omega(n)$ queries. Similarly, Chakraborty et al. (2011a) showed that for every $k \leq n$, there exists a $k$-junta $g$ such that testing $g$-isomorphism requires $\Omega(k)$ queries. Both of these results are non-constructive, and they raise the question of whether we can identify an explicit function for which the same lower bounds apply. Theorem 1.1 shows that for every $k \leq \frac{n}{2}$, the lower bound applies to the function $g: x \mapsto x_{1} \oplus \cdots \oplus x_{k}$ since testing isomorphism to this function is equivalent to testing $k$-linearity.

Testing and OBDDs. Fix some finite sets $X$ and $Y$. An ordered binary decision diagram (OBDD) is a directed acyclic graph with a single root and at most $n+1$ levels of nodes. The sink nodes in the last level are each associated with some element from $Y$. All other levels are associated with an index from $\{1, \ldots, n\}$. The nodes in these levels have out-degree $|X|$, with one edge associated with each element of $X$. For $x=\left(x_{1}, \ldots, x_{n}\right) \in X^{n}$, define $f(x)$ to be the value of the sink node that we reach when we start at the source, then at each level we follow the edge associated with $x_{i}$, where $i$ is the index associated with the current level. The resulting function $f: X^{n} \rightarrow Y$ is the function computed by the OBDD. The width of an OBDD is the maximum number of nodes at any level.

Ron and Tsur (2009) first studied the problems of determining the query complexity for testing whether a function is computable by small-width OBDDs. Goldreich (2010b) continued this line of research and also asked whether we can establish stronger lower bounds for the query complexity of testing properties that include a subset of the functions computable by small-width OBDDs. In particular, he showed that there is a property consisting of functions computable by width-2 OBDDs that requires $\Theta(n)$ queries to test. Theorem 1.1 gives a different proof of the same result, since $\frac{n}{2}$-linear functions are computable by width- 2 OBDDs.

Goldreich (2010b) conjectured in that an identical lower bound also held for testing an explicit subclass of functions computable by width- 3 OBDDs and for testing functions computable by width- 4 OBDDs. Recently, he observed (private communication) that the method of the proof of Theorem 1.1 can also be used to prove these conjectures:

Theorem 1.2. Testing the class of linear functions from $\mathrm{GF}(3)^{n}$ to $\mathrm{GF}(3)$ that have only $0-1$ coefficients requires $\Theta(n)$ queries.

Note that this class of functions can be trivially computed by a width-3 OBDD by maintaining a partial sum of the inputs.

Theorem 1.3. Testing the class of functions that are computable by width- 4 OBDDs requires $\Theta(n)$ queries.
Remark. Theorem 1.3 was proved independently by Brody et al. (2011).
Testing monotonicity. Fix $R \subseteq \mathbb{R}$. The function $f:\{0,1\}^{n} \rightarrow R$ is monotone if for any two inputs $x, y \in\{0,1\}^{n}$ where $x_{1} \leq y_{1}, \ldots, x_{n} \leq y_{n}$, we have that $f(x) \leq f(y)$. The problem of testing monotonicity was first studied by Goldreich et al. (2000), who introduced a natural tester: sample random edges from the hypercube and verify that the function is monotone on those edges. This algorithm makes $O(n \log |R|)$ queries (Dodis et al., 1999). An important open problem in property testing is to determine whether there exist more efficient monotonicity testers.

Despite much attention to monotonicity testing (Batu et al., 1999; Ergun et al., 2000; Goldreich et al., 2000; Dodis et al., 1999; Fischer et al., 2002; Bhattacharyya et al., 2009; Briët et al., 2010), lower bounds for the query complexity of this problem have been elusive. Previously, the best bound for non-adaptive testers, due to Fischer et al. (2002), was only $\Omega(\log n)$. This translates to a $\Omega(\log \log n) \operatorname{lower}$ bound for general (adaptive) testers. ${ }^{3}$ We provide a significant improvement to this lower bound for functions with large ranges:

[^1]Theorem 1.4. Testing $f:\{0,1\}^{n} \rightarrow R$ for monotonicity requires $\Omega\left(\min \left\{n,|R|^{2}\right\}\right)$ queries.
Notably, Theorem 1.4 gives the first progress on the natural-monotonicity-tester problem mentioned above: it shows that for $\sqrt{n} \leq|R| \leq \operatorname{poly}(n)$, no monotonicity tester can improve on the query complexity of the natural tester by more than a logarithmic factor. We note, however, that this problem is still open in the important special case when $R=\{0,1\}$.

By a recent result of Seshadhri and Vondrák (2011), Theorem 1.4 also gives a new lower bound for the query complexity of testing submodularity.

Corollary 1.5. Testing $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ for submodularity requires $\Omega(n)$ queries.

Testing concise representations. Parnas, Ron, and Samorodnitsky (2002) showed that testing whether a function can be represented by a monotone DNF with at most $s$ terms can be done with a number of queries that depends only on $s$. This result was generalized by Diakonikolas et al. (2007), who introduced the method of testing by implicit learning and showed that this method can be used to test whether a function can be represented by a DNF with few terms, by a small decision tree, by a small branching program, etc. Our technique gives lower bounds on the query complexity for testing two of these properties.

Theorem 1.6. At least $\Omega(\min \{s, n-s\})$ queries are required to test
(i) size-2s decision trees, and
(ii) size-s branching programs.

Testing juntas. The proof of Theorem 1.6 can also be extended to answer a question of Fischer et al. (2004): they asked if the query complexity of testing $k$-juntas can be reduced if the tester is only required to reject functions that are far from $(k+t-2)$-juntas for some $t>0$. We show that the answer to this question is "no" for any $t \leq O(\sqrt{k})$.

Theorem 1.7. Fix $k \leq \frac{n}{2}$ and $t>0$. Any algorithm that accepts $k$-juntas and rejects functions $\frac{1}{4}$-far from $(k+t-2)$-juntas with high probability must make $\Omega\left(\min \left\{\left(\frac{k}{t}\right)^{2}, k\right\}\right)$ queries.
Remark. Subsequently, the result of Theorem 1.7 was essentially strengthened by Ron and Tsur (2011), who showed that for any constants $\epsilon$ and $\gamma$, a nearly linear lower bound of $\Omega(k / \log k)$ queries holds even if we are only required to accept $k$-juntas and reject functions that are $\epsilon$-far from $(1+\gamma) k$-juntas.

Testers with one-sided error. The technique we introduce for proving new lower bounds can also be used to prove lower bounds for testers with one-sided error (that is, testers which accept functions with probability 1 if they have property $\mathcal{P}$, and reject them with probability at least $2 / 3$ if they are far from having property $\mathcal{P}$ ). As a first application, we get a much stronger lower bound for the query complexity of testing decision trees with one-sided error.

Theorem 1.8. At least $\Omega(s)$ queries are required to test size-s decision trees with one-sided error.
We also obtain a lower bound on the query complexity of one-sided testers for a subclass of halfspaces, the class of "signed" majority functions on $k$ variables.

Theorem 1.9. Fix any constant $\gamma \in(0,1)$. For $k \leq \gamma n$, at least $\Omega(k / \log k)$ queries are required to test signed $k$-majorities with one-sided error.

### 1.2 Techniques

The main idea behind all of our lower bounds is to show that the query complexity for testing a property $\mathcal{P}$ is bounded below by the randomized communication complexity of some well-studied communication game $G$. To do so, we introduce a $\mathcal{P}$-testing game. The definition of this game varies according to the situation, but typically looks like this: Alice receives a boolean function $f$, Bob receives a boolean function $g$, and they must test whether the joint function $h=f \oplus g$ has the property $\mathcal{P}$. We can then relate the number of queries required to test whether $h$ has this property to the number of bits Alice and Bob need to communicate. Finally, we show that the $\mathcal{P}$-testing game requires large communication by using it to solve $G$.

This technique is best illustrated by example. In fact, we can give a very simple sketch of the proof of Theorem 1.1 (i), by showing how to reduce a version of the well-known SET-DISJOINTNESS problem to testing $k$-linearity. Suppose Alice and Bob each have sets of size $k$ from a universe of size $n$. Suppose further that their sets are guaranteed to either intersect in exactly one place, or not at all, and they want to decide which is the case. We let $k$-disj denote this particular setting for SET-DISJointness. It is well-known that the communication complexity of $k$-DISJ is $\Omega(k)$ (Kalyanasundaram and Schnitger, 1992; Håstad and Wigderson, 2007).

One way Alice and Bob can solve $k$-DISJ is by forming linear functions based on their two sets. For a set $S \subseteq[n]$, define Parity ${ }_{S}$ to be the linear function on the bits indexed from $S$; i.e., Parity ${ }_{S}(x):=\bigoplus_{i \in S} x_{i}$. Given input sets $A$ and $B$, Alice forms the function $f=\operatorname{Parity}_{A}$ and Bob forms the function $g=\operatorname{Parity}_{B}$. The joint function $h=f \oplus g$ is $2 k$-linear if the sets do not intersect, and $(2 k-2)$-linear if they do. Note that every $2 k$-linear function is $\frac{1}{2}$-far from being $(2 k-2)$-linear (see Fact 3.4 ). Therefore, they can determine if their sets intersect by emulating a testing algorithm for $(2 k-2)$-linearity on $h$. The testing algorithm requires oracle access to $h$, which neither Alice nor Bob have. However, they do know $f$ and $g$, so Alice and Bob can simulate oracle access to $h$ by exchanging $f(x)$ and $g(x)$, at a cost of two bits of communication per query. The total number of bits communicated is then twice the number of queries of the tester. Since we can lower bound the number of bits communicated by $\Omega(k)$, this implies that testing ( $2 k-2$ )-linearity also requires $\Omega(k)$ queries. By scaling $k$, we achieve the first part of Theorem 1.1.

To summarize, our lower bound for testing $k$-linearity follows from three inequalities. Letting $\mathrm{C}_{\oplus}^{k \text {-LINEAR }}$ denote the communication game where Alice and Bob get $f$ and $g$ as input and wish to determine if $f \oplus g$ is $k$-linear or far from $k$-linear, and using $Q(\mathcal{P})$ to denote the query complexity of testing for $\mathcal{P}$ and $R(G)$ to denote the randomized communication complexity of a communication game $G$, we achieve a lower bound on testing $k$-linearity via the following chain of inequalities:

$$
\begin{equation*}
2 Q(k \text {-LINEAR }) \geq R\left(\mathrm{C}_{\oplus}^{k-\text { LINEAR }}\right) \geq R(k \text {-DISJ })=\Omega(k) . \tag{1}
\end{equation*}
$$

All of the testing lower bounds in this paper follow the above structure. A crucial aspect of this proof technique is that emulating the property testing algorithm must be done in a communication efficient manner. In the example above, the joint function $h$ was just the xor of Alice's and Bob's functions, so simulating each query required only two bits of communication. For other lower bounds, we require more complicated ways to build a joint functions. However, as long as each query $h(x)$ can be simulated with low communication, a similar lower bound will hold. We formalize this statement in Lemma 2.4.

Note that in most situations, it is possible to use problems such as $k$-DISJ whose communication complexity is well understood, and therefore we get the equality in (1) essentially for free. The reduction in the first inequality is captured by Lemma 2.4, so for most proofs, the bulk of the actual work is in proving a so-called "distance lemma" - that Yes instances for the communication problem map to instances where the combined function has property $\mathcal{P}$, and that no instances will map to functions that are far from having $\mathcal{P}$. In most cases, as in Fact 3.4, these are simple to prove.

### 1.3 Organization

In Section 2, we introduce the communication complexity and property testing definitions, the Main Reduction Lemma (Lemma 2.4), and the communication complexity lower bounds that we use in the later sections.

The proofs of Theorems 1.1-1.3, as well as the formal definitions of the properties defined in those theorems, are presented in Section 3. The lower bound in Theorem 1.4 for testing monotonicity and the lower bound in Corollary 1.5 for testing submodularity are presented in Section 4. We complete the proof of Theorem 1.6 regarding the query complexity for testing functions computable by small decision trees or by small branching programs in Section 5. In the same section, we also complete the proof of Theorem 1.7. Finally, we present the lower bounds on the query complexity of one-sided testers for decision trees (Theorem 1.8) and for signed $k$-majority functions (Theorem 1.9) in Section 6.

## 2 From Communication Complexity to Property Testing

### 2.1 Property Testing Definitions

Recall that for a fixed range $R \subseteq \mathbb{R}$, a property of the functions $\{0,1\}^{n} \rightarrow R$ is a subset of those functions. The distance between two functions $f, g:\{0,1\}^{n} \rightarrow R$ is the fraction of inputs $x \in\{0,1\}^{n}$ for which $f(x) \neq g(x)$. The distance between $f$ and a property $\mathcal{P}$ is the minimum distance between $f$ and any function $g$ in $\mathcal{P}$. When the distance from $f$ to $\mathcal{P}$ is at least $\epsilon$, we say that $f$ is $\epsilon$-far from $\mathcal{P}$.

Definition 2.1 (Tester). An $(\epsilon, q)$-tester for the property $\mathcal{P}$ of functions $\{0,1\}^{n} \rightarrow R$ is a randomized algorithm that queries a function $f:\{0,1\}^{n} \rightarrow R$ on at most $q$ inputs from $\{0,1\}^{n}$ and

1. Accepts with probability at least $\frac{2}{3}$ when $f$ is in $\mathcal{P}$; and
2. Rejects with probability at least $\frac{2}{3}$ when $f$ is $\epsilon$-far from $\mathcal{P}$.

A tester is said to be non-adaptive if it selects its $q$ queries before observing the value of $f$ on any of those queries; otherwise it is adaptive. A tester that always accepts functions in $\mathcal{P}$ has one-sided error; a tester that accepts functions in $\mathcal{P}$ with probability $p$ for some $\frac{2}{3} \leq p<1$ has two-sided error.

For any $0<\epsilon<1$, the query complexity of the property $\mathcal{P}$ at distance $\epsilon$, denoted $Q_{\epsilon}(\mathcal{P})$, is the minimum value of $q$ for which $\mathcal{P}$ has an $(\epsilon, q)$-tester. Similarly, $Q_{\epsilon}^{1}(\mathcal{P})$ and $Q_{\epsilon}^{\text {na }}(\mathcal{P})$ denote the minimum number of queries required to $\epsilon$-test $\mathcal{P}$ with one-sided error and non-adaptive testers, respectively. Throughout this work, we will assume that $\epsilon$ is a small fixed constant-say, $\epsilon=0.01$ for concreteness-and for simplicity we state all query complexity bounds only in terms of the other parameters and will omit $\epsilon$ from the notation.

### 2.2 Communication Complexity Definitions

In this subsection, we review the basic communication complexity setup and highlight some of the terms and concepts particularly relevant to this article. For more details, we refer the interested reader to the standard textbook by Kushilevitz and Nisan (1997).

In a typical communication game, there are two parties-Alice, who receives an input $x$, and Bob, who receives some input $y$. Alice and Bob wish to jointly compute some function $f(x, y)$ of their inputs. Neither player sees all the information needed to compute $f$, so they must communicate together to solve the problem. Communication complexity is the study of how much communication is necessary to compute $f$, for various functions $f$.

A protocol is a distributed algorithm that Alice and Bob use to compute $f(x, y)$; in particular, it specifies what messages Alice and Bob send to each other. In a deterministic protocol, Alice's messages are a function only of her input $x$ and the previous communication in the protocol. Similarly, Bob's messages are a function of $y$ and the previous communication. The cost of a protocol is the maximum (over all inputs) number of bits sent by Alice and Bob. The deterministic communication complexity of $f$, denoted $D(f)$, is the minimum cost of a deterministic protocol computing $f$.

In a randomized protocol, Alice and Bob have shared access to a (public coin) random string $r \in\{0,1\}^{*}$. We say that $P$ is a $\delta$-error protocol for $f$ if for any input pair $x, y, P$ computes $f(x, y)$ with probability at least $1-\delta$, where the probability is taken over the random string $r$. We use $R_{\delta}(f)$ to denote the minimum cost of a $\delta$-error protocol for $f$ and define $R(f):=R_{1 / 3}(f)$. When $f$ is a binary function, we say that a
protocol computes $f$ with one-sided error if there exists $z \in\{0,1\}$ such that $P$ computes $f$ with certainty whenever $f(x, y) \neq z$, and with probability at least $1-\delta$ when $f(x, y)=z$. When considering randomized protocols with one-sided error, it is important to note which "side" the error guarantee is on. We use $R_{\delta}^{z}(f)$ to denote the minimum cost of a randomized protocol for $f$ that correctly computes $f$ whenever $f(x, y) \neq z$ and computes $f$ with probability at least $1-\delta$ whenever $f(x, y)=z$. We define $R^{z}(f):=R_{1 / 3}^{z}(f)$.

A protocol is one-way if the communication consists of a single message from Alice to Bob, who then outputs an answer. We use $R_{\delta}(f)$ to denote the minimum communication cost of a randomized, $\delta$-error, one-way protocol for $f$. Finally, we use $R_{\delta}^{\rightarrow, z}(f)$ to denote the minimum communication cost of randomized one-way protocols for $f$ with with one-sided error $\delta$, and we define $R^{\rightarrow, z}(f):=R_{1 / 3}^{\rightarrow, z}(f)$.

### 2.3 The Main Reduction

Below we define a class of property testing communication games and show how communication lower bounds for these games yield query complexity lower bounds for property testers. Our communication games are based on what we call combining operators.

Definition 2.2 (Combining operator). A combining operator is an operator $\psi$ that takes as input two functions $f, g:\{0,1\}^{n} \rightarrow Z$ and returns a function $h:\{0,1\}^{n} \rightarrow R$.

We refer to the inputs $f$ and $g$ as the base functions of $\psi$. By convention, we use $h$ to refer to the output of $\psi$. Given a combining operator $\psi$ and a property $\mathcal{P}$, we define $\mathrm{C}_{\psi}^{\mathcal{P}}$ to be the following property testing communication game. Alice receives $f$. Bob receives a function $g$. They need to compute

$$
\mathrm{C}_{\psi}^{\mathcal{P}}(f, g):= \begin{cases}1 & \text { if } \psi(f, g) \in \mathcal{P} \\ 0 & \text { if } \psi(f, g) \text { is } \epsilon \text {-far from } \mathcal{P}\end{cases}
$$

We prove all of our testing lower bounds by reducing from an associated communication game $\mathrm{C}_{\psi}^{\mathcal{P}}$. As mentioned in Section 1.2, this reduction is simple-Alice and Bob solve $\mathrm{C}_{\psi}^{\mathcal{P}}$ by emulating a $\mathcal{P}$-testing algorithm on $h:=\psi(f, g)$. Note that neither Alice nor Bob have enough information to evaluate a query $h(x)$, because $h$ depends on both $f$ and $g$. Instead, they must communicate to jointly compute $h(x)$. For this reduction to give a strong query complexity lower bound for the property testing problem, it is essential that the joint computation of $h(x)$ occurs in a communication-efficient manner.

The following definition gives a sufficient condition on combining operators that yield strong reductions to testing problems.

Definition 2.3 (Simple combining operator). A combining operator $\psi$ is simple if for all $f, g$, and for all $x$, the query $h(x)$ can be computed given only $x$ and the queries $f(x)$ and $g(x)$.

For example, when the base functions are boolean, the combining operator defined by $\psi(f, g):=f \oplus g$ is clearly simple - each $h(x)=f(x) \oplus g(x)$ can trivially be computed from $f(x)$ and $g(x)$. On the other hand, the combining operator $\psi$ that returns the function defined by $h(x):=\bigoplus_{y \in T}[f(y) \cdot g(y)]$ is not simple when $T$ is a large set of strings (say a Hamming ball centered at $x$ ), since computing $h(x)$ requires knowledge of $f(y)$ and $g(y)$ for several $y$.

All of the property testing communication games we use in this paper are based on simple combining operators and give us a tight connection between property testing and communication complexity via the following lemma.

Lemma 2.4 (Main Reduction Lemma). Fix $Z$ to be a finite set. For any simple combining operator $\psi$ with base functions $f, g:\{0,1\}^{n} \rightarrow Z$ and any property $\mathcal{P}$, we have
(i) $R\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq 2 Q(\mathcal{P}) \cdot\lceil\log |Z|\rceil$,
(ii) $R^{0}\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq 2 Q^{1}(\mathcal{P}) \cdot\lceil\log |Z|\rceil$,
(iii) $R^{\rightarrow}\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq Q^{\mathrm{na}}(\mathcal{P}) \cdot\lceil\log |Z|\rceil$, and
(iv) $R^{\rightarrow, 0}\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq Q^{\text {na, } 1}(\mathcal{P}) \cdot\lceil\log |Z|\rceil$.

Proof. We begin by proving (iii). Let $\mathcal{A}$ be a $q$-query non-adaptive tester for $\mathcal{P}$. We create a one-way protocol $P$ for $\mathrm{C}_{\psi}^{\mathcal{P}}$ in the following manner. Alice and Bob use public randomness to generate queries $x^{(1)}, \ldots, x^{(q)}$. Then, Alice computes $f\left(x^{(1)}\right), \ldots, f\left(x^{(q)}\right)$ and sends them to Bob in a single $(q \cdot\lceil\log |Z|\rceil)$-bit message. For each $i$, Bob computes $g\left(x^{(i)}\right)$ and combines it with $f\left(x^{(i)}\right)$ to compute $h\left(x^{(i)}\right)$. Finally, Bob emulates $\mathcal{A}$ using the responses $h\left(x^{(1)}\right), \ldots, h\left(x^{(q)}\right)$ and outputs 1 if and only if $\mathcal{A}$ accepts $h$.

If $\mathcal{A}$ has two-sided error, then by the correctness of $\mathcal{A}, P$ computes $\mathrm{C}_{\psi}^{\mathcal{P}}$ with probability at least $2 / 3$. Hence, $R^{\rightarrow}\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq q \cdot\lceil\log |Z|\rceil$. In particular, if $\mathcal{A}$ is an optimal non-adaptive tester with two-sided error, then $q=Q^{\text {na }}(\mathcal{P})$, and part (iii) of the lemma is proved.

If $\mathcal{A}$ has one-sided error, then whenever $h \in \mathcal{P}$, the protocol $P$ correctly outputs 1 , and when $h$ is $\epsilon$-far from $\mathcal{P}$, the protocol correctly outputs 0 with probability at least $2 / 3$. Therefore, $R^{\rightarrow, 0}\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq q \cdot\lceil\log |Z|\rceil$. In particular, when $\mathcal{A}$ is an optimal non-adaptive tester with one-sided error, $R^{\rightarrow, 0}\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq Q^{1}(\mathcal{P}) \cdot\lceil\log |Z|\rceil$.

Now, suppose $\mathcal{A}$ is a $q$-query adaptive tester for $\mathcal{P}$. Again, Alice and Bob use public randomness to generate queries $x^{(1)}, \ldots, x^{(q)}$. However, since $\mathcal{A}$ is adaptive, the distribution of the $i$ th query $x^{(i)}$ depends on $h\left(x^{(j)}\right)$ for all $j<i$. Instead of generating all queries in advance, Alice and Bob generate queries one at a time. Each time a query $x^{(i)}$ is generated, Alice and Bob exchange $f\left(x^{(i)}\right)$ and $g\left(x^{(i)}\right)$. Since $\psi$ is a simple combining operator, this is enough information for Alice and Bob to individually compute $h\left(x^{(i)}\right)$, which in turn gives them enough information to generate the next query with the appropriate distribution. When $h\left(x^{(1)}\right), \ldots, h\left(x^{(q)}\right)$ have all been computed, Bob outputs 1 if and only if $\mathcal{A}$ accepts $h$. This protocol costs $2 q \cdot\lceil\log |Z|\rceil$ bits of communication, and if $\mathcal{A}$ is an optimal adaptive tester, then $R\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq 2 Q(\mathcal{P}) \cdot\lceil\log |Z|\rceil$. Similarly, if $\mathcal{A}$ is an optimal adaptive tester with one-sided error, then $R^{0}\left(\mathrm{C}_{\psi}^{\mathcal{P}}\right) \leq 2 Q^{1}(\mathcal{P}) \cdot\lceil\log |Z|\rceil$.

### 2.4 Communication Complexity Problems

We achieve all of our testing lower bounds via Lemma 2.4. To prove lower bounds for $\mathrm{C}_{\psi}^{\mathcal{P}}$, we reduce from one of several standard communication complexity problems. However, we often require special flavors of these problems - either we need protocols with one-sided error, or we require the input to be restricted in some balanced way. We describe the variants that we will need for our reductions in this section.

Let $n \in \mathbb{N}, t:=t(n)$, and $x, y \in\{0,1\}^{n}$. We use $\circ$ to denote string concatenation and $0^{k}\left(1^{k}\right)$ to denote the string of $k$ consecutive zeros (ones). Let $x \oplus y$ denote the bitwise exclusive-or of $x$ and $y$. We use $1-x$ to denote the bitwise complement of $x$. The Hamming weight of a string $x$, denoted $|x|$, is the number of $i$ such that $x_{i}=1$. The Hamming distance between strings $x$ and $y$, denoted $\Delta(x, y)$, is the number of coordinates $i$ such that $x_{i} \neq y_{i}$. Note that $\Delta(x, y)=|x \oplus y|$.

We are interested in the following functions:

Set-Disjointness. Alice and Bob are given $n$-bit strings $x$ and $y$ respectively and wish to compute

$$
\operatorname{DISJ}_{n}(x, y):=\bigvee_{i=1}^{n} x_{i} \wedge y_{i}
$$

Equivalently, Alice and Bob's inputs can be viewed as sets $A, B \subseteq[n]$. In this case, $\operatorname{DISJ}(A, B)=1$ if and only if their sets intersect.

When $n$ is clear from context, we drop the subscript. A celebrated result of Kalyanasundaram and Schnitger (1992), later simplified by Razborov (1990) and Bar-Yossef et al. (2002), showed that $R\left(\right.$ DISJ $\left._{n}\right)=$ $\Omega(n)$, even under the promise that $A$ and $B$ intersect in at most one element.

Theorem 2.5 (Kalyanasundaram and Schnitger 1992).

$$
R\left(\operatorname{DISJ}_{n}\right)=\Omega(n)
$$

We use a balanced version of disjointness called $k$-BAL-DISJ. In this version, Alice receives a set $A \subseteq[n]$ of size $|A|=\lfloor k / 2\rfloor+1$, Bob receives a set $B \subseteq[n]$ of size $\lceil k / 2\rceil+1$, and there is a promise that $|A \cap B| \leq 1$.

Lemma 2.6. For all $0 \leq k \leq n-2$, we have $R(k$-BAL-DISJ $)=\Omega(\min \{k, n-k\})$.
Proof. If $n-k=O(1)$, there is nothing to prove. Otherwise, let $m:=\min \{\lfloor k / 2\rfloor+1, n-k-2\}$. We reduce from DISJ $_{m}$. Partition the elements of $[n] \backslash[m]$ into sets $I:=\{m+1, \ldots, m+1+\lfloor k / 2\rfloor\}$ and $J:=\{m+2+\lfloor k / 2\rfloor, \ldots, n\}$. Note that $|I|=\lfloor k / 2\rfloor+1$. Furthermore, we have $|J| \geq\lceil k / 2\rceil+1$, since

$$
\begin{aligned}
|J| & =n-(m+2+\lfloor k / 2\rfloor)+1 \\
& =n-1-m-\lfloor k / 2\rfloor \\
& =n-1-m+\lceil k / 2\rceil-k \\
& =\lceil k / 2\rceil+1+n-2-m-k \\
& \geq\lceil k / 2\rceil+1
\end{aligned}
$$

where the penultimate equality holds because $k=\lfloor k / 2\rfloor+\lceil k / 2\rceil$, and the inequality comes from the fact that $m \leq n-k-2$.

Let $A^{\prime}$ and $B^{\prime}$ be the sets received by Alice and Bob respectively as inputs to DISJ $m_{m}$. Alice pads her input with elements from $I$ until she gets a set of size $\lfloor k / 2\rfloor+1$. Bob similarly pads his input with elements from $J$. Let $a:=\lfloor k / 2\rfloor+1-\left|A^{\prime}\right|$ and $b:=\lceil k / 2\rceil+1-\left|B^{\prime}\right|$. Specifically, Alice sets $A=A^{\prime} \cup\{m+1, \ldots, m+a\}$ and Bob sets $B=B^{\prime} \cup\{n, n-1, \ldots, n-b+1\}$.

Note that $|A|=\lfloor k / 2\rfloor+1,|B|=\lceil k / 2\rceil+1$, and $A \cap B=A^{\prime} \cap B^{\prime}$. Therefore, a solution to $k$ - $\operatorname{BAL}-\operatorname{disJ}(A, B)$ gives a solution to $\operatorname{DisJ}_{m}\left(A^{\prime}, B^{\prime}\right)$, hence

$$
R(k-\mathrm{BAL}-\mathrm{DISJ}) \geq R\left(\operatorname{DISJ}_{m}\right)=\Omega(m)=\Omega(\min \{k, n-k\})
$$

Gap-Equality. Alice and Bob are given $n$-bit strings $x$ and $y$ respectively and wish to compute

$$
\operatorname{GEQ}_{n, t}(x, y):= \begin{cases}1 & \text { if } x=y \\ 0 & \text { if } \Delta(x, y)=t \\ * & \text { otherwise }\end{cases}
$$

We drop the subscripts when $n$ is clear from context and $t=n / 8$. When $\operatorname{GEQ}(x, y)=*$, we allow the protocol to output 0 or 1 . We are interested in $R^{z}(\mathrm{GEQ})$; recall that $R^{z}$ (GEQ) is the minimum communication cost of a protocol for GEQ that only makes mistakes when $\operatorname{GEQ}(x, y)=z$. The standard public-coin EQUALITY protocol gives $R^{0}(\operatorname{GEQ})=O(1)$. For protocols that only err when $\operatorname{GEQ}(x, y)=1$, the complexity is drastically different.

Buhrman et al. (1998) proved an $\Omega(n)$ lower bound on the deterministic communication complexity of $\operatorname{GEQ}_{n, n / 2}$; their result extends to other gap sizes and to randomized protocols with one-sided error.

Lemma 2.7 (Buhrman et al. 1998). For all even $t=\Theta(n)$, we have $R^{1}\left(\operatorname{GEQ}_{n, t}\right)=\Omega(n) .{ }^{4}$
Gap-Hamming-Distance. Alice and Bob are given $n$-bit strings $x$ and $y$ respectively and wish to compute

$$
\operatorname{GHD}_{n, t}(x, y):= \begin{cases}1 & \text { if } \Delta(x, y) \geq n / 2+t \\ 0 & \text { if } \Delta(x, y) \leq n / 2-t \\ * & \text { otherwise }\end{cases}
$$

As in the definition of SET-DISJOINTNESS, it will occasionally be useful to view inputs to GHD as sets $A, B \subseteq[n]$ and to express GHD in terms of the size of the symmetric difference $|A \Delta B|$ rather than Hamming distance $\Delta(x, y)$. The standard gap size for GHD is $t=\sqrt{n}$. In this case, we drop the subscripts and use just GHD. A tight lower bound of $R(\operatorname{GHD})=\Omega(n)$ is known, due to Chakrabarti and Regev (2011).

[^2]Theorem 2.8 (Chakrabarti and Regev 2011). $R(\mathrm{GHD})=\Omega(n)$.
For larger gap sizes, a padding argument ${ }^{5}$ implicit in Brody et al. (2010), together with the aforementioned $\Omega(n)$ bound for GHD, shows that $R\left(\mathrm{GHD}_{n, t}\right)=\Omega\left((n / t)^{2}\right)$ for all $t=\Omega(\sqrt{n})$.

When we require one-sided error, the situation changes.
Lemma 2.9. For all $z \in\{0,1\}$ and all constant $0<\delta<1 / 2, R^{z}\left(\operatorname{GHD}_{n, \delta n}\right)=\Omega(n)$.
Proof. First, we prove a lower bound for $R^{0}\left(\operatorname{GHD}_{n, \delta n}\right)$. Let $d$ be the least integer greater than or equal to $\delta n$, and let $m:=n / 2+d$. We reduce from $\mathrm{GEQ}_{m, 2 d}$. Specifically, let $P$ be a protocol for $\mathrm{GHD}_{n, \delta n}$ that only makes errors when $\operatorname{GHD}_{n, \delta n}(x, y)=0$. We use it to construct a protocol $Q$ for $\mathrm{GEQ}_{m, 2 d}$ that makes mistakes only when $x=y$. Given inputs $x, y \in\{0,1\}^{m}$, Alice constructs $\hat{x}:=x \circ 0^{n-m}$, and Bob builds $\hat{y}:=y \circ 1^{n-m}$. Then, they run protocol $P$ and output $Q(x, y):=1-P(\hat{x}, \hat{y})$. Note that if $x=y$, then $\Delta(\hat{x}, \hat{y})=n / 2-d \leq n / 2-\delta n$, hence $\operatorname{GHD}(\hat{x}, \hat{y})=0$. Similarly, when $\Delta(x, y)=2 d$, we have $\Delta(\hat{x}, \hat{y})=n / 2+d \geq n / 2+\delta n$, and $\operatorname{GHD}(\hat{x}, \hat{y})=1$. In either case, the new protocol correctly outputs $\operatorname{GEQ}_{m, 2 d}(x, y)$ whenever $P$ correctly computes $\operatorname{GHD}_{n, \delta n}(\hat{x}, \hat{y})$. Since $P$ only makes mistakes when $\operatorname{GHD}_{n, \delta n}(\hat{x}, \hat{y})=0$, it follows that $Q$ only makes mistakes when $\operatorname{GEQ}_{m, 2 d}(x, y)=1$. Therefore, $R^{0}\left(\operatorname{GHD}_{n, \delta n}\right) \geq$ $R^{1}\left(\mathrm{GEQ}_{m, 2 d}\right)=\Omega(m)=\Omega(n)$.

Next, we prove a lower bound for $R^{1}\left(\operatorname{GHD}_{n, \delta n}\right)$. Observe that $\operatorname{GHD}_{n, \delta n}(x, y)=1-\operatorname{GHD}_{n, \delta n}(x, 1-y)$. Therefore, Alice and Bob can build a protocol for $\mathrm{GHD}_{n, \delta n}$ which errs only when $\operatorname{GHD}_{n, \delta n}(x, y)=0$ from one which errs only when $\operatorname{GHD}_{n, \delta n}(x, y)=1$ by computing $\operatorname{GHD}_{n, \delta n}(x, 1-y)$ and inverting the output. It follows that $R^{1}\left(\operatorname{GHD}_{n, \delta n}\right) \geq R^{0}\left(\operatorname{GHD}_{n, \delta n}\right)=\Omega(n)$.

In this way, we get a lower bound for $R^{z}\left(\operatorname{GHD}_{n, \delta n}\right)$ by embedding an instance of GEQ into either side of the GHD problem.

We also consider an extended version of GHD. In EGHD ${ }_{n, k, t}$, Alice and Bob's inputs $x, y$ are $n$-bit strings, with the promise that $|x|=|y|=k$, and they wish to distinguish $\Delta(x, y) \geq k+t$ from $\Delta(x, y) \leq k-t$.
Lemma 2.10. For all $k, t \leq n / 2$, we have

$$
R\left(\mathrm{EGHD}_{n, k, t}\right)=\Omega\left(\min \left\{(k / t)^{2}, k\right\}\right)
$$

In particular, we show that $\mathrm{GHD}_{n, t}$ remains hard even under the promise that $|x|=|y|=n / 2$.
Proof. First, we prove the lemma for the case $k=n / 2$ by reduction from $\mathrm{GHD}_{n / 2, t / 2}$. Let $P$ be a protocol for $\operatorname{EGHD}_{n, n / 2, t}$. Given inputs $\hat{x}, \hat{y} \in\{0,1\}^{n / 2}$ to $\operatorname{GHD}_{n / 2, t / 2}$, Alice and Bob create $n$-bit strings $x, y$ by mapping each bit $0 \rightarrow 01$ and each bit $1 \rightarrow 10 .{ }^{6}$ Then, they run protocol $P$ on input $(x, y)$ and output the result. Note that $|x|=|y|=n / 2$. Furthermore, $\Delta(x, y)=2 \Delta(\hat{x}, \hat{y})$. Therefore, if $\Delta(\hat{x}, \hat{y}) \geq n / 4+t / 2$ then $\Delta(x, y) \geq n / 2+t$, and similarly if $\Delta(\hat{x}, \hat{y}) \leq n / 4-t / 2$ then $\Delta(x, y) \leq n / 2-t$. It follows that a correct answer for $\mathrm{EGHD}_{n . n / 2, t}$ gives a correct answer to $\mathrm{GHD}_{n / 2, t / 2}$, hence

$$
\begin{aligned}
R\left(\operatorname{EGHD}_{n, n / 2, t}\right) & \geq R\left(\operatorname{GHD}_{n / 2, t / 2}\right) \\
& =\Omega\left(\min \left\{(n / t)^{2}, n\right\}\right) \\
& =\Omega\left(\min \left\{(k / t)^{2}, k\right\}\right)
\end{aligned}
$$

Proving the general case follows from a simple padding argument. Specifically, we reduce $\mathrm{EGHD}_{2 k, k, t}$ to $\operatorname{EGHD}_{n, k, t}$. Given $2 k$-bit strings $\hat{x}$ and $\hat{y}$, Alice and Bob construct $n$-bit strings $x$ and $y$ by setting $x:=\hat{x} \circ 0^{n-2 k}$ and $y:=\hat{y} \circ 0^{n-2 k}$. It is easy to see that $|x|=|y|=k$ and that $\Delta(x, y)=\Delta(\hat{x}, \hat{y})$. Therefore, an answer to $\operatorname{EGHD}_{n, k, t}(x, y)$ gives an answer to $\operatorname{EGHD}_{2 k, k, t}(\hat{x}, \hat{y})$, hence

$$
R\left(\operatorname{EGHD}_{n, k, t}\right) \geq R\left(\operatorname{EGHD}_{2 k, k, t}\right)=\Omega\left(\min \left\{(k / t)^{2}, k\right\}\right)
$$

[^3]
## 3 Testing $k$-Linearity and Related Properties

In this section we prove Theorem 1.1. Recall that a $k$-linear function is a function of the form $f(x)=\sum_{i \in S} x_{i}$ $(\bmod 2)$ for some set $S \subseteq[n]$ of size $|S|=k$. We use $k$-LINEAR to denote the property that a function is $k$-linear. The definitions of the other properties in the statement of Theorem 1.1 are as follows:

Definition 3.1 (Junta). The function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is a $k$-junta if there is a set $J \subseteq[n]$ of size $|J| \leq k$ such that for every $x, y \in\{0,1\}^{n}$ that satisfy $x_{i}=y_{i}$ for each $i \in J$, we have $f(x)=f(y)$. We use $k$-JUnta to denote the property that a function is a $k$-junta.

Definition 3.2 (Low Fourier degree). For convenience when discussing Fourier degree we will represent boolean functions using range $\{-1,1\}$ instead of $\{0,1\}$. It is well known that every boolean function $f:\{0,1\}^{n} \rightarrow\{-1,1\}$ has a unique representation of the form $f(x)=\sum_{S \subseteq[n]} \hat{f}(S) \chi_{S}(x)$, where $\chi_{S}=(-1)^{\sum_{i \in S} x_{i}}$ and $\hat{f}(S) \in \mathbb{R}$. The terms $\hat{f}(S)$ are the Fourier coefficients of $f$, and the Fourier degree of $f$ is the maximum value of $k \geq 0$ such that $\hat{f}(S) \neq 0$ for some set $S$ of size $|S|=k .{ }^{7}$ We use DEGREE- $k$ to denote the property that the Fourier degree of a function is at most $k$.

Definition 3.3 (Sparse polynomials). Every boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ also has a unique representation as a polynomial over $\mathrm{GF}(2)$. We say that $f$ is a $k$-sparse polynomial if its representation over GF(2) has at most $k$ terms. Let $k$-SPARSE denote the property that a function has a $k$-sparse $\mathrm{GF}(2)$ representation.

The following facts about $k$-linear functions will be used in the proof of Theorem 1.1:
Proposition 3.4. Fix $n>2$ and $1 \leq k \leq n-2$. If $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is $(k+2)$-linear, then $f$ is
(i) $\frac{1}{2}$-far from $k$-linear functions,
(ii) $\frac{1}{2}$-far from $k$-juntas,
(iii) $\frac{1}{2}$-far from functions of Fourier degree at most $k$, and
(iv) $\frac{1}{20}$-far from $k$-sparse polynomials.

Proof. We first prove part (iii). Parts (i) and (ii) will follow immediately from part (iii) and the observation that $k$-juntas and $k$-linear functions have Fourier degree at most $k$.

Let $f$ be a $(k+2)$-linear function over the variables of some set $T \subseteq[n]$ of size $|T|=k+2$, and let $g$ be any function of Fourier degree at most $k$. For convenience, we will represent $f$ and $g$ as functions from $\{0,1\}^{n}$ to $\{-1,1\}$. Since $f$ is a linear function over the variables in $T$, we know that $\hat{f}(T)=1$, and $\hat{f}(S)=0$ for all $S \neq T$. Moreover, since $g$ has Fourier degree $k$ and $|T|>k$, we know by definition that $\hat{g}(T)=0$. Thus by Parseval's theorem

$$
\underset{x}{\mathrm{E}}[f(x) g(x)]=\sum_{S \subseteq[n]} \hat{f}(S) \hat{g}(S)=0
$$

which implies $\operatorname{Pr}_{x}[f(x) \neq g(x)]=1 / 2$.
Finally, part (iv) is a special case of a more general theorem of Diakonikolas et al. (2007, Thm. 36). For convenience, we provide a self-contained proof as Lemma A. 1 in Section A.

Theorem 1.1 (Restated). Fix $1<k<n-1$. Then, at least $\Omega(\min \{k, n-k\})$ queries are required to test (i) $k$-linear functions, (ii) $k$-juntas, (iii) functions of Fourier degree at most $k$, and (iv) functions with $k$-sparse polynomial representation in $\mathrm{GF}(2)$.

Proof. We prove the lower bound for $k$-linear functions by reducing from the $k$-BAL-DISJ problem. Recall that $\mathrm{C}_{\oplus}^{k \text {-linear }}$ is the communication game where the inputs are the functions $f, g:\{0,1\}^{n} \rightarrow\{0,1\}$ and the players must test whether the function $h=f \oplus g$ is $k$-linear. Lemmas 2.4 and 2.6 imply that

[^4]$$
2 Q(k \text {-LINEAR }) \geq R\left(\mathrm{C}_{\oplus}^{k \text {-LINEAR }}\right)
$$
and
$$
R(k \text {-BAL-DISJ })=\Omega(\min \{k, n-k\})
$$

To complete the proof, we show that $R\left(\mathrm{C}_{\oplus}^{k-\operatorname{LINEAR}}\right) \geq R(k$-BAL-DISJ) with a reduction from $k$-BAL-DISJ to $\mathrm{C}_{\oplus}^{k \text {-linear }}$.

Let $A, B \subseteq[n]$ be the two sets of size $|A|=\left\lfloor\frac{k}{2}\right\rfloor+1$ and $|B|=\left\lceil\frac{k}{2}\right\rceil+1$ received by Alice and by Bob, respectively, as the input to an instance of $k$-BAL-DISJ. Alice and Bob can construct the functions Parity $_{A}$, Parity $_{B}:\{0,1\}^{n} \rightarrow\{0,1\}$. When $|A \cap B|=1$, the symmetric difference of the two sets has size $|A \triangle B|=|A|+|B|-2|A \cap B|=k$, and the function Parity $A_{A} \oplus$ Parity $_{B}=$ Parity $_{A \triangle B}$ is $k$-linear. Conversely, when $A$ and $B$ are disjoint, the function Parity ${ }_{A} \oplus$ Parity $_{B}$ is a $(k+2)$-parity function and, by Fact 3.4 , it is $\frac{1}{2}$-far from $k$-linear functions. So Alice and Bob can solve their instance of $k$-BAL-DISJ with a communication protocol for $\mathrm{C}_{\oplus}^{k \text {-LINEAR }}$. This implies that $R\left(\mathrm{C}_{\oplus}^{k \text {-Linear }}\right) \geq R(k$-BAL-DISJ $)$, as we wanted to show.

The same reduction from $k$-BAL-DISJ yields lower bounds for testing the other properties. Let $\mathrm{C}_{\oplus}^{k \text {-Junta }}$ denote the communication game where Alice and Bob receive boolean functions $f$ and $g$ as inputs and must decide if $h=f \oplus g$ is a $k$-junta. Similarly, define $\mathrm{C}_{\oplus}^{\text {DEGREE- } k}$ and $\mathrm{C}_{\oplus}^{k \text {-SPARSE }}$ to be the corresponding communication games where Alice and Bob must decide if $h$ has Fourier degree at most $k$ or can be represented by a $k$-sparse $\mathrm{GF}(2)$ polynomial. In the $k$-BAL-DISJ reduction above, Alice and Bob create a joint function Parity $_{A \triangle B}$ that is $(k+2)$-linear if $A$ and $B$ are disjoint, and $k$-linear if $A$ and $B$ intersect. By Fact 3.4, $(k+2)$-linear functions are $\frac{1}{2}$-far from $k$-juntas, $\frac{1}{2}$-far from functions with Fourier degree at most $k$, and $\frac{1}{20}$-far from $k$-sparse polynomials. Recalling that a $k$-linear function is a $k$-junta, has Fourier degree at most $k$, and can be represented by a $k$-sparse $\mathrm{GF}(2)$ polynomial, it follows that

$$
R(k \text {-BAL-DISJ }) \leq \min \left\{R\left(\mathrm{C}_{\oplus}^{k \text {-JUNTA }}\right), R\left(\mathrm{C}_{\oplus}^{\text {DEGREE- } k}\right), R\left(\mathrm{C}_{\oplus}^{k \text {-SPARSE }}\right)\right\}
$$

Together with Lemmas 2.4 and 2.6, we have

$$
\begin{aligned}
2 Q(k \text {-JUNTA }) \geq R\left(\mathrm{C}_{\oplus}^{k \text {-JUNTA }}\right) & =\Omega(\min \{k, n-k\}), \\
2 Q(\text { DEGREE- } k) \geq R\left(\mathrm{C}_{\oplus}^{\text {DEGREE- }}\right) & =\Omega(\min \{k, n-k\}), \text { and } \\
2 Q(k \text {-SPARSE }) \geq R\left(\mathrm{C}_{\oplus}^{k \text {-SPARSE }}\right) & =\Omega(\min \{k, n-k\}) .
\end{aligned}
$$

Testing linear functions with $0-1$ coefficients. With Oded Goldreich's kind permission, we present his proof of Theorem 1.2.

Theorem 1.2 (Restated). Testing the class of linear functions from $\mathrm{GF}(3)^{n}$ to $\mathrm{GF}(3)$ that have only 0-1 coefficients requires $\Theta(n)$ queries.

Proof. The upper bound in the theorem follows from the query complexity of learning subclasses of linear functions over GF $(3)^{n}$. See Goldreich (2010b) for the details.

For the lower bound, we establish a reduction from the SET-DISJOINTNESS problem. Let $\mathrm{C}_{+}^{\{0,1\}-\text { Lin }}$ be the communication game where Alice and Bob receive the functions $f, g: \mathrm{GF}(3)^{n} \rightarrow \mathrm{GF}(3)$, respectively, and must determine if the function $h=f+g$ (where the sum is taken pointwise over GF(3)) is linear and has only $\{0,1\}$-coefficients. By Lemma 2.4 and Theorem 2.5,

$$
4 Q(\{0,1\}-\mathrm{LIN}) \geq R\left(\mathrm{C}_{+}^{\{0,1\}-\mathrm{LIN}}\right) \quad \text { and } \quad R(\text { DISJ })=\Omega(n)
$$

To complete the proof, it suffices to show that $R\left(\mathrm{C}_{+}^{\{0,1\}-\text { Lin }}\right) \geq R$ (DISJ). We do so with a reduction from SET-DISJOINTNESS to the $\{0,1\}$-Lin testing communication game.

Let $a, b \in\{0,1\}^{n}$ be the strings received by Alice and Bob as input to the SET-DISJOINTNESS problem. Alice and Bob build the functions $f, g: \operatorname{GF}(3)^{n} \rightarrow \mathrm{GF}(3)$ defined by $f(x)=\sum_{i=1}^{n} a_{i} x_{i}$ and $g(x)=\sum_{i=1}^{n} b_{i} x_{i}$, respectively. The combined function $h=f+g$ is defined by $h(x)=\sum_{i=1}^{n}\left(a_{i}+b_{i}\right) x_{i}$. This function is clearly
linear. When $a$ and $b$ are disjoint, then every coefficient $a_{i}+b_{i}$ of $h$ takes value 0 or 1 . Conversely, when $a$ and $b$ are not disjoint, there is an index $i$ for which $a_{i}+b_{i}=2$. Then for any linear function $\ell$ with $\{0,1\}$-valued coefficients, the function $h-\ell$ is a non-zero linear function. The Schwartz-Zippel Lemma states that every non-zero linear function over $\mathrm{GF}(3)^{n}$ takes the value 0 on at most $\frac{1}{3}$ of the inputs from $\mathrm{GF}(3)^{n}$. Thus, $h$ is $\frac{2}{3}$-far from all the linear functions with only $\{0,1\}$-valued coefficients. Therefore, Alice and Bob can run a protocol for $\mathrm{C}_{+}^{\{0,1\}-\text { Lin }}$ to solve their instance of SET-DISJOINTNESS and $R\left(\mathrm{C}_{+}^{\{0,1\}-\text { Lin }}\right) \geq R$ (DISJ).

Testing computability by width-4 OBDDs. Again with the kind permission of Oded Goldreich, we present his proof of Theorem 1.3. We again remark that this result was obtained independently by Brody et al. (2011), who gave a similar proof.

The hard instances we use in this proof are those introduced by Goldreich (2010b). Let $\hat{n}:=\left\lfloor\frac{n-1}{4}\right\rfloor$. We develop base functions from the following primitive functions. Consider the following four-bit functions $\phi_{0}, \phi_{1}, \phi_{2}, \phi_{3}:\{0,1\}^{4} \rightarrow\{0,1\}:$

$$
\begin{aligned}
\phi_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & :=0, \\
\phi_{1}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & :=x_{1} x_{3}, \\
\phi_{2}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & :=x_{2} x_{4}, \\
\phi_{3}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & :=x_{1} x_{3} \oplus x_{2} x_{4} .
\end{aligned}
$$

Given $z=\left(z_{1}, \ldots, z_{\hat{n}}\right) \in\{0,1,2,3\}^{\hat{n}}$, define the function $h_{z}:\{0,1\}^{n} \rightarrow\{0,1\}$ by setting

$$
h_{z}\left(x_{1}, \ldots, x_{n}\right):=x_{1} \oplus \sum_{j=1}^{\hat{n}} \phi_{z_{j}}\left(x_{4 j-2}, x_{4 j-1}, x_{4 j}, x_{4 j+1}\right) .
$$

Lemma 3.5 (Goldreich 2010b, Thm. 4.2). Fix $z \in\{0,1,2,3\}^{\hat{n}}$. If every coordinate $j \in[\hat{n}]$ of $z$ satisfies $z_{j} \in\{0,1,2\}$ then $h_{z}$ can be computed by a width-4 OBDD. Otherwise, if there exists $j \in[\hat{n}]$ such that $z_{j}=3$ then $h_{z}$ is $\frac{1}{16}$-far from all functions computable by width-4 OBDDs.

Goldreich (2010b) uses Lemma 3.5 to show that testing computability by width- 4 OBDDs requires $\Omega(\sqrt{n})$ queries. We combine this construction with our technique and get an $\Omega(n)$ lower bound.
Theorem 1.3 (Restated). Testing the class of functions that are computable by width-4 OBDDs requires $\Theta(n)$ queries.

Proof. We reduce from $\operatorname{DISJ}_{\hat{n}}$. Given sets $A, B \subseteq[\hat{n}]$, Alice and Bob first build strings $a, b \in\{0,1,2,3\}^{\hat{n}}$ by setting

$$
a_{j}:=\left\{\begin{array}{ll}
1 & \text { if } j \in A \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad b_{j}:= \begin{cases}2 & \text { if } j \in B \\
0 & \text { otherwise }\end{cases}\right.
$$

Alice and Bob then define functions $f:=h_{a}$ and $g:=h_{b}$. We define the combining operator $\psi(f, g)$ to return the function $h_{z}$, where $z_{j}:=a_{j}+b_{j}$. By our choice of base functions, for every $x \in\{0,1\}^{n}$ we have $h_{z}(x)=h_{a}(x) \oplus h_{b}(x) \oplus x_{1}$, so $\psi$ is a simple combining operator. Also, our definitions of $a, b$, and $z$ imply that $z_{j}=3$ iff $j \in A \cap B$. By Lemma 3.5, this means that $h_{z}$ is computable by a width- 4 OBDD when $A$ and $B$ is disjoint and $h_{z}$ is $\frac{1}{16}$-far from all functions computable by width- 4 OBDDs when $A$ and $B$ intersect. Thus, $R\left(\mathrm{C}_{\psi}^{4-\mathrm{OBDD}}\right) \geq R\left(\operatorname{DISJ}_{\hat{n}}\right)$. This inequality, together with Lemma 2.4, Theorem 2.5, and the fact that $\hat{n}=\Theta(n)$, yields

$$
2 Q(4-\mathrm{OBDD}) \geq R\left(\mathrm{C}_{\psi}^{4-\mathrm{OBDD}}\right) \geq R\left(\operatorname{DISJ}_{\hat{n}}\right)=\Omega(n)
$$

## 4 Testing Monotonicity and Submodularity

Fix $R \subseteq \mathbb{R}$. Recall that the function $f:\{0,1\}^{n} \rightarrow R$ is monotone if for any two inputs $x, y \in\{0,1\}^{n}$ that satisfy $x_{1} \leq y_{1}, \ldots, x_{n} \leq y_{n}$, we have $f(x) \leq f(y)$. In this section, we prove the following lower bound on the query complexity for testing monotonicity.

Theorem 1.4 (Restated). Testing $f:\{0,1\}^{n} \rightarrow R$ for monotonicity requires $\Omega\left(\min \left\{n,|R|^{2}\right\}\right)$ queries.
Proof. We first consider the case where $R=\mathbb{R}$. We prove the lower bound for testing monotonicity in this case with a reduction from SET-DISJOINTNESS. Let $\psi$ be the combining operator that, given two functions $f, g:\{0,1\}^{n} \rightarrow\{-1,1\}$, returns the function $h:\{0,1\}^{n} \rightarrow \mathbb{Z}$ defined by $h(x):=2|x|+f(x)+g(x)$. Define $\mathrm{C}_{\psi}^{\text {mono }}$ be the communication game where Alice and Bob are given two functions $f, g:\{0,1\}^{n} \rightarrow\{-1,1\}$ and they must test whether $h$ is monotone. By Lemma 2.4 and Theorem 2.5,

$$
2 Q(\mathrm{MONO}) \geq R\left(\mathrm{C}_{\psi}^{\mathrm{MONO}}\right) \quad \text { and } \quad R(\mathrm{DISJ})=\Omega(n)
$$

We complete the proof by showing that $R\left(\mathrm{C}_{\psi}^{\text {MONO }}\right) \geq R$ (DISJ).
Let $A, B \subseteq[n]$ be the subsets received by Alice and Bob as the input to an instance of the SETdisjointness problem. Alice and Bob build functions $\chi_{A}, \chi_{B}:\{0,1\}^{n} \rightarrow\{-1,1\}$, respectively, by setting $\chi_{A}(x)=(-1)^{\sum_{i \in A} x_{i}}$ and $\chi_{B}(x)=(-1)^{\sum_{i \in B} x_{i}}$. Let $h:=\psi\left(\chi_{A}, \chi_{B}\right)$. Note that $h(x)=2|x|+\chi_{A}(x)+\chi_{B}(x)$. We claim that (a) when $A$ and $B$ are disjoint, $h$ is monotone, and (b) when $A$ and $B$ are not disjoint, $h$ is $\frac{1}{8}$-far from monotone. If this claim is true, then we have completed our lower bound since it implies that Alice and Bob can run a protocol for $\mathrm{C}_{\psi}^{\text {MONO }}$ to solve their instance of SET-DISJOINTNESS and, therefore, $R\left(\mathrm{C}_{\psi}^{\mathrm{MONO}}\right) \geq R($ DISJ $)$.

We now prove Claim (a). Fix $i \in[n]$. For $x \in\{0,1\}^{n}$, let $x^{0}, x^{1} \in\{0,1\}^{n}$ be the vectors obtained by fixing the $i$ th coordinate of $x$ to 0 and to 1 , respectively. Note that for any set $S \subseteq[n], \chi_{S}\left(x^{1}\right)=-\chi_{S}\left(x^{0}\right)$ if $i \in S$, and $\chi_{S}\left(x^{1}\right)=\chi_{S}\left(x^{0}\right)$ otherwise. So when $i \notin A$ and $i \notin B$,

$$
h\left(x^{1}\right)-h\left(x^{0}\right)=2\left|x^{1}\right|-2\left|x^{0}\right|=2>0,
$$

when $i \in A$ and $i \notin B$,

$$
h\left(x^{1}\right)-h\left(x^{0}\right)=2\left|x^{1}\right|-2\left|x^{0}\right|-2 \chi_{A}\left(x^{0}\right) \geq 0
$$

and when $i \notin A$ and $i \in B$,

$$
h\left(x^{1}\right)-h\left(x^{0}\right)=2\left|x^{1}\right|-2\left|x^{0}\right|-2 \chi_{B}\left(x^{0}\right) \geq 0 .
$$

Those three inequalities imply that when $i \notin A \cap B$, the function $h$ is monotone on each edge $\left(x^{0}, x^{1}\right)$ in the $i$ th direction. As a result, when $A$ and $B$ are disjoint the function $h$ is monotone.

Let us now prove Claim (b). Let $A \cap B \neq \emptyset$. When $i \in A \cap B$,

$$
h\left(x^{1}\right)-h\left(x^{0}\right)=2\left|x^{1}\right|-2\left|x^{0}\right|-2 \chi_{A}\left(x^{0}\right)-2 \chi_{B}\left(x^{0}\right) .
$$

This implies that for each $x$ that satisfy $\chi_{A}\left(x^{0}\right)=\chi_{B}\left(x^{0}\right)=1$, it holds that $h\left(x^{1}\right)<h\left(x^{0}\right)$. Partition $\{0,1\}^{n}$ into $2^{n-1}$ pairs that form the endpoints to all the edges in the $i$ th direction. We claim that at least $\frac{1}{4}$ of these pairs satisfy the condition $\chi_{A}\left(x^{0}\right)=\chi_{B}\left(x^{0}\right)=1$. To see this, note that when $A=\{i\}$, then $\chi_{A}\left(x^{0}\right)=1$ with certainty. On the other hand, if $j \in A$ for some $j \neq i$, then take any $x^{0}$, and let $\hat{x}^{0}$ be $x^{0}$ with the $j$ th bit flipped. Then, $\chi_{A}\left(x^{0}\right)=-\chi_{A}\left(\hat{x}^{0}\right)$. It follows that $\chi_{A}\left(x^{0}\right)=1$ with probability exactly $\frac{1}{2}$. A similar argument holds independently for $\chi_{B}\left(x^{0}\right)$. Therefore, at least $\frac{1}{4}$ of these pairs will satisfy the condition $\chi_{A}\left(x^{0}\right)=\chi_{B}\left(x^{0}\right)=1$, and for each of these pairs, either $h\left(x^{0}\right)$ or $h\left(x^{1}\right)$ must be modified to make $h$ monotone. Therefore, when $A$ and $B$ intersect, we need to modify at least $2^{n} / 8$ entries, just to correct the violated edges in the $i$ th direction. It follows that $h$ is at least $\frac{1}{8}$-far from monotone.

Suppose now that $|R| \geq 12 \sqrt{n}+5$. Without loss of generality assume $R \supseteq\{n-6 \sqrt{n}-2, \ldots, n+6 \sqrt{n}+2\} .{ }^{8}$ As before, we do a reduction from set-disjointness. Alice and Bob receive sets $A, B \subseteq[n]$, respectively,

[^5]and build the functions $\chi_{A}, \chi_{B}:\{0,1\}^{n} \rightarrow\{-1,1\}$. The modification to the construction is in the definition of the combining operator. We now define $\psi\left(\chi_{A}, \chi_{B}\right)$ to return the function $h^{\prime}$ defined by
\[

h^{\prime}(x):= $$
\begin{cases}h(x) & \text { if } \frac{n}{2}-3 \sqrt{n} \leq|x| \leq \frac{n}{2}+3 \sqrt{n}, \\ n-6 \sqrt{n}-2 & \text { if }|x|<\frac{n}{2}-3 \sqrt{n}, \\ n+6 \sqrt{n}+2 & \text { if }|x|>\frac{n}{2}+3 \sqrt{n} .\end{cases}
$$
\]

Note that when $\frac{n}{2}-3 \sqrt{n} \leq|x| \leq \frac{n}{2}+3 \sqrt{n}$, we have $n-6 \sqrt{n}-2 \leq h(x) \leq n+6 \sqrt{n}+2$. The definition of $h^{\prime}$ takes strings with low Hamming weight and "rounds $h(x)$ up" to $n-6 \sqrt{n}-2$. In the same way, it takes strings of high Hamming weight and "rounds $h(x)$ down" to $n+6 \sqrt{n}+2$. We claim that this preserves monotonicity when $h$ is monotone, while ensuring that when $h$ is far from monotone, our new function $h^{\prime}$ remains reasonably far from monotone.
Claim 4.1. If $A$ and $B$ are disjoint, then $h^{\prime}$ is monotone. If $A$ and $B$ intersect, then $h^{\prime}$ is $\frac{1}{16}$-far from monotone.

Proof. Suppose that $A \cap B=\emptyset$. We proceed in a manner similar to the general case. Fix any $i \in[n]$, and for $x \in\{0,1\}^{n}$, let $x^{0}$ and $x^{1}$ be the vectors obtained by setting the $i$ th bit to 0 and 1 respectively. If $A$ and $B$ are disjoint, then $h$ is monotone. When $\left|x^{0}\right|$ and $\left|x^{1}\right|$ both lie in the range $\left\{\frac{n}{2}-3 \sqrt{n}, \ldots, \frac{n}{2}+3 \sqrt{n}\right\}$, then $h^{\prime}\left(x^{1}\right)=h\left(x^{1}\right) \geq h\left(x^{0}\right)=h^{\prime}\left(x^{0}\right)$, so monotonicity is preserved. If $\left|x^{0}\right|$ and $\left|x^{1}\right|$ are either both less than $\frac{n}{2}-3 \sqrt{n}$ or both greater than $\frac{n}{2}+3 \sqrt{n}$, then monotonicity is trivially preserved, as $h^{\prime}$ is constant on each of these ranges. It remains to show that monotonicity is preserved when $\left|x^{0}\right|$ and $\left|x^{1}\right|$ lie in different ranges. But $h^{\prime}(x)=h(x) \in\{n-6 \sqrt{n}-2, \ldots, n+6 \sqrt{n}+2\}$ for all $x$ in this middle range. Therefore, $h^{\prime}(x) \leq h^{\prime}(y) \leq h^{\prime}(z)$ for all $x, y, z$ such that $|x|<\frac{n}{2}-3 \sqrt{n},\left||y|-\frac{n}{2}\right| \leq 3 \sqrt{n}$, and $|z|>\frac{n}{2}+3 \sqrt{n}$.

If $A \cap B \neq \emptyset$ then $h$ is $1 / 8$-far from monotone. We claim that $h^{\prime}$ is at most $1 / 16$-far from $h$. To see this, let $x \in\{0,1\}^{n}$ be a uniform random string. By the Chernoff Bound,

$$
\operatorname{Pr}\left[\left||x|-\frac{n}{2}\right|>3 \sqrt{n}\right]<0.03<1 / 16 .
$$

Furthermore, $h^{\prime}(x)=h(x)$ whenever $\frac{n}{2}-3 \sqrt{n} \leq|x| \leq \frac{n}{2}+3 \sqrt{n}$, hence $\operatorname{Pr}\left[h^{\prime}(x) \neq h(x)\right] \leq 1 / 16$.
Suppose for the sake of contradiction that $h^{\prime}$ is not $\frac{1}{16}$-far from monotone, and let $\tilde{h}$ denote the monotone function closest to $h^{\prime}$. By the triangle inequality and the fact that $h^{\prime}$ is at most $1 / 16$-far from $h$, we have

$$
\operatorname{Pr}[h(x) \neq \tilde{h}(x)] \leq \operatorname{Pr}\left[h(x) \neq h^{\prime}(x)\right]+\operatorname{Pr}\left[h^{\prime}(x) \neq \tilde{h}(x)\right]<1 / 8 .
$$

This violates the fact that $h$ is $1 / 8$-far from monotone.
It is possible to make the above argument much tighter, and get the corresponding linear query complexity lower bound for a smaller range of $|R|$, although $|R|$ remains $\Omega(\sqrt{n})$. We chose the above range size to maximize clarity.

Finally, suppose that $|R|=o(\sqrt{n})$. We prove the lower bound for testing monotonicity in this case via a reduction from the $|R| \geq 12 \sqrt{n}+5$ case. Let $\mathcal{A}$ be an optimal monotonicity testing algorithm for functions $f:\{0,1\}^{n} \rightarrow R$, and let $m$ be the greatest integer such that $|R| \geq 12 \sqrt{m}+5$. We will use $\mathcal{A}$ to construct a monotonicity testing algorithm $\mathcal{A}^{\prime}$ for functions $g:\{0,1\}^{m} \rightarrow R$. The construction of $\mathcal{A}^{\prime}$ depends on the following claim.
Claim 4.2. Given a function $g:\{0,1\}^{m} \rightarrow R$, there exists a function $h:\{0,1\}^{n} \rightarrow R$ with the following properties:

1. If $g$ is monotone, then $h$ is monotone.
2. If $g$ is $\epsilon$-far from monotone, then $h$ is $\epsilon$-far from monotone.
3. For all $x \in\{0,1\}^{n}$, the value of $h(x)$ can be determined with one query to $g$.

Proof. We construct $h:\{0,1\}^{n} \rightarrow R$ from $g$ by padding. Specifically, define $h(x, y):=g(x)$ for strings $x \in\{0,1\}^{m}$ and $y \in\{0,1\}^{n-m}$. This construction clearly satisfies the first and third conditions of the claim. For the second condition, we prove the contrapositive. Suppose that $h$ is not $\epsilon$-far from monotone. Let $\tilde{h}$ be the monotone function closest to $h$; thus, $\operatorname{Pr}_{x, y}[\tilde{h}(x, y) \neq h(x, y)]<\epsilon$. By an averaging argument, there exists $\tilde{y} \in\{0,1\}^{n-m}$ such that $\operatorname{Pr}_{x}[\tilde{h}(x, \tilde{y}) \neq h(x, \tilde{y})]<\epsilon$. Define $\tilde{g}:\{0,1\}^{m} \rightarrow R$ as $\tilde{g}(x):=\tilde{h}(x, \tilde{y})$. Then $\tilde{g}$ is monotone and $\operatorname{Pr}_{x}[\tilde{g}(x) \neq g(x)]=\operatorname{Pr}_{x}[\tilde{h}(x, \tilde{y}) \neq h(x, \tilde{y})]<\epsilon$, so $g$ is not $\epsilon$-far from monotone.

The construction of $\mathcal{A}^{\prime}$ is simple. Given input $g:\{0,1\}^{m} \rightarrow R$, let $h$ be the function guaranteed by Claim 4.2. $\mathcal{A}^{\prime}$ runs $\mathcal{A}$ on $h$ and accepts if and only if $\mathcal{A}$ accepts $h$. By Claim 4.2, if $g$ is monotone, then $h$ is monotone, and if $g$ is $\epsilon$-far from monotone, then $h$ is $\epsilon$-far from monotone. The correctness of $\mathcal{A}^{\prime}$ then follows from the correctness of $\mathcal{A}$. Furthermore, by Claim $4.2, \mathcal{A}^{\prime}$ uses one query per query of $\mathcal{A}$. However, testing $g:\{0,1\}^{m} \rightarrow R$ for monotonicity requires $\Omega(m)$ queries, because $g$ has range size $|R| \geq 12 \sqrt{m}+5$. Since $\mathcal{A}$ is an optimal monotonicity tester and uses the same number of queries as $\mathcal{A}^{\prime}$, it follows that testing $f:\{0,1\}^{n} \rightarrow R$ for monotonicity requires $\Omega(m)=\Omega\left(|R|^{2}\right)$ queries when $|R|=o(\sqrt{n})$.

Testing submodularity. The function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ is submodular if for every $x, y \in\{0,1\}^{n}, f(x \vee y)+$ $f(x \wedge y) \geq f(x)+f(y)$, where $(x \vee y)_{i}=\max \left\{x_{i}, y_{i}\right\}$ and $(x \wedge y)_{i}=\min \left\{x_{i}, y_{i}\right\}$. Testing submodularity was first studied by Parnas, Ron, and Rubinfeld (2003) for functions over rectangles. Seshadhri and Vondrák (2011) initiated the study of submodularity testing for functions over the boolean hypercube and, in particular, showed that testing submodularity is at least as difficult as testing monotonicity. Specifically, they established the following result.

Lemma 4.3 (Seshadhri and Vondrák (2011)). Given the function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$, there exists a function $g:\{0,1\}^{n+1} \rightarrow \mathbb{R}$ with the following properties:

1. If $f$ is monotone, then $g$ is submodular.
2. If $f$ is $\epsilon$-far from monotone, then $g$ is $\frac{\epsilon}{2}$-far from submodular.
3. For each $x \in\{0,1\}^{n+1}$, the value of $g(x)$ can be determined with 2 queries to $f$.

Combining the lemma with the lower bound of Fischer et al. (2002) on testing monotonicity yields a lower bound of $\Omega(\log n)$ queries for testing submodularity non-adaptively. This implies a weak lower bound of $\Omega(\log \log n)$ queries for general (i.e., adaptive) submodularity testers. Combining Lemma 4.3 with Theorem 1.4 instead, we get a stronger lower bound.

Corollary 1.5 (Restated). Testing $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ for submodularity requires $\Omega(n)$ queries.
Proof. Consider the task of testing whether $f:\{0,1\}^{n-1} \rightarrow \mathbb{R}$ is monotone. Let $g:\{0,1\}^{n} \rightarrow \mathbb{R}$ be the corresponding function whose existence is guaranteed by Lemma 4.3. We can test whether $f$ is monotone by simulating a submodularity tester $T$ on $g$. If $T$ makes $q$ queries, the resulting monotonicity tester makes a total of $2 q$ queries. By Theorem 1.4, all monotonicity testers must make at least $\Omega(n)$ queries, so our submodularity tester must also make $q=\Omega(n)$ queries.

## 5 Testing Concise Representations

We begin with formal definitions for decision trees and branching programs.
Definition 5.1 (Decision tree). A decision tree is a directed binary tree in which each internal node is labelled with some element from $[n]$, the two edges going out of an internal node are labelled with 0 and 1 , and each leaf node has a label from $\{0,1\}$. The decision tree $D$ computes the function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ if for every $x \in\{0,1\}^{n}$, the path defined in $D$ by querying the value of $x_{i}$ at each internal node labelled with $i$ and following the corresponding edge leads to a leaf node with value $f(x)$. The size of a decision tree is the total number of leaves it contains.

Definition 5.2 (Branching program). A branching program is a directed acyclic graph with two sink nodes labelled with 0 and 1, respectively, and where all other nodes have out-degree 2. Each non-sink node has a label from $[n]$ and the two edges leaving a node are labelled with 0 and 1 , respectively. The branching program $P$ computes the function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ if each $x \in\{0,1\}^{n}$ defines a path in the branching program that leads to the sink labelled with $f(x)$. The size of a branching program is the total number of nodes it contains.

The proof of Theorem 1.6 relies on the following two simple lemmas.
Lemma 5.3. Fix $s \geq 1$ and $0<\alpha<1$. Let $f:\{0,1\}^{n} \rightarrow\{0,1\}$ be an s-linear function. Then $f$ can be computed by a decision tree of size $2^{s}$ and is $\frac{1-\alpha}{2}$-far from all functions that are computable by decision trees of size at most $\alpha 2^{s}$.

Proof. To construct a decision tree of size $2^{s}$ that computes the function $f: x \mapsto x_{i_{1}} \oplus \cdots \oplus x_{i_{s}}$, create a complete tree of depth $s$ where each node at level $j$ of the tree queries $x_{i_{j}}$. This tree has $2^{s}$ leaves and, by setting the value of each leaf appropriately, computes the function $f$ exactly.

Consider now a decision tree $T$ of size at most $\alpha 2^{s}$, and let $g:\{0,1\}^{n} \rightarrow\{0,1\}$ be the function computed by this tree. We want to show that $\operatorname{Pr}[f(x) \neq g(x)] \geq \frac{1-\alpha}{2}$ when the probability is over the uniform distribution of $x \in\{0,1\}^{n}$. For each leaf $\ell$ of $T$, let depth $(\ell)$ denote the number of unique variables queried by the nodes in the path from the root of $T$ to $\ell$ and let $R_{\ell} \subseteq\{0,1\}^{n}$ represent the set of inputs $x \in\{0,1\}^{n}$ that define a path in $T$ that reaches $\ell$. (Note that the sets $R_{\ell}$ form a partition of $\{0,1\}^{n}$.) Define $B:=\bigcup_{\ell: \operatorname{depth}(\ell)<s} R_{\ell}$ to be the union of the sets $R_{\ell}$ for all the leaves in $T$ of depth strictly less than $s$. Then

$$
\begin{aligned}
\operatorname{Pr}[f(x) \neq g(x)] & \geq \operatorname{Pr}[f(x) \neq g(x) \cap x \in B] \\
& =\operatorname{Pr}[x \in B] \cdot \operatorname{Pr}[f(x) \neq g(x) \mid x \in B]
\end{aligned}
$$

For any leaf $\ell$ of $T$, the probability that an input $x$ chosen uniformly at random from $\{0,1\}^{n}$ reaches $\ell$ is $2^{-\operatorname{depth}(\ell)}$. By the union bound, the probability that $x$ reaches a leaf of depth at least $s$ in $T$ is at most $\alpha 2^{s} \cdot 2^{-s}=\alpha$, so $\operatorname{Pr}[x \in B] \geq 1-\alpha$.

Let $\ell$ be a leaf in $T$ of depth at most $s-1$. Then there is some index $i \in\left\{i_{1}, \ldots, i_{s}\right\}$ that is not queried in the path from the root of $T$ to $\ell$. We can partition $R_{\ell}$ into pairs $\left(x, x^{(i)}\right)$ where each pair is identical in all but the $i$-th coordinate. For each such pair, $f(x) \neq f\left(x^{(i)}\right)$ so no matter what label is attached to the leaf $\ell$, we have $\operatorname{Pr}\left[f(x) \neq g(x) \mid x \in R_{\ell}\right]=\frac{1}{2}$. This also implies that $\operatorname{Pr}[f(x) \neq g(x) \mid x \in B]=\frac{1}{2}$ and, therefore, $\operatorname{Pr}[f(x) \neq g(x)] \geq(1-\alpha) \cdot \frac{1}{2}=\frac{1-\alpha}{2}$, as we wanted to show.

Lemma 5.4. Let $\mathcal{P}$ be the class of all boolean functions computable by branching programs of size $2 s$. Then every s-linear function is in $\mathcal{P}$ while every $(s+2)$-linear function is $\frac{1}{6}$-far from $\mathcal{P}$.

Proof. Again, the first assertion is almost immediate: consider a branching program of width 2 that queries $x_{i_{1}}$ at the start node and queries $x_{i_{j}}$ on both nodes at level $1<j \leq s$. We can arrange the edges of this branching program so that the left (resp., right) node at level $j$ is reached when $x_{i_{1}} \oplus \cdots \oplus x_{i_{j-1}}$ equals 0 (resp., equals 1). This branching program has size $2 s-1$ and computes the $s$-linear function.

For the second assertion, let $P$ be a branching program of size $2 s$, and suppose it is close to some $(s+2)$ linear function $h$. Note that if one of the $s+2$ variables in $h$ does not appear in $P$, then $h$ and $P$ are $\frac{1}{2}$-far, since for every input there is a variable whose value we can flip to change the value of $h$ without changing the output of $P$.

Thus, we assume that every variable in $h$ appears in $P$. Moreover, since $P$ has only $2 s$ nodes, there must be at least two variables in $h$ that are queried only once in $P$. Let $x_{1}$ and $x_{2}$ denote two such variables, and let $u_{1}$ and $u_{2}$ denote the corresponding nodes in $P$. The graph of $P$ is directed and acyclic, so we can assume without loss of generality that no path reaches the node $u_{1}$ after reaching $u_{2}$.

Consider the paths in $P$ generated by strings $x, x^{(1)} \in\{0,1\}^{n}$, where $x$ is generated uniformly at random and $x^{(1)}$ is generated from $x$ by flipping $x_{1}$. Note that $x^{(1)}$ is also uniform. If the random path generated by $x$ reaches $u_{2}$ with probability less than $\frac{2}{3}$, then with probability at least $\frac{1}{3}$, flipping the value of $x_{2}$ changes the value of $h$ without changing the output of $P$; hence, $P$ is $\frac{1}{6}$-far from $h$. On the other hand, if this random
path reaches $u_{2}$ with probability at least $\frac{2}{3}$, then the path generated by $x^{(1)}$ also reaches $u_{2}$ with probability $\frac{2}{3}$. By the union bound, the probability that both $x$ and $x^{(1)}$ describe paths in $P$ reaching $u_{2}$ is at least $\frac{1}{3}$. But since $u_{1}$ cannot be reached after $u_{2}$, this means that both $x$ and $x^{(1)}$ describe paths to the same terminal in $P$ even though they have different values in $h$. Therefore, $P$ is $\frac{1}{6}$-far from $h$ in this case too.

We are now ready to complete the proof of Theorem 1.6.
Theorem 1.6 (Restated). At least $\Omega(\min \{s, n-s\})$ queries are required to test (i) size- $2^{s}$ decision trees and (ii) size-s branching programs.

Proof. The proof is nearly identical to that of Theorem 1.1. We prove the lower bound with a reduction from the balanced version of the SET-DISJOINTNESS problem. Let $\mathrm{C}_{\oplus}^{2^{s}-\mathrm{DT}}$ and $\mathrm{C}_{\oplus}^{s-\mathrm{BP}}$ be the communication games where Alice and Bob receive the functions $f, g:\{0,1\}^{n} \rightarrow\{0,1\}$ and must test whether the function $h=f \oplus g$ is computable by size- $2^{s}$ decision trees or by size- $s$ branching programs, respectively. By Lemmas 2.4 and 2.6,

$$
\begin{aligned}
2 Q\left(\text { size-2 } 2^{s} \text { D.T.'s }\right) & \geq R\left(\mathrm{C}_{\oplus}^{2^{s}-\mathrm{DT}}\right) \\
2 Q(\text { size- } s \text { B.P.'s }) & \geq R\left(\mathrm{C}_{\oplus}^{s-\mathrm{BP}}\right), \text { and } \\
R(s \text {-BAL-DISJ }) & =\Omega(\min \{s, n-s\})
\end{aligned}
$$

To complete the proof, it suffices to show that $R\left(s\right.$-BAL-DISJ) is a lower bound for $R\left(\mathrm{C}_{\oplus}^{2^{s}-\mathrm{DT}}\right)$ and $R\left(\mathrm{C}_{\oplus}^{s-\mathrm{BP}}\right)$.
Let $A, B \subseteq[n]$ be the two sets of size $|A|=\left\lfloor\frac{s}{2}\right\rfloor+1$ and $|B|=\left\lceil\frac{s}{2}\right\rceil+1$ received by Alice and by Bob, respectively, as the input to an instance of s-BAL-DISJ. Alice and Bob can construct the functions Parity $_{A}$, Parity $_{B}:\{0,1\}^{n} \rightarrow\{0,1\}$. When $|A \cap B|=1$, the function $h=$ Parity $_{A} \oplus$ Parity $_{B}=$ Parity $_{A \triangle B}$ is $s$-linear. Such a function can be computed by size- $2^{s}$ decision trees and by size- $s$ branching programs. When $A$ and $B$ are disjoint, the function $h$ is $(s+2)$-linear. By Lemmas 5.3 and 5.4 , when $h$ is $(s+2)$-linear, it is $\frac{3}{8}$-far from all functions computable by decision trees of size $2^{s}\left(=\frac{1}{4} 2^{s+2}\right)$ and it is $\frac{1}{6}$-far from all functions computable by branching programs of size $s$. So Alice and Bob can solve their instance of $s$-BAL-DISJ with a communication protocol for $\mathrm{C}_{\oplus}^{2^{s} \text {-DT }}$ or for $\mathrm{C}_{\oplus}^{s-\mathrm{BP}}$.

Testing juntas. Fischer et al. (2004) asked if it is easier to test $k$-juntas if we are only required to reject functions that are far from $(k+t)$-juntas for some $t>0$. The lower bound of Chockler and Gutfreund (2004) gives a lower bound of $\Omega(k / t)$ queries for this task. (See also (Diakonikolas et al., 2007, App. E).) This bound is not sufficiently strong to answer Fischer et al.'s question for any $t=\omega(1)$.

The following result shows that for any $t \leq O(\sqrt{k})$, the task of distinguishing $k$-juntas from functions that are far from $(k+t)$-juntas requires (asymptotically) as many queries as the standard $k$-junta testing problem.

Theorem 1.7 (Restated). Fix $k \leq \frac{n}{2}$ and $t>0$. Any algorithm that accepts $k$-juntas and rejects functions far from $(k+t-2)$-juntas with high probability must make $\Omega\left(\min \left\{\left(\frac{k}{t}\right)^{2}, k\right\}\right)$ queries.

Proof. We prove the theorem with a reduction from the extended Gap Hamming Distance problem. If $t=\Omega(k)$, there is nothing to prove. Otherwise, suppose $t=o(k)$, and let $\mathrm{C}_{\oplus}^{(k, t) \text {-JUNTA }}$ be the communication game where Alice and Bob receive the functions $f, g:\{0,1\}^{n} \rightarrow\{0,1\}$ and must distinguish between the case where $h=f \oplus g$ is a $k$-junta from the case where $h$ is far from ( $k+t-2$ )-juntas. By Lemmas 2.4 and 2.10 and the fact that $k+t / 2=\Theta(k)$, we have

$$
2 Q((k, t)-\mathrm{JUNTA}) \geq R\left(\mathrm{C}_{\oplus}^{(k, t) \text {-JUNTA }}\right)
$$

and

$$
R\left(\operatorname{EGHD}_{n, k+\frac{t}{2}, \frac{t}{2}}\right)=\Omega\left(\min \left\{\left(\frac{k}{t}\right)^{2}, k\right\}\right) .
$$

To complete the proof, we want to show that $R\left(\mathrm{C}_{\oplus}^{(k, t)-\mathrm{JUNTA}}\right) \geq R\left(\mathrm{EGHD}_{n, 2 k+t, \frac{t}{2}}\right)$.

Let $x$ and $y$ be the strings received by Alice and Bob, respectively, as input to an instance of the $\operatorname{EGHD}_{n, k+\frac{t}{2}, \frac{t}{2}}$ problem. Alice and Bob then construct the functions Parity ${ }_{A}$, Parity $_{B}:\{0,1\}^{n} \rightarrow\{0,1\}$, where $A:=\left\{i: x_{i}=1\right\}$ and $B:=\left\{i: y_{i}=1\right\}$. The function $h=$ Parity $_{A} \oplus$ Parity $_{B}=$ Parity $_{A \triangle B}$ is $|A \triangle B|$-linear. When $\Delta(x, y)=|A \triangle B| \leq k+t / 2-t / 2=k$, the function $h$ is a $k$-parity function. Conversely, when $\Delta(x, y) \geq k+t / 2+t / 2=k+t$, by Fact $3.4(\mathrm{ii})$, the function $h$ is $\frac{1}{2}$-far from all $(k+t-2)$-juntas. Therefore, Alice and Bob can run a protocol for the game $\mathrm{C}_{\oplus}^{(k, t) \text {-JUNTA }}$ to solve their instance of the Extended Gap Hamming Distance problem and, as we wanted to show, $R\left(\mathrm{C}_{\oplus}^{(k, t) \text {-JUNTA }}\right) \geq R\left(\mathrm{EGHD}_{n, k+\frac{t}{2}, \frac{t}{2}}\right)$.

Remark. The conference version of this paper (Blais et al., 2011) used a different argument to prove Theorems 1.6 and 1.7. During the review process, a flaw was found in that argument. For a retraction of the earlier version of Theorem 1.6 and a discussion of the error, see (Blais et al., 2012).

## 6 Testers with One-Sided Error

Testing decision trees. We saw in the last section that $\Omega(\log s)$ queries are required to test whether a function can be represented as a boolean decision tree with at most $s$ nodes. For testers with one-sided error, we get an exponentially larger bound.

Theorem 1.8 (Restated). At least $\Omega(s)$ queries are required to test size-s decision trees with one-sided error.
Proof. We first consider the case where $s=2^{n-1}$ for some $n \geq 5$. We prove this case with a reduction from the GAP-EQUALITY problem on $s$-bit strings. Let $\mathrm{C}_{\oplus}^{s-\mathrm{DT}}$ be the communication game where Alice and Bob receive the functions $f, g:\{0,1\}^{n} \rightarrow\{0,1\}$ and they must test whether the function $h=f \oplus g$ is computable by a decision tree of size $s$. By Lemmas 2.4 and 2.7,

$$
2 Q^{1}(s-\mathrm{DT}) \geq R^{1}\left(\mathrm{C}_{\oplus}^{s-\mathrm{DT}}\right) \quad \text { and } \quad R^{1}\left(\mathrm{GEQ}_{s, \frac{s}{8}}\right)=\Omega(s)
$$

We complete the proof by showing that $R^{1}\left(\mathrm{C}_{\oplus}^{s-\mathrm{DT}}\right) \geq R^{1}\left(\mathrm{GEQ}_{s, \frac{s}{8}}\right)$.
Let $a, b \in\{0,1\}^{s}$ be received by Alice and Bob as input to an instance of the GAP-EQUALITY problem. They must determine if $a=b$ or whether $\Delta(a, b)=\frac{s}{8}$. Alice and Bob can solve their instance of the GEQ problem with the following protocol. Let the set of vectors $x \in\{0,1\}^{n}$ with even parity Parity $(x)=$ $x_{1} \oplus \cdots \oplus x_{n}=0$ define an indexing of the bits of $a$. (I.e., fix a bijection between those strings and [s].) Alice and Bob build the functions $f, g:\{0,1\}^{n} \rightarrow\{0,1\}$ by setting

$$
f(x)= \begin{cases}a_{x} & \text { when } \operatorname{Parity}(x)=0 \\ 0 & \text { when } \operatorname{Parity}(x)=1\end{cases}
$$

and

$$
g(x)= \begin{cases}b_{x} & \text { when } \operatorname{Parity}(x)=0 \\ 1 & \text { when } \operatorname{Parity}(x)=1\end{cases}
$$

Alice and Bob then test whether $f \oplus g$ can be represented with a decision tree of size at most $\frac{15}{16} 2^{n}$; when it can, they answer $\Delta(a, b)=\frac{s}{8}$.

Let us verify the correctness of this protocol. For any $x \in\{0,1\}^{n}$ where $\operatorname{Parity}(x)=0$, we have that $(f \oplus g)(x)=a_{x} \oplus b_{x}$. Furthermore, for each $x$ where Parity $(x)=1$, we get $(f \oplus g)(x)=1$. So when $a=b$, then $f \oplus g$ is the Parity function. By Lemma 5.3, this function is $\frac{1}{32}$-far from every decision tree of size at most $\frac{15}{16} 2^{n}$. When $\Delta(a, b)=\frac{s}{8}$, consider the (complete) tree that computes $f \oplus g$ by querying $x_{i}$ in every node at level $i$. This tree has $2^{n}$ leaves, but for every input $x$ where $a_{x} \neq b_{x}$, we have that the corresponding leaf has the same value as its sibling. So for each such input, we can eliminate one leaf. Therefore, we can compute $f \oplus g$ with a decision tree of size at most $2^{n}-2^{n-1} / 8<\frac{15}{16} 2^{n}$.

Testing signed $k$-majorities. Our next bound is for testing whether a function $f:\{-1,1\}^{n} \rightarrow\{-1,1\}$ is a signed $k$-majority (for convenience, in this section we will switch notation and represent boolean values with $\pm 1$ notation). A signed majority is a majority function with some variables negated, i.e. it is a halfspace of the form $f(x)=\operatorname{sgn}(w \cdot x)$, where $w \in\{-1,1\}^{n}$. If $w \in\{-1,0,1\}^{n}$ and exactly $k$ of the $w_{i}$ 's are non-zero, we say it is a signed $k$-majority. (A signed majority function is thus also a signed $n$-majority function.)

Signed majorities were studied by Matulef et al. (2009), who referred to them as $\{-1,1\}$-weight halfspaces. In that work, they showed a non-adaptive lower bound of $\Omega(\log n)$ queries to test whether a function is a signed majority on all $n$ variables. Blais and O'Donnell (2010) studied the related problem of testing whether a function is a (non-signed) majority on exactly $k$ out of $n$ variables. When $k \leq \frac{3}{4} n$, they showed a lower bound of $\Omega\left(k^{1 / 12}\right)$ queries for non-adaptive algorithms with two-sided error.

We show that $\Omega(k / \log k)$ queries are required to test whether $f$ is a signed $k$-majority with one-sided error. The argument of Blais and O'Donnell (2010) can be adapted to show a non-adaptive, two-sided lower bound of $\Omega\left(k^{1 / 12}\right)$ queries for this problem as well. Our bound is incomparable; it is asymptotically stronger and applies to adaptive algorithms, but only ones with one-sided error. The proof of our result relies on the following lemma.

Lemma 6.1. For every $\alpha>0$, there exist $k_{0} \in \mathbb{N}$ and $\epsilon>0$ such that for every $k \geq k_{0}$ and $k^{\prime} \geq(1+\alpha) k$, all signed $k^{\prime}$-majorities are $\epsilon$-far from signed $k$-majorities.

We defer the proof of Lemma 6.1 to Appendix B. We are now ready to complete the proof of Theorem 1.9.
Theorem 1.9 (Restated). Fix any constant $\gamma \in(0,1)$. For any $k \leq \gamma n$, testing signed $k$-majorities with one-sided error requires at least $\Omega(k / \log k)$ queries.

Proof. We again use a reduction from the GAP-EQUALITY problem. Let $k^{\prime}=\frac{k}{1-\gamma}$. Let $\psi$ be a combining operator that takes functions $f, g:\{-1,1\}^{n} \rightarrow\left\{-k^{\prime},-k^{\prime}+1, \ldots, k^{\prime}\right\}$ and returns the function $h$ defined by $h(x):=\operatorname{sgn}\left(\frac{f(x)+g(x)}{2}\right)$. Define $\mathrm{C}_{\psi}^{k \text {-MAJ }}$ to be the communication game where Alice and Bob receive functions $f, g$ and must test if $h=\psi(f, g)$ is a signed $k$-majority function. By Lemmas 2.4 and 2.7,

$$
\log \left(2 k^{\prime}+1\right) \cdot Q^{1}(k-\mathrm{MAJ}) \geq R^{1}\left(\mathrm{C}_{\psi}^{k-\mathrm{MAJ}}\right)
$$

and

$$
R^{1}\left(\operatorname{GEQ}_{k^{\prime}, \gamma k^{\prime}}\right)=\Omega\left(k^{\prime}\right)
$$

We complete the proof by showing that $R^{1}\left(\mathrm{C}_{\psi}^{k-\mathrm{MAJ}}\right) \geq R^{1}\left(\mathrm{GEQ}_{k^{\prime}, \gamma k^{\prime}}\right)$. The theorem then follows by noting that $\Omega\left(\frac{k^{\prime}}{\log k^{\prime}}\right)=\Omega\left(\frac{k}{\log k}\right)$.

Let $a, b \in\{0,1\}^{k^{\prime}}$ be received by Alice and Bob, respectively, as the input to an instance of the $\mathrm{GEQ}_{k^{\prime}, \gamma k^{\prime}}$ problem. Alice and Bob generate the functions $f, g:\{-1,1\}^{n} \rightarrow\{-k,-k+1, \ldots, k\}$ by setting $f(x):=$ $\sum_{i=1}^{k^{\prime}}(-1)^{a_{i}} x_{i}$ and $g(x):=\sum_{i=1}^{k^{\prime}}(-1)^{b_{i}} x_{i}$, respectively. Note that $f(x)+g(x)=\sum_{i=1}^{k^{\prime}}\left((-1)^{a_{i}}+(-1)^{b_{i}}\right) x_{i}$, so $h$ can now be written as $h(x)=\operatorname{sgn}(w \cdot x)$, where

$$
w_{i}= \begin{cases}1 & \text { if } a_{i}=b_{i}=0 \\ 0 & \text { if } a_{i} \neq b_{i} \\ -1 & \text { if } a_{i}=b_{i}=1\end{cases}
$$

When $a=b, h$ is a signed $k^{\prime}$-majority function. Lemma 6.1 , shows that signed $k^{\prime}$-majority functions are a constant distance from all signed $k$-majority functions. When $\Delta(a, b)=\gamma k^{\prime}$, then $a_{i}=b_{i}$ for exactly $k$ indices $i \in\left[k^{\prime}\right]$ and $h$ is a signed $k$-majority function. So Alice and Bob can solve their instance of the Gap-EQUALITY problem with a protocol for the $\mathrm{C}_{\psi}^{k \text {-MAJ }}$ game and, as we wanted to show, $R^{1}\left(\mathrm{C}_{\psi}^{k \text {-MAJ }}\right) \geq R^{1}\left(\mathrm{GEQ}_{k^{\prime}, \gamma k^{\prime}}\right)$.
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## A Distance from sparse polynomials

In this section we provide a self-contained proof that $(k+2)$-linear functions are far from $k$-sparse polynomials. This lemma is a special case of Diakonikolas et al. (2007, Theorem 36). By considering only a special case of the theorem of Diakonikolas et al. (2007), we obtain a slightly stronger bound on the distance of $(k+2)$ linear functions to $k$-sparse polynomials but the proof itself is essentially identical. We include the proof here primarily for completeness.

Lemma A. 1 (Diakonikolas et al. 2007). Every $(k+2)$-linear function is $\frac{1}{20}$-far from a $k$-sparse polynomial over GF(2).

Proof. Let $f$ be a $(k+2)$-linear function, and without loss of generality assume $f$ is a linear function on the first $k+2$ variables, i.e. $f(x)=x_{1} \oplus \cdots \oplus x_{k+2}$. Let $g$ be a $k$-sparse polynomial, i.e. $g=T_{1} \oplus \cdots \oplus T_{k}$ where each $T_{i}$ is a monomial. We want to show that $f$ and $g$ are far. We can assume without loss of generality that $g$ does not contain any length- 1 terms, since if it did we could just subtract those terms off of both $f$ and $g$ to create $f^{\prime}$ and $g^{\prime}$, which have the same distance from each other. We could then prove the theorem for $f^{\prime}, g^{\prime}$, and a smaller value of $k$.

Define the influence of a variable $x_{i}$ in $f$, denoted $\operatorname{Inf}_{i}(f)$, in the standard way- i.e. $\operatorname{Inf}_{i}(f)=\operatorname{Pr}_{x}[f(x) \neq$ $f\left(x^{\oplus i}\right)$ ] where $x^{\oplus i}$ denotes $x$ with the $i$ th bit flipped. Define the total influence of $f$ to be $\sum_{i} \operatorname{Inf}_{i}(f)$.

For any $f$ and $g$, it is straightforward to show that if for some $i$ the difference $\left|\operatorname{Inf}_{i}(f)-\operatorname{Inf}_{i}(g)\right|$ is at least $\delta$, then $f$ and $g$ must have distance at least $\delta / 2$. When $f$ is the $(k+2)$-linear function defined above, each variable $x_{1}$ through $x_{k+2}$ has influence 1 . Thus, to complete the proof, we will show that in $g$ one of these variables must have influence at most 0.9.

If the total influence of $x_{1}$ through $x_{k+2}$ in $g$ is less than $0.9(k+2)$, then we are done, since the pigeonhole principle implies the existence of a variable $x_{i}$ with influence at most 0.9 . Thus, in what follows, we assume

$$
\begin{equation*}
\sum_{i}^{k+2} \operatorname{Inf}_{i}(g) \geq 0.9(k+2) \tag{2}
\end{equation*}
$$

We can bound the total influence of $x_{1}$ through $x_{k+2}$ in $g$ as follows. First, we write $g=g_{2} \oplus g_{3}$ where $g_{2}$ is the collection of terms in $g$ that have length 2, and $g_{3}$ is the collection of terms in $g$ that have length at least 3. Now note:

- Each variable $x_{i}$ that appears in $g_{2}$ has $\operatorname{Inf}_{i}\left(g_{2}\right)=1 / 2$. The reason is because since every term of $g_{2}$ has length $2, x_{i}$ is influential exactly when the other variables it appears with have parity 1 , which happens exactly half the time.
- For each term in $g_{3}$, the total contribution of that term to the influences of all the variables is at most $3 / 4$. To see why, suppose the term has length m , then on a random assignment the probability that a variable is relevant to that term is $\frac{1}{2^{m-1}}$, so the total effect the term can have on all the influences is at most $m \cdot \frac{1}{2^{m-1}}$. If $m \geq 3$, this is at most $3 / 4$.

Let $R_{2}$ be the number of terms of $g_{2}$, and $R_{3}$ be the number of terms in $g_{3}$. By hypothesis, $R_{2}+R_{3} \leq k$. Since each term of $g_{2}$ contributes at most 1 to the total influence of $g$, and each term of $g_{3}$ contributes at most $3 / 4$ to the total influence of $g$, we have that

$$
\begin{equation*}
\sum_{i}^{k+2} \operatorname{Inf}_{i}(g) \leq R_{2}+(3 / 4) R_{3} \tag{3}
\end{equation*}
$$

Combining equations (2) and (3) we get that $R_{2}+(3 / 4) R_{3} \geq(9 / 10) k$. Using the fact that $R_{2}+R_{3} \leq k$, this implies that $R_{3} \leq(4 / 10) k$, in other words there cannot be too many terms of length 3 or more in $g$.

Now we can bound the influence of variables $x_{1}$ through $x_{k+2}$ in $g$.

$$
\begin{aligned}
\sum_{i}^{k+2} \operatorname{Inf}_{i}(g) & \leq \sum_{i}^{k+2}\left[\operatorname{Inf}_{i}\left(g_{2}\right)+\operatorname{Inf}_{i}\left(g_{3}\right)\right] \\
& \leq \sum_{i}^{k+2} \operatorname{Inf}_{i}\left(g_{2}\right)+\sum_{i}^{n} \operatorname{Inf}_{i}\left(g_{3}\right) \\
& \leq \frac{1}{2}(k+2)+\frac{3}{4} \cdot R_{3} \\
& \leq \frac{1}{2}(k+2)+\frac{3}{4} \cdot \frac{4}{10} \cdot k \\
& <0.9(k+2)
\end{aligned}
$$

By the pigeonhole principle, there must exist a variable $x_{i}$ with influence at most 0.9 in $g$.

## B Distance between majority functions

We complete the proof of Lemma 6.1 in this section. A key ingredient in this proof is the Berry-Esseen theorem, a version of the Central Limit Theorem with error bounds (see e.g. Feller 1968):

Theorem B. 1 (Berry-Esseen). Let $\ell(x)=c_{1} x_{1}+\cdots+c_{n} x_{n}$ be a linear form over the random $\pm 1$ bits $x_{i}$. Assume $\left|c_{i}\right| \leq \tau$ for all $i$ and write $\sigma=\sqrt{\sum c_{i}^{2}}$. Write $F$ for the c.d.f. of $\ell(x) / \sigma$; i.e., $F(t)=\operatorname{Pr}[\ell(x) / \sigma \leq t]$. Then for all $t \in \mathbb{R}$,

$$
|F(t)-\Phi(t)| \leq O(\tau / \sigma) \cdot \frac{1}{1+|t|^{3}}
$$

where $\Phi$ denotes the c.d.f. of $X$, a standard Gaussian random variable. In particular, if $A \subseteq \mathbb{R}$ is any interval then $|\operatorname{Pr}[\ell(x) / \sigma \in A]-\operatorname{Pr}[X \in A]| \leq C_{1}(\tau / \sigma)$, where $C_{1}$ is an absolute constant.

Lemma 6.1 (Restated). For every $\alpha>0$, there exist $k_{0} \in \mathbb{N}$ and $\epsilon>0$ such that for every $k \geq k_{0}$ and $k^{\prime} \geq(1+\alpha) k$, all signed $k^{\prime}$-majorities are $\epsilon$-far from signed $k$-majorities.

Proof. Let $f$ be a signed $k$-majority, and $g$ be a signed $k^{\prime}$-majority. It is easy to see that $f$ and $g$ have minimum distance when they have the same sign pattern on their common variables. So without loss of generality, assume $f(x)=\operatorname{sgn}\left(x_{1}+\cdots+x_{k}\right)$ and $g(x)=\operatorname{sgn}\left(x_{1}+\cdots+x_{k^{\prime}}\right)$ (in other words, $f$ is a majority function on the first $k$ variables, and $g$ is a majority function on the first $k^{\prime}$ variables). To simplify, we will write $S(x)=\sum_{i=1}^{k} x_{i}$ and $T(x)=\sum_{i=k+1}^{k^{\prime}} x_{i}$. Thus, $f(x)=\operatorname{sgn}(S(x))$ and $g(x)=\operatorname{sgn}(S(x)+T(x))$.

For any positive real number $t$, we have

$$
\begin{aligned}
\operatorname{Pr}_{x}[f(x) \neq g(x)] & \geq \operatorname{Pr}_{x}[S(x) \in[0, t) \text { and } T(x)<-t] \\
& =\operatorname{Pr}_{x}[S(x) \in[0, t)] \cdot \operatorname{Pr}_{x}[T(x)<-t]
\end{aligned}
$$

where the equality follows from the fact that $S$ and $T$ are functions on disjoint sets of variables.
Note that $S$ is a linear form on $k$ variables, so we can use the Berry-Esseen theorem on $S$ with $\sigma=\sqrt{k}$ to get

$$
\begin{align*}
\operatorname{Pr}_{x}[S(x) \in[0, t)] & \geq(\Phi(t / \sqrt{k})-\Phi(0))-C_{1} / \sqrt{k} \\
& \geq(\Phi(t / \sqrt{k})-1 / 2)-C_{1} / \sqrt{k} \tag{4}
\end{align*}
$$

where $C_{1}$ is the constant from the Berry-Esseen theorem.

Similarly, $T$ is a linear form on $\alpha k$ variables, so we can use the Berry-Esseen theorem on $T$ with $\sigma=\sqrt{\alpha k}$ to get

$$
\begin{equation*}
\operatorname{Pr}_{x}[T(x)<-t] \geq \Phi(-t / \sqrt{\alpha k})-C_{1} / \sqrt{\alpha k} . \tag{5}
\end{equation*}
$$

Setting $t$ to be, say, $\sqrt{k}$, and then choosing $k$ large enough insures that the quantities in both (4) and (5) are positive, and bigger than a constant which only depends on $\alpha$.


[^0]:    ${ }^{1}$ The conjecture and results of Goldreich (2010b) are stated in terms of testing $\leq k$-linear functions (the class of functions that are parities on at most $k$ bits) but the proofs of Goldreich (2010b) give identical lower bounds for testing $k$-linearity. Similarly, the technique in our lower bounds for testing $k$-linearity gives identical bounds for testing $\leq k$-linearity.
    ${ }^{2}$ Informally, a function is a $k-j u n t a$ if it has at most $k$ relevant variables. For a complete definition of the properties stated in Theorem 1.1, see Section 3. Similarly, the properties introduced in the rest of the introduction are defined formally in the sections containing the proofs of the corresponding theorems.

[^1]:    ${ }^{3}$ Stronger bounds have been established for testers with one-sided error. See (Fischer et al., 2002; Briët et al., 2010) for details.

[^2]:    ${ }^{4}$ Curiously, the parity of $t$ turns out to be necessary. Since $\Delta(x, y)=|x|+|y|-2|x \wedge y|$, Alice and Bob can deterministically distinguish $x=y$ from $\Delta(x, y)$ being odd with a single bit of communication-Alice sends Bob the parity of $|x|$, and Bob computes the parity of $|x|+|y|$. This does not affect our property testing lower bounds.

[^3]:    ${ }^{5}$ This padding argument reduces $\mathrm{GHD}_{n, \sqrt{n}}$ to $\mathrm{GHD}_{n, t}$ for any $\sqrt{n}<t \leq O(n)$. Choose $\hat{n}$ such that $n=(\hat{n} / t(\hat{n}))^{2}$, and let $m:=\hat{n} / n$. Then, given inputs $x, y \in\{0,1\}^{n}$, Alice and Bob can compute GHD ${ }_{n, \sqrt{n}}$ by repeating each string $m$ times. The resulting strings $\hat{x}$ and $\hat{y}$ have length $\hat{n}$, and $\operatorname{GHD}_{\hat{n}, t(\hat{n})}(\hat{x}, \hat{y})=\operatorname{GHD}_{n, \sqrt{n}}(x, y)$, hence a protocol for the former can be used to solve the latter. It follows that $R\left(\operatorname{GHD}_{\hat{n}, t(\hat{n})}\right) \geq R\left(\mathrm{GHD}_{n, \sqrt{n}}\right)=\Omega(n)=\Omega\left((\hat{n} / t(\hat{n}))^{2}\right)$.
    ${ }^{6}$ Formally, Alice creates an $n$-bit string $x$ by setting $x_{2 i-1}:=\hat{x}_{i}$ and $x_{2 i}:=1-\hat{x}_{i}$ for all $1 \leq i \leq n / 2$. Similarly, Bob defines $y$ by setting $y_{2 i-1}:=\hat{y}_{i}$ and $y_{2 i}:=1-\hat{y}_{i}$.

[^4]:    ${ }^{7}$ For more details on the Fourier representation of boolean functions see, e.g., de Wolf 2008; O'Donnell 2008.

[^5]:    ${ }^{8}$ This essentially boils down to a renaming of $R$. Formally, we prove a lower bound for testing $\hat{f}:\{0,1\}^{n} \rightarrow \hat{R}$ for an arbitrary $\hat{R}$ with $|\hat{R}| \geq 12 \sqrt{n}+5$ by reducing from the problem of testing $f:\{0,1\}^{n} \rightarrow R$. Let $\phi: R \rightarrow \hat{R}$ be the bijection that maps the $i$ th least element of $R$ to the $i$ th least element of $\hat{R}$, and define $\hat{f}(x):=\phi(f(x))$. $\hat{f}$ is monotone if $f$ is monotone, and $\hat{f}$ is $\epsilon$-far from monotone if $f$ is $\epsilon$-far from monotone. Thus, testing $\hat{f}$ for monotonicity has the same query complexity as testing $f$ for monotonicity.

