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#### Abstract

Affine-invariant properties are an abstract class of properties that generalize some central algebraic ones, such as linearity and low-degree-ness, that have been studied extensively in the context of property testing. Affine invariant properties consider functions mapping a big field $\mathbb{F}_{q^{n}}$ to the subfield $\mathbb{F}_{q}$ and include all properties that form an $\mathbb{F}_{q}$-vector space and are invariant under affine transformations of the domain. Almost all the known locally testable affine-invariant properties have so-called "single-orbit characterizations" - namely they are specified by a single local constraint on the property, and the "orbit" of this constraint, i.e., translations of this constraint induced by affine-invariance. Single-orbit characterizations by a local constraint are also known to imply local testability. Despite this prominent role in local testing for affine-invariant properties, single-orbit characterizations are not well-understood.

In this work we show that properties with single-orbit characterizations are closed under "summation". Such a closure does not follow easily from definitions, and our proof uses some of the rich developing theory of affine-invariant properties. To complement this result, we also show that the property of being an $n$-variate low-degree polynomial over $\mathbb{F}_{q}$ has a singleorbit characterization (even when the domain is viewed as $\mathbb{F}_{q^{n}}$ and so has very few affine transformations). This allows us to exploit known results on the single-orbit characterizability of "sparse" affine-invariant properties to show the following: The sum of any sparse affineinvariant property (properties satisfied by $q^{O(n)}$-functions) with the set of degree $d$ multivariate polynomials over $\mathbb{F}_{q}$ has a single-orbit characterization (and is hence locally testable) when $q$ is prime. Our result leads to the broadest known family of locally testable affine-invariant properties and gives rise to some intriguing questions/conjectures attempting to classify all locally testable affine-invariant properties.
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## 1 Introduction

Given finite sets $D$ and $R$, let $\{D \rightarrow R\}$ denote the set of functions mapping $D$ to $R$. A property $\mathcal{F}$ of functions mapping $D$ to $R$ is simply given by a set $\mathcal{F} \subseteq\{D \rightarrow R\}$. The goal of property testing [RS96, GGR98] is to design "query efficient" tests for various properties. Specifically, a $(k, \epsilon, \delta)$-tester for $\mathcal{F}$ is a probabilistic oracle algorithm that, given oracle access to a function $f: D \rightarrow R$, makes $k$-queries to $f$ and accepts $f \in \mathcal{F}$ with probability one, while rejecting $f$ that is $\delta$-far from $\mathcal{F}$ with probability at least $\epsilon$. Here, distance is measured by normalized Hamming distance: $\delta(f, g)=|\{x \in D \mid f(x) \neq g(x)\}| /|D|$ denotes the distance between $f$ and $g$, and $\delta(f, \mathcal{F})=\min _{g \in \mathcal{F}}\{\delta(f, g)\}$. $f$ is said to be $\delta$-far from $\mathcal{F}$ if $\delta(f, \mathcal{F})>\delta$ and $\delta$-close otherwise. To minimize notation we say $\mathcal{F}$ is $k$-locally testable if for every $\delta>0$ there exists $\epsilon=\epsilon(k, \delta)>0$ such that $\mathcal{F}$ is $(k, \epsilon, \delta)$-locally testable. Our interest is in families of properties that are $k$-locally testable for some constant $k$.

In this work we consider testing of "affine-invariant (linear) properties". The domain and range of such properties are fields. Let $\mathbb{F}_{q}$ denote the field of size $q$ and let $\mathbb{F}_{q}^{*}$ denote the non-zero elements of $\mathbb{F}_{q}$. We consider properties $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ (so $q$ is a prime power and $n$ is a positive integer). $\mathcal{F}$ is linear if for every $f, g \in \mathcal{F}$ and $\alpha \in \mathbb{F}_{q}$, the function $\alpha \cdot f+g$ belongs to $\mathcal{F}$, where $(\alpha \cdot f+g)(x)=\alpha \cdot f(x)+g(x)$. A function $A: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q^{n}}$ is affine if there exist $\alpha, \beta \in \mathbb{F}_{q^{n}}$ such that $A(x)=\alpha x+\beta$. We say $A$ is an affine permutation if $A$ is affine and bijective. Note this is equivalent to saying $A(x)=\alpha x+\beta$ for some $\alpha \in \mathbb{F}_{q^{n}}^{*}$ and $\beta \in \mathbb{F}_{q^{n}}$. A property $\mathcal{F}$ is said to be affine-invariant if for $f \in \mathcal{F}$ and every affine permutation $A: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q^{n}}$, the function $f \circ A$ is also in $\mathcal{F}$, where $(f \circ A)(x)=f(A(x)) .{ }^{1}$

The main contribution of this work is to describe a new class of affine-invariant properties that are locally testable. We show that a broad class of locally testable affine-invariant properties (one that includes most known ones) is closed under "sums". But before presenting our results, we motivate the study of affine-invariant properties briefly.

Motivation: The study of affine-invariance was originally motivated in [KS08] by its connections to locally testable codes and to property testing (cf. the recent survey [Sud10]). Indeed, many "base-constructions" of locally testable codes - crucially used in constructing probabilistically checkable proofs [AS98, $\left.\mathrm{ALM}^{+} 98\right]$ - are algebraic in nature and come from families of low-degree polynomials. This motivates the search for the minimal algebraic requirements sufficient to obtain families of locally testable codes, and affine-invariance offers a rich and interesting framework in which to study abstract properties shared by low-degree functions and other algebraic locally testable properties. In this respect, the study of affine-invariant property testing is similar to the study of graph property testing initiated by [GGR98]. Graph-property testing abstracts and unifies properties such as $k$-colorability and triangle-free-ness, by focussing only on the invariance induced by being a "graph property" (i.e., the property should remain invariant under renaming of

[^1]the vertices). Affine-invariant testing similarly attempts to abstract and unify algebraic properties such as being linear or of low-degree or a BCH codeword by focussing only on the invariance of the property (and the linearity of the code/property). The study of graph property testing however is much further advanced and has culminated in a complete combinatorial characterization of locally-testable properties [AFNS06, $\left.\mathrm{BCL}^{+} 06\right]$. Testing of affine-invariant properties lacks such a characterization and indeed it is not yet clear what shape such a characterization might take.

An additional reason to study affine-invariant properties is because they correspond to locally correctable codes. An error correcting code of blocklength $n$ is said to be locally correctable if it has an associated "local corrector". Given an adversarially corrupted codeword $w \in \mathbb{F}_{q}^{n}$ and index $i \in\{1, \ldots, n\}$ the (randomized) local corrector makes a constant number (hence it is called "local") of queries to entries of $w$ and outputs, with high probability, the $i$ th entry of the "correct" codeword $w^{\prime}$ - closest in Hamming distance to $w$. Linear codes that are locally correctable are easily seen to be locally decodable codes as defined by [KT00] and can be used to construct databases that support private information retrieval [CGKS98] (in general though, local correctability is a stronger property than local decodability, see e.g. [BIW10, BDWY10]) . It can be verified that affine-invariant locally testable codes are in fact locally correctable [KS08] hence our results imply new families of locally correctable (and decodable) codes.

We note that affine invariant properties as studied here are somewhat different from general (nonlinear) linear-invariant properties studied in [BCSX09, Sha10, KSV08, BGS10]. In their setting they consider properties whose domain is a large vector space over a constant sized field, and the property is invariant under linear-transformations of this domain, but they do not require the property to form a vector space. This difference in emphasis leads to very different concerns and tools in the two settings. We remark also that invariance in property testing can and has been studied in the context of other invariance groups. See [Sud10] and references therein for a broader coverage. Here we restrict ourselves to (linear) affine-invariant properties.

Known Testable Properties: Previous works have shown local testability results for two broad categories of affine-invariant properties: (1) Reed-Muller properties, and (2) Sparse properties. In this section we give a brief description. A more full description is given following our definitions in Section 2.4.

In our language, Reed-Muller properties are obtained by equating the sets $\mathbb{F}_{q^{n}}$ and $\mathbb{F}_{q}^{n}$ with an $\mathbb{F}_{q}$-linear bijection. This allows us to view $\mathbb{F}_{q}$-linear subspaces of $\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ as linear subspaces of $\left\{\mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}\right\}$ where the latter is the set of $n$-variate functions over $\mathbb{F}_{q}$. The $q$-ary Reed-Muller property of weight degree $w$ is given by the set of functions that are $n$-variate polynomials of degree at most $w$ in this view. ${ }^{2}$ The testing result here shows that the Reed-Muller property with parameter $w$ over $\mathbb{F}_{q}$ is testable with $q^{O(w / q)}$ queries [KR06] (see also [AKK ${ }^{+} 05$, JPRZ09]), independent of $n$.

Sparse properties are less structured ones. We note that there are two definitions in the literature, one for general linear properties, which we refer to as size-sparsity, and a related (but different) one for affine-invariant linear properties, which we simply call sparsity. Both are parameterized by an integer $t$. A property $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is $t$-size-sparse if $|\mathcal{F}| \leq q^{n t}$. We won't give the formal technical definition of $t$-sparsity here (see Section 2.4 for the formal definition), but it is related and in particular $t$-sparse properties are also $t$-size-sparse. $t$-size sparsity has been studied in

[^2][KL05, KS07, KS10] and the results show (over different fields, and under different conditions) that $t$-sparse properties that have very good "distance" (no two functions in the property are too close to each other) are testable. $t$-sparsity was studied in [GKS09, KL10] and here the testing results do not need to assume high-distance, but rather prove that it is a consequence of affine-invariance. The main theorem here, due to [KL10] shows that for every prime $q$ and integer $t$ there exists $k$, such that for every $n$ every $t$-sparse $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is $k$-locally testable (see Proposition 2.24 for a formal statement).

Aside from the classes above, the known testable properties are less "explicit" and are derived from the concept of single-orbit characterizations, described next.

Single-orbit characterizations: Local tests of linear properties work by picking $k$ query locations $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{F}_{q^{n}}$ (non-adaptively) and then verifying that $f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{k}\right)$ satisfy some given constraint (we formalize this later a bit more carefully). If a property is affine-invariant, it should be equally effective to query $A\left(\alpha_{1}\right), \ldots, A\left(\alpha_{k}\right)$ for some affine permutation $A$, and then test to see if the function values at these points also satisfy the given constraint. The collection of tests so obtained (by trying out all $A \mathrm{~s}$ ) is referred to as the orbit of the constraint at $\alpha_{1}, \ldots, \alpha_{k}$. If the only functions that satisfy all these constraints are the functions in $\mathcal{F}$, then we say that $\mathcal{F}$ has a single orbit characterization. ${ }^{3}$

Single-orbit characterizations seem to be playing a central role in testing of affine-invariant properties. On the one hand, it is known that every $k$-single-orbit characterized property is $k$-locally testable [KS08] and some non-single-orbit characterized properties are known to be not locallytestable even though they can be characterized by a collection of $k$-local constraints [BMSS10]. On the other hand, most known locally testable properties also seem to have some "single-orbit" property. Sparse codes over prime fields were shown to be single-orbit characterized in [KL10] (see also [GKS09]). The Reed-Muller property has the single orbit property over the (large) group of affine transformations over the vector space $\mathbb{F}_{q}^{n}$ by natural considerations. (This will be insufficient for our purposes and so we will strengthen it to get a single-orbit characterization over the field $\mathbb{F}_{q^{n}}$ in this work.)

Remaining cases of known locally testable codes are obtained in one of two ways: (1) By lifting: This is an operation introduced in [BMSS10]. Here we start with a single-orbit property over some field $\mathbb{F}_{q^{n}}$ and then "lift" this property to one over an extension field $\mathbb{F}_{q^{n m}}$ (in a manner we will describe later). (2) By taking intersections: The intersection of testable properties is always testable. The lifts turn out to be single-orbit characterized by definition, and the intersection of a constant number of single-orbit characterized properties also turns out to be single-orbit characterized essentially by definition.

### 1.1 Main Result

In this work we extend the class of properties over $\mathbb{F}_{q^{n}}$ that have single orbit characterizations.

[^3]Before presenting our result we formally define the notions of constraints, characterization and single-orbit characterization.
Definition 1.1 ( $k$-single orbit characterization). Let $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ be a linear family of functions. A $k$-local constraint $C$ for $\mathcal{F}$ is a set of points $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{F}_{q^{n}}$, together with a subspace $V \subsetneq \mathbb{F}_{q}^{k}$ such that $\left\langle f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{k}\right)\right\rangle \in V$ for every $f \in \mathcal{F}$. Denote $C$ by $C=\left(\alpha_{1}, \ldots, \alpha_{k} ; V\right)$.
We say that a collection of local constraints $C_{1}, \ldots, C_{t}$ characterizes $\mathcal{F}$ if it holds that a function $f$ satisfies $C_{1}, \ldots, C_{t}$ if and only if $f \in \mathcal{F}$. If each $C_{i}$ is a $k$-local constraint then we say that the $C_{i}$ 's form a $k$-local characterization of $\mathcal{F}$.
Finally, let $C=\left(\alpha_{1}, \ldots, \alpha_{k} ; V\right)$ be a $k$-local constraint. The orbit of $C$ under the set of affine permutations is the set of constraints $\{T \circ C\}_{T}=\left\{\left(T\left(\alpha_{1}\right), \ldots, T\left(\alpha_{k}\right) ; V\right)\right\}_{T}$, for all affine permutations $T$. If $C$ is such that the orbit of $C$ forms a $k$-local characterization of $\mathcal{F}$, then we say that $\mathcal{F}$ has a $k$-single orbit characterization.

Remark 1.2. We note that in previous works the orbits are taken under the set of general affine transformations and not just permutations, but as shown in Corollary 2.5, the notion of single-orbit remains the same under the two notions.

Remark 1.3. In later parts of this paper we will need to be a bit more explicit about how the vector space $V \subseteq \mathbb{F}^{k}$ is described. We will describe it by a collection of $t$ (independent) linear constraints, where $t$ is the codimension of $V$. Specifically, $V$ will be represented by $\left\{\bar{\lambda}_{i}\right\}_{i=1}^{t}$ where $\bar{\lambda}_{i}=\left(\lambda_{i, 1}, \ldots, \lambda_{i, k}\right) \in \mathbb{F}_{q}^{k}$, and $V=\left\{\left(\beta_{1}, \ldots, \beta_{k}\right) \in \mathbb{F}_{q}^{k} \mid \sum_{j} \lambda_{i, j} \beta_{j}=0 \forall i \in\{1, \ldots, t\}\right\}$. Thus a constraint $C$ will be given by $\left(\bar{\alpha} ;\left\{\bar{\lambda}_{i}\right\}_{i=1}^{t}\right)$ where $\bar{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in \mathbb{F}_{q^{n}}^{k}$ and $\bar{\lambda}_{i}=\left(\lambda_{i, 1}, \ldots, \lambda_{i, k}\right) \in$ $\mathbb{F}_{q}^{k}$. Note that $t$ is always between 1 and $k$ since $V \subsetneq \mathbb{F}_{q}^{k}$.

Our first result considers the sum of affine invariant properties. For properties $\mathcal{F}_{1}, \mathcal{F}_{2} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ their sum is $\mathcal{F}_{1}+\mathcal{F}_{2}=\left\{f_{1}+f_{2} \mid f_{1} \in \mathcal{F}_{1}, f_{2} \in \mathcal{F}_{2}\right\}$. For general linear properties $\mathcal{F}_{1}+\mathcal{F}_{2}$ is also linear, but the testability of $\mathcal{F}_{1}, \mathcal{F}_{2}$ does not imply their sum is locally testable. Indeed it may be the case that $\mathcal{F}_{1}+\mathcal{F}_{2}$ satisfies no local constraints. Sums of affine-invariant properties behave more nicely. It is straightforward to see the the sum of affine-invariant properties is affine-invariant. More interestingly, it is also possible to show (relatively easily) that if for every $i \in\{1,2\}, \mathcal{F}_{i}$ satisfies a $k_{i}$-local constraint, then $\mathcal{F}_{1}+\mathcal{F}_{2}$ satisfies a $k_{1} \cdot k_{2}$-local constraint. However this does not seem to imply local-testability. Here we focus on single-orbit characterized properties and prove their sum is single-orbit characterized.
Theorem 1.4. For every $q, k_{1}, k_{2}$, there exists $\kappa=\kappa\left(k_{1}, k_{2}, q\right)$ such that for every $n$, if $\mathcal{F}_{1}, \mathcal{F}_{2} \subseteq$ $\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ are affine-invariant properties with $\mathcal{F}_{i}$ having a $k_{i}$-single orbit characterization, then $\mathcal{F}_{1}+\mathcal{F}_{2}$ has a $\kappa$-single orbit characterization. Specifically, if $n \geq n_{0}=10 k^{2} \log k+10$, where $k=\max \left\{k_{1}, k_{2}\right\}$, then we can set $\kappa=k_{1} \cdot k_{2}$, else $\kappa=q^{n_{0}}$ works.

While the theorem sounds simple, its proof (in Section 3) requires a fair bit of the theory of affineinvariant codes, and in particular relies on the upper bounds on the dimension of locally testable affine invariant codes shown recently in [BS10].
To apply the theorem above to get new families of single-orbit characterized properties, we need good base properties. However, the two families mentioned earlier, sparse properties and ReedMuller properties were not known to have the single-orbit property over the same group. ReedMuller properties were known to have the single-orbit property over the group of affine permutations
over $\mathbb{F}_{q}^{n}$, while sparse properties are invariant only over $\mathbb{F}_{q^{n}}$. (And there is no point using the theorem above to prove that the sum of two sparse families is single-orbit - this is already known since the sum of sparse families is also sparse!) To remedy this situation we show that the Reed-Muller property is actually single orbit over the group of affine permutations over $\mathbb{F}_{q^{n}}$.

Theorem 1.5 (Reed-Muller codes have local single-orbit property). Let $q=p^{s}$ be a prime power. Let $w, n$ be integers such that $w+1<\sqrt{\frac{n}{\log _{q}(3 n s)}}$. Denote $w+1=r(p-1)+\ell$, where $0 \leq \ell<$ $p-1$. Then, the $q$-ary Reed-Muller family of weight degree $w, \mathrm{RM}_{q}(w, n)$, has a $k$-single orbit characterization for $k=p^{r} \cdot(\ell+1)$. In particular, for every $w, q$ there exists a $k=k(w, q)$ such that the $q$-ary Reed-Muller family of weight degree $w$ has a $k$-single orbit characterization.

Indeed an immediate consequence of the two theorems above is that the sum of Reed-Muller and sparse properties over prime fields are locally testable.

Corollary 1.6. For integers $t$, $d$ and prime $p$, there exists a $k=k(t, d, p)$ such that for every $n$ and every pair of properties $\mathcal{F}_{1}, \mathcal{F}_{2} \in\left\{\mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p}\right\}$, where $\mathcal{F}_{1}$ is the p-ary Reed-Muller property of order $d$, and $\mathcal{F}_{2}$ is $t$-sparse, the property $\mathcal{F}_{1}+\mathcal{F}_{2}$ has a $k$-single orbit characterization, and is hence $k$-locally testable.

The corollary above describes the broadest known class of testable properties when $n$ and $q$ are prime. When $n$ is not prime, the earlier-mentioned notion of lifting leads to other locally testable binary properties, and then intersection also leads to further richness. Finally, when $q$ is not a prime, then the single-orbit property seems less explored. In fact it is not known whether sparse properties have single orbit characterizations. (The results of [KL10] also do not explicitly cover the case of non-prime fields.) In general the range of the properties seems to figure centrally in our understanding of affine-invariant property testing. Binary properties seem much better understood than properties over other prime fields, e.g., Theorem 4.1 gives optimal single-orbit characterization of the Reed-Muller property in this case for all $n$ (and not just the case of big $n$ ). In turn, properties over prime fields, as mentioned above, are still much better understood than properties over general fields.

In addition to the new results enumerated above, this paper makes some pedagogical contributions to the study of affine-invariant properties. Among other things, we note that notation has been variable in the past (with the undesirable consequence of the same phrase being used to describe different concepts, or sometime the same concept without a formally proven equivalence). Making such notation consistent requires some work, such as proving the equivalence of invariance under affine-transformation with invariance under affine-permutations (and many other such minor, but annoying, subtleties). We do all this in Section 2, which hopefully provides a comprehensive collection of useful properties of affine-invariant families. The second main pedagogical contribution of this work is to suggest possible questions for future work (with some conjectures) that may lead to a classification of locally testable affine-invariant properties. We do this in Section 5, where we first collect all the known testability results, and use this to discuss potential classifications.

Organization of this paper. The paper is organized as follows. In Section 2 we give the basic definitions regarding affine-invariant families and discuss important notions concerning affine invariant properties. Some of these are used in later sections, while others are provided simply to
unify "folklore" knowledge. Section 3 contains the proof of Theorem 1.4 showing that the sum of single-orbit characterized properties is single-orbit characterized. In Section 4 we give the proof of Theorem 1.5 (single-orbit characterization of Reed-Muller families) and also include a strengthening of it for the binary field. Finally, in Section 5 we discuss questions and directions related to the program of characterizing all affine invariant properties.

## 2 The structure of affine-invariant properties

In this section we introduce some of the basic, and by now well-studied, structural aspects of affine-invariant properties. We start with some basic terminology and standard facts that we use in Section 2.1. We then give, in Section 2.2, the main structural features of affine-invariant properties, which characterize them in terms of classes of families of polynomials. In Section 2.3 we give some basic features of sparse affine-invariant families. Finally, in Section 2.4 we describe some of the known testability results for affine-invariant families.

### 2.1 Preliminaries

In what follows $\mathbb{F}_{q}$ will denote the field of $q$ elements of characteristic $p$, where $q=p^{s}$ for some integer $s$. Let $d=\sum_{i} d_{i} p^{i}$ be the base $p$ representation of an integer $d$. The weight (or $p$-weight) of $d$ is defined as $\operatorname{wt}(d)=\sum_{i} d_{i}$. I.e. it is the sum of coefficients in the $p$-ary representation of $d$. A non-negative integer $e=\sum_{i} e_{i} p^{i}$ is said to be in the $p$-shadow of $d$ (or simply in the shadow of $d$ ), denoted $e \leq_{p} d$, if $e_{i} \leq d_{i}$ for all $i$. We denote $a \equiv_{k} b$ whenever $a$ is equal to $b$ modulo $k$. As we will be studying polynomials modulo identities of the form $x^{q}-x \equiv_{p} 0$ it will be convenient to define the following variant of the modular operation. Let $a$ and $k$ be integers. We define $a \bmod ^{*} k$ as

$$
a \bmod ^{*} k= \begin{cases}0 & a=0 \\ b & \text { where } 1 \leq b \leq k \text { is such that } b \equiv_{k} a\end{cases}
$$

We also say that $a \equiv b\left(\bmod ^{*} k\right)$ if $a \bmod ^{*} k=b \bmod ^{*} k$. Note that the only difference between mod and mod* is that mod* does not send nonzero multiples of $k$ to zero but rather to $k$. It is now clear that $x^{a} \equiv_{q} x^{a \bmod ^{*} q-1}$.

We will use the following well known theorem of Lucas (for a short proof see, e.g., Theorem 2.5 of [CST11]).
Theorem 2.1 (Lucas' theorem). In the notations above, $\binom{d}{e} \equiv{ }_{p} \prod_{i}\binom{d_{i}}{e_{i}}$, where $\binom{d_{i}}{e_{i}}=0$ if $d_{i}<e_{i}$.
In particular, $\binom{d}{e} \neq 0$ if and only if $e \leq_{p} d$. We will often use the simple fact that for any $x, y \in \mathbb{F}_{q}$ it holds that

$$
(x+y)^{d}=\sum_{e \leq p}\binom{d}{e} x^{e} y^{d-e}
$$

The trace operator over $\mathbb{F}_{q^{n}}$ is a function Trace $: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}$ defined as $\operatorname{Trace}(x)=\sum_{i=0}^{n-1} x^{q^{i}}$. The following properties of Trace are well-known.

Proposition 2.2. The trace operator is linear, i.e., for $\alpha, \beta \in \mathbb{F}_{q^{n}}$ and $\gamma \in \mathbb{F}_{q}$, $\operatorname{Trace}(\alpha+\beta)=$ $\operatorname{Trace}(\alpha)+\operatorname{Trace}(\beta)$ and $\operatorname{Trace}(\gamma \alpha)=\gamma \operatorname{Trace}(\alpha)$. Moreover, it is a $q^{n-1}-$ to- 1 map, i.e., for every $\alpha \in \mathbb{F}_{q},\left|\operatorname{Trace}^{-1}(\alpha)\right|=q^{n-1}$ 。

Finally, the following standard distance property of low-degree polynomials will be of use to us.
Lemma 2.3 (Schwartz-Zippel [Sch80, Zip79], see e.g., [MR95, Theorem 7.2]). Let $p \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial of total degree $d$. Then

$$
\operatorname{Pr}_{x \in \mathbb{F}^{n}}[p(x)=0] \leq d /|\mathbb{F}| .
$$

### 2.2 Degree sets of affine-invariant properties

The class of properties that we consider are characterized by their algebraic properties. To describe such properties we need to introduce several notions from the works of [KS08, GKS08, GKS09, BS10, BMSS10]. We stress that while we reproduce the notions here, some of the terminology here is different (and we believe more appropriate) and we take care to ensure the results here apply to the class of properties invariant under the group of affine permutations as opposed to the semi-group/monoid of all affine transformations.

We view functions $f: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}$ as functions from $\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q^{n}}$ whose image just happens to be contained in $\mathbb{F}_{q} \subseteq \mathbb{F}_{q^{n}}$. This allows us to view $f$ as (the evaluation of) a univariate polynomial of degree $q^{n}-1$.
Let $f(x)=\sum_{d=0}^{q^{n}-1} c_{d} x^{d}$. The support of $f$, denoted $\operatorname{supp}(f)$, is the set $\operatorname{supp}(f)=\left\{d \mid c_{d} \neq 0\right\}$.
As mentioned earlier, previous works starting with [KS08] defined affine-invariance as invariance with respect to the class of general affine functions mapping $\mathbb{F}_{q^{n}}$ to itself. Group-theoretically the nicer invariance to study would be invariance under the group of invertible affine-transformations mapping $\mathbb{F}_{q^{n}}$ to itself. The following proposition shows that these two notions lead to the same definitions.

Proposition 2.4. If $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is invariant under all affine permutations, then it is also invariant under all affine transformations.

Proof. Notice all we need to prove is that if $\mathcal{F}$ contains a non-zero function, then it contains every constant function. (Formally, we wish to show that if $f \in \mathcal{F}$ and $\pi$ is a non-invertible affine map, then $f \circ \pi \in \mathcal{F}$. But $\pi(x)=a x+b$ is a non-invertible affine map if and only if $a=0$, in which case the function $f \circ \pi$ is simply the constant function with value $f(b)$ everywhere. So it suffices to show every constant (and in particular $f(b)$ ) is in $\mathcal{F}$.)
Let $f(x)=\sum_{d=0}^{q^{n}-1} c_{d} x^{d} \in \mathcal{F}$ be a non-zero function. First we note that we can assume $c_{0} \neq 0$. To do so we note that $f_{\alpha}(x)=f(x+\alpha) \in \mathcal{F}$ for every $\alpha \in \mathbb{F}_{q^{n}}$. The constant coefficient of $f_{\alpha}$ is simply $f(\alpha)$, which is non-zero for some $\alpha$. We can fix such an $\alpha$ and henceforth work with $f_{\alpha}$ instead of $f$.

Next we note that the function $\sum_{\beta \in \mathbb{F}_{q^{n}}^{*}} f(\beta x)$ is also in $\mathcal{F}$ (by linearity and affine-permutationinvariance). To understand this function, we first study the quantity $\sum_{\beta \in \mathbb{F}_{q^{n}}^{*}} \beta^{d}$ for $d \in\left\{1, \ldots, q^{n}-\right.$
$2\}$. Using the fact that we can write $\mathbb{F}_{q^{n}}^{*}=\left\{\omega^{0}, \omega, \omega^{2}, \ldots, \omega^{q^{n}-2}\right\}$ for some $\omega \in \mathbb{F}_{q^{n}}^{*}$ we get that

$$
\sum_{\beta \in \mathbb{F}_{q^{*}}^{*}} \beta^{d}=\sum_{i=0}^{q^{n}-2}\left(\omega^{i}\right)^{d}=\sum_{i=0}^{q^{n}-2}\left(\omega^{d}\right)^{i}=\left(\left(\omega^{d}\right)^{q^{n}-1}-1\right) /\left(\omega^{d}-1\right)=0 .
$$

This now yields

$$
\begin{aligned}
\sum_{\beta \in \mathbb{F}_{q^{n}}^{*}} f(\beta x) & =\sum_{\beta \in \mathbb{F}_{q^{n}}^{*}} \sum_{d=0}^{q^{n}-1} c_{d} \beta^{d} x^{d} \\
& =\sum_{d=0}^{q^{n}-1} c_{d} x^{d} \sum_{\beta \in \mathbb{F}_{q^{n}}^{*}} \beta^{d} \\
& =-\left(c_{0}+c_{q^{n}-1} x^{q^{n}-1}\right),
\end{aligned}
$$

where the final equality uses the fact that $\sum_{\beta \in \mathbb{F}_{q^{n}}^{*}} \beta^{d}=0$ if $d \notin\left\{0, q^{n}-1\right\}$ and -1 otherwise.
Let us abbreviate $c_{q^{n}-1}=\gamma$. Now, if $\gamma=0$, then we are done since we have the non-zero constant function $-c_{0} \in \mathcal{F}$ and thus all constant functions are in $\mathcal{F}$ (by linearity of $\mathcal{F}$ ).

On the other hand, if $\gamma \neq 0$, then note that $f(x)=-c_{0}$ if $x=0$ and $-c_{0}-\gamma$ for all $x \neq 0$. (It is almost a constant function.) Now consider $g(x)=\sum_{\beta \in \mathbb{F}_{q^{n}}} f(x-\beta)$. For every $x$, we have $g(x)=-\left(\left(q^{n}-1\right) \cdot \gamma+q^{n} \cdot c_{0}\right)=\gamma$, which is a non-zero constant function which is in $\mathcal{F}$ (since every $f(x-\beta) \in \mathcal{F})$. Thus in this case also we have that every constant function is in $\mathcal{F}$ as desired.

We note in particular that the notion of single-orbit characterization also does not change under the two notions of invariance classes.

Corollary 2.5. Let $C=\left(\alpha_{1}, \ldots, \alpha_{k} ; V\right)$ be a single-orbit characterization of $\mathcal{F}$ under affine transformations. Then $C$ is also a single-orbit characterization of $\mathcal{F}$ under affine permutations.

Proof. Let $\mathcal{G}$ be the set of functions that satisfy every constraint in the affine-permutation orbit of $C$. Then $\mathcal{G}$ is a $\mathbb{F}_{q}$-vector space and closed under affine-permutations, and hence, by Proposition 2.4 it is closed under affine-transformations. Thus it satisfies the orbit of $C$ under all affine transformations as well and so must equal $\mathcal{F}$.

The following definition captures an important feature of the structure of affine invariant families.
Definition $2.6(\operatorname{Deg}(\mathcal{F}))$. Let $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ be a family of functions. The degree set of $\mathcal{F}$, denoted $\operatorname{Deg}(\mathcal{F})$, is the set of degrees of monomials that appear in some polynomial in $\mathcal{F}$. Formally,

$$
\operatorname{Deg}(\mathcal{F})=\{d \mid \exists f \in \mathcal{F} \text { such that } d \in \operatorname{supp}(f)\} .
$$

To better understand affine-invariance we need to describe some basic properties of the degree sets (the ones that are known to lead to local testability). We do so in the next two definitions.

Definition $2.7(\operatorname{Shift}(d), \operatorname{Shift}(D)$, shift-closed, shift-representatives, $\operatorname{Fam}(D))$. Let d be an integer in $\left\{0, \ldots, q^{n}-1\right\}$. The shift of $d$ is defined as the set of degrees obtained when taking all $q$ powers of $x^{d}$. Formally,

$$
\operatorname{Shift}_{q, n}(d)=\left\{q^{i} \cdot d \bmod ^{*} q^{n}-1 \mid \forall 0 \leq i \leq n\right\} .
$$

Recall that $q^{i} \cdot d \bmod ^{*} q^{n}-1$ is the integer $d^{\prime}$ such that if $d \neq 0$ then $d^{\prime} \equiv q^{i} d \bmod \left(q^{n}-1\right)$ and $1 \leq d^{\prime} \leq q^{n}-1$, and if $d=0$ then $d^{\prime}=0$.
In what follows, we will always be considering degrees in the support of functions from $\mathbb{F}_{q^{n}}$ to $\mathbb{F}_{q}$, so that we drop the subscripts. This notion can easily be extended to that of a set of degrees. For a set $D \subseteq\left\{0, \ldots, q^{n}-1\right\}$, the shift of $D$ is defined as

$$
\operatorname{Shift}(D)=\bigcup_{d \in D} \operatorname{Shift}(d)
$$

$A$ set $D$ is said to be shift-closed if

$$
\operatorname{Shift}(D)=D
$$

For a shift-closed $D$, a set $S \subseteq D$ is said to be a set of shift-representatives of $D$ if

$$
\operatorname{Shift}(S)=D \text { and } \operatorname{Shift}(d) \cap \operatorname{Shift}\left(d^{\prime}\right)=\emptyset \text { for } d, d^{\prime} \in S
$$

(In other words $S$ contains one element from each "shift" class in D; by convention we assume each element of $S$ is the smallest amongst its shifts. $)^{4}$ Finally, for a shift-closed $D$, we define

$$
\operatorname{Fam}(D)=\left\{\operatorname{Trace}(f) \mid f: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q^{n}}, \operatorname{supp}(f) \subseteq D\right\}
$$

Remark 2.8. In [BMSS10] and in many other previous works, the set $\operatorname{Shift}(D)$ is usually called the orbit of $D$, and denoted $\operatorname{Orbit}(D)$. However, we feel that it is better to use the notion of shift as we already use "orbit" to denote orbits under the action of the affine group and we do not wish to mix the two different group actions.

Another important ingredient that we will use is the shadow of a degree.
Definition 2.9 (Shadow, Shadow-closed set). For a non-negative integer $d$, the shadow of $d$ is the set

$$
\operatorname{Shadow}(d)=\left\{e \mid e \leq_{p} d\right\}
$$

The shadow of a set $S$ of non-negative integers is simply the union of the shadows of its elements, i.e.,

$$
\operatorname{Shadow}(S)=\bigcup_{d \in S} \operatorname{Shadow}(d)
$$

We will be interested in shadow-closed sets playing the role of degree sets of functions. A set $S$ of non-negative integers is shadow-closed if $\operatorname{Shadow}(S)=S$.

For a general (linear) family $\mathcal{F}$, the support of $\mathcal{F}$ does not give much useful information about $\mathcal{F}$. However, for affine invariant families, this set completely describes the family. Furthermore, sets of degrees that are closed under shifts and under shadows completely characterize affine-invariant properties. The following lemma gives an equivalent definition of $\operatorname{Fam}(D)$.

[^4]Lemma 2.10. Let $D \subseteq\left\{0, \ldots, q^{n}-1\right\}$ be $p$-shadow closed and $q$-shift closed. Then $\operatorname{Fam}(D)=$ $\left\{f: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q} \mid \operatorname{supp}(f) \subseteq D\right\}$.

Proof. Let $S_{1}=\left\{\operatorname{Trace}(f) \mid f \in \mathbb{F}_{q^{n}}[x], \operatorname{supp}(f) \subseteq D\right\}$ be the standard definition of $\operatorname{Fam}(D)$. Let $S_{2}=\left\{f: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q} \mid \operatorname{supp}(f) \subseteq D\right\}$ be the purpotedly equivalent set.
To see $S_{1} \subseteq S_{2}$, we note that the image of Trace is always in $\mathbb{F}_{q}$ and furthermore $\operatorname{supp}(\operatorname{Trace}(f)) \subseteq$ $\operatorname{Shift}(\operatorname{supp}(f))$. Thus if $\operatorname{supp}(f) \subseteq D$ and $D$ is shift-closed, then for every $g=\operatorname{Trace}(f) \in S_{1}$, we have $g: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}$ and $\operatorname{supp}(g) \subseteq \operatorname{Shift}(D)=D$ and so $g \in S_{2}$.
We now prove $S_{2} \subseteq S_{1}$. Let $f(x)=\sum_{d \in D} c_{d} x^{d} \in S_{2}$. Fix $d \in S$ and let $b=|\operatorname{Shift}(d)|$. Further, let $f^{(d)}(x)=\sum_{i=0}^{b-1} c_{q^{i} d} x^{q^{i} d}$. We will show below that for every $d, f^{(d)}(x) \in S_{1}$ and by linearity it follows that $f(x) \in S_{1}$. (In particular $f=\sum_{d \in S} f^{(d)}$ where $S$ is a shift-representative of $D$.)

Focussing on $f^{(d)}$, using the fact that $f^{q^{i}}=f$, we see that $c_{q^{i} d}=\left(c_{d}\right)^{q^{i}}$. So if $b=n$, then we are set since $f^{(d)}(x)=\operatorname{Trace}\left(c_{d} x^{d}\right) \in S_{1}$. In the general case where $b \neq n$, let $\mathbb{K}=\mathbb{F}_{q^{n}}, \mathbb{L}=\mathbb{F}_{q^{b}}$ and $\mathbb{F}=\mathbb{F}_{q}$. Let Trace $\mathbb{K}_{\mathbb{K} \rightarrow \mathbb{L}}$ denote the trace map from $\mathbb{K}$ to $\mathbb{L}$ given by $\operatorname{Trace}_{\mathbb{K} \rightarrow \mathbb{L}}(x)=x+x^{q^{b}}+x^{q^{2 b}}+\cdots+x^{q^{n-b}}$, and let $\operatorname{Trace}_{\mathbb{L} \rightarrow \mathbb{F}}(x)=x+x^{q}+x^{q^{2}}+\cdots+x^{q^{b-1}}$. Then we note that $f^{(d)}(x)=\operatorname{Trace}_{\mathbb{L} \rightarrow \mathbb{F}}\left(c_{d} x^{d}\right)$, and $c_{d} \in \mathbb{L}\left(\right.$ since $\left.c_{d}=c_{d q^{b}\left(\bmod q^{n}-1\right)}=\left(c_{d}\right)^{q^{b}}\right)$. Now let $\beta \in \mathbb{K}$ be such that $\operatorname{Trace}_{\mathbb{K} \rightarrow \mathbb{L}}(\beta)=c_{d}$. (Such a $\beta$ exists for every $c_{d} \in \mathbb{L}$ since the trace is a surjective map.) Finally, we note that the traces compose naturally, i.e., $\operatorname{Trace}(x)=\operatorname{Trace}_{\mathbb{L} \rightarrow \mathbb{F}}\left(\operatorname{Trace}_{\mathbb{K} \rightarrow \mathbb{L}}(x)\right)$ and so

$$
\begin{aligned}
\operatorname{Trace}\left(\beta x^{d}\right) & =\operatorname{Trace}_{\mathbb{L} \rightarrow \mathbb{F}}\left(\operatorname{Trace}_{\mathbb{K} \rightarrow \mathbb{L}}\left(\beta x^{d}\right)\right) \\
& =\operatorname{Trace}_{\mathbb{L} \rightarrow \mathbb{F}}\left(x^{d} \operatorname{Trace}_{\mathbb{K} \rightarrow \mathbb{L}}(\beta)\right) \\
& =\operatorname{Trace}_{\mathbb{L} \rightarrow \mathbb{F}}\left(c_{d} x^{d}\right) \\
& =f^{(d)}(x)
\end{aligned}
$$

Thus we have $f^{(d)}(x)=\operatorname{Trace}\left(\beta x^{d}\right) \in S_{1}$ as desired.

Our next lemma repeats in different forms in the literature [KS08, GKS08, GKS09, BS10]. Specifically, it is Lemma 3.5 in [BMSS10]. Note that while Lemma 3.5 in [BMSS10] uses the notion of invariance under general affine transformations, the lemma applies also to families invariant under affine permutations due to Proposition 2.4.

Lemma 2.11 (Closed degree sets specify affine-invariant properties). Let $\mathcal{F}$ be a linear and affineinvariant family. Then $\operatorname{Deg}(\mathcal{F})$ is shadow-closed and shift-closed, and $\mathcal{F}=\operatorname{Fam}(\operatorname{Deg}(\mathcal{F}))$. Conversely, if $D$ is shadow-closed and shift-closed then $D$ is the degree set of some affine invariant family. More specifically, $\operatorname{Fam}(D)$ is affine-invariant and $D=\operatorname{Deg}(\operatorname{Fam}(D))$.

Remark 2.12. We note that the interplay between $q$ and $p$ can be a bit confusing so we remind the reader the following facts: $q=p^{s}$ is a prime power. We will be working over the field $\mathbb{F}_{q^{n}}$. The weight of a degree $d$ is defined with respect to its p-ary representation and so is the shadow of d. On the other hand, the shift of $d$ is defined with respect to the Frobenius map over $\mathbb{F}_{q}$. Traces are also computed over $\mathbb{F}_{q}$ and affine-invariance is of course with respect to the group of affine transformations $x \mapsto a x+b$, acting on $\mathbb{F}_{q^{n}}$, where $a \in \mathbb{F}_{q^{n}}^{*}$ and $b \in \mathbb{F}_{q^{n}}$.

### 2.3 The size of affine-invariant properties

The literature on testing of linear properties has two seemingly related, but distinct, notions of sparsity. Both notions lead to testability (under some conditions). Here we define both notions and explicitly compare them.

Definition 2.13 (Size-sparsity, Sparsity). A family $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is said to be $t$-size-sparse if $|\mathcal{F}| \leq q^{n t}$. An affine-invariant family $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is said to be $t$-sparse if there exists a set $S \subseteq\left\{0, \ldots, q^{n}-1\right\}$ with $|S| \leq t$ such that $\operatorname{Shift}(S)=\operatorname{Deg}(\mathcal{F})$.

Thus while size-sparsity is a general combinatorial notion, sparsity is a more algebraic notion. In Section 2.4 we will explain how these notions relate to property testing, but first we try to relate the size of affine-invariant families to their algebraic structure. Our first lemma gives an exact description of the size in terms of the size of the degree sets.

Lemma 2.14. Let $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ be an affine-invariant property and let $D=\operatorname{Deg}(\mathcal{F})$. Then $|\mathcal{F}|=q^{|D|}$.

Proof. Let $S$ be a set of shift-representatives of $D$, clearly $|D|=\sum_{d \in S}|\operatorname{Shift}(d)|$. For $d \in S$, let $C(d)=\left\{\alpha \in \mathbb{F}_{q^{n}} \mid \exists f \in \operatorname{Fam}(D), f(x)=\sum_{e \in D} c_{e} x^{e}\right.$ with $\left.c_{d}=\alpha\right\}$, denote the set of admissible coefficients of $x^{d}$ in $\operatorname{Fam}(D)$ (where we use the equivalent definition of $\operatorname{Fam}(D)$ from Lemma 2.10). As noted in the proof of Lemma 2.10, we have that $\alpha \in C(d)$ only if $\alpha \in \mathbb{F}_{q^{\mid \text {Shift }(d) \mid}}$. Conversely, we also have $\sum_{i=0}^{|\operatorname{Shift}(d)|-1}\left(\alpha x^{d}\right)^{q^{i}} \in \operatorname{Fam}(D)$ for every $\alpha \in \mathbb{F}_{q^{|\operatorname{Shift}(d)|}}$. So $C(d)=\mathbb{F}_{q^{|\operatorname{Shift}(d)|}}$ and in particular $|C(d)|=q^{|\operatorname{Shift}(d)|}$. We now note that $|\mathcal{F}|=\prod_{d \in S}|C(d)|$. Indeed, if we pick, for every $d \in S, \alpha_{d} \in C(d)$ then $\sum_{d \in S} \sum_{i=0}^{|\operatorname{Shift}(d)-1|}\left(\alpha_{d} x^{d}\right)^{q^{i}} \in \operatorname{Fam}(D)$ and because the shifts of different of $d \in S$ are disjoint, we have that the coefficient of $x^{d}$ is $\alpha_{d}$. Putting these together, we have $|\mathcal{F}|=\prod_{d \in S}|C(d)|=\prod_{d \in S} q^{|\operatorname{Shift}(d)|}=q^{\sum_{d \in S}|\operatorname{Shift}(d)|}=q^{|D|}$ as claimed.

For every element $d \in\left\{0, \ldots, q^{n}-1\right\}$, the size of $\operatorname{Shift}(d)$ is at most $n$. For "typical" elements this is also an equality. (We won't define typical, but an insistent reader could use the equality as a definition of being "typical".) Thus for typical degree sets $D=\operatorname{Deg}(\mathcal{F})$ with a set $S$ of shift-representatives we have $|D|=n|S|$ and then the notions of $t$-sparsity and $t$-size-sparsity are equivalent.

However, the above is not true for all families. For instance if one considers the case where $n=2 m$ and $\mathcal{F}=\operatorname{Fam}(\operatorname{Shift}(S))$ for $S=\left\{0,1,1+q^{m}\right\}$ then $\mathcal{F}$ is 3 -sparse but $|\operatorname{Shift}(S)|=|\operatorname{Shift}(0)|+$ $|\operatorname{Shift}(1)|+\left|\operatorname{Shift}\left(1+q^{m}\right)\right|=1+n+m$, which gives $|\mathcal{F}|=q^{1+3 m}$ and so its size-sparsity is some real number which is less than $2 .{ }^{5}$

The following lemma however shows that for sufficiently large $n(n>6)$, sparsity and size-sparsity are related to within a factor of 2 (and so always within a factor of 6 ).

Lemma 2.15. For all $n>6$ and $q$ the following holds: Let $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ be an affine-invariant property. If $\mathcal{F}$ is $t$-sparse then it is also $t$-size-sparse. Conversely if $\mathcal{F}$ is $t$-size-sparse then it is also $(2 t+1)$-sparse.

[^5]To prove the lemma above we use a more technical lemma below (Lemma 2.16) about integers and their shadows.

Proof. Let $D=\operatorname{Deg}(\mathcal{F})$. Let $S$ be a set of shift representatives of $D$. We will show $q^{n \cdot(|S|-1) / 2} \leq$ $|\mathcal{F}| \leq q^{n|S|}$ and this immediately implies the lemma
The upper bound follows easily from Lemma 2.14 since for every $d$ we have $|\operatorname{Shift}(d)| \leq n$ and so $|D| \leq n \cdot|S|$ and thus $|\mathcal{F}|=q^{|D|} \leq q^{n \cdot|S|}$.
To see the lower bound, we first note that since $\operatorname{Shift}(d) \cap \operatorname{Shift}\left(d^{\prime}\right)=\emptyset$ for $d, d^{\prime} \in S$, we have $|D|=\left|\cup_{d \in S} \operatorname{Shift}(d)\right|=\sum_{d \in S}|\operatorname{Shift}(d)|$.
Let $T \subseteq S$ be the set $T=\{d \in S-\{0\}| | \operatorname{Shift}(d) \mid \neq n\}$. Notice $T$ does not contain any integers of weight 1 because these integers have a $n$ different shifts. Let $\psi: T \rightarrow S$ be any map that satisfies $\psi(d) \leq_{p} d$ and $\operatorname{wt}(\psi(d))=\operatorname{wt}(d)-1$. Then by Lemma $2.16 \psi$ is an injective map whose image is in $S-T-\{0\}$. Thus we $|T| \leq(|S|-1) / 2$.
We can use this to bound $|D|$ as follows. We have $|D|=\sum_{d \in S}|\operatorname{Shift}(d)| \geq \sum_{d \in S-T-\{0\}}|\operatorname{Shift}(d)|=$ $n(|S|-|T|-1) \geq n(|S|-1) / 2$. Using Lemma 2.14 we now have $|\mathcal{F}|=q^{|D|} \geq q^{n(|S|-1) / 2}$.

Lemma 2.16. For every $n>6$ and every $q=p^{s}$ : If $d \in\left\{1, \ldots, q^{n}-1\right\}$ is such that $|\operatorname{Shift}(d)|<n$, then for every $e \leq_{p} d$ such that $\mathrm{wt}(e)=\mathrm{wt}(d)-1$, the following are true:

1. $|\operatorname{Shift}(e)|=n$.
2. $d^{\prime}=d$ is the unique integer satisfying $\operatorname{wt}\left(d^{\prime}\right)=\mathrm{wt}(e)+1, e \leq_{p} d^{\prime}$, and $\left|\operatorname{Shift}\left(d^{\prime}\right)\right|<n$.

Proof. The proof of this lemma uses Lemma 2.17 stated and proved below.
Notice first that we can shift $d$ and $e$ jointly so we can assume without loss of generality $d=$ $\sum_{i=0}^{n-1} d_{i} p^{i}$ with $d_{1}>0$, and $e=d-1$. Let $a=|\operatorname{Shift}(d)|$ and so $a$ satisfies $q^{a} d \equiv d\left(\bmod ^{*} q^{n}-1\right)$. Suppose further that $|\operatorname{Shift}(e)|=b<n$. Then we have $q^{b}(d-1) \equiv d-1\left(\bmod ^{*} q^{n}-1\right)$.

Playing with the above we see that

$$
q^{a+b} d \equiv q^{b} d=q^{b}(d-1)+q^{b} \equiv d-1+q^{b}\left(\bmod ^{*} q^{n}-1\right) .
$$

But we also have

$$
q^{a+b} d=q^{a+b}(d-1)+q^{a+b} \equiv q^{a}(d-1)+q^{a+b} \equiv d-q^{a}+q^{a+b}\left(\bmod ^{*} q^{n}-1\right) .
$$

Putting the two together we get $q^{a+b}-q^{a}-q^{b}+1 \equiv 0\left(\bmod ^{*} q^{n}-1\right)$. Recall that $q=p^{s}$. Hence, setting $\tilde{a}=a s, \tilde{b}=b s, \tilde{n}=n s$ and rewriting the above we have $\left(p^{\tilde{a}}-1\right)\left(p^{\tilde{b}}-1\right) \equiv 0\left(\bmod ^{*} p^{\tilde{n}}-1\right)$. This implies that $\left(p^{\tilde{a}}-1\right)\left(p^{\tilde{b}}-1\right) \equiv 0\left(\bmod p^{\tilde{n}}-1\right)$, which by Lemma 2.17 (setting $\left.k=2\right)$ can only occur if $\tilde{a}$ or $\tilde{b}$ is a multiple of $\tilde{n}$. This yields Part (1), and we move to Part (2).

Consider $d^{\prime}=d-1+p^{c}$, for some $0<c<n s$. Let $a=|\operatorname{Shift}(d)|$ and $b=\left|\operatorname{Shift}\left(d^{\prime}\right)\right|$ and suppose $a, b<n$. Then we have $q^{a} d \equiv d\left(\bmod ^{*} q^{n}-1\right)$ and $q^{b} d^{\prime} \equiv d^{\prime}\left(\bmod ^{*} q^{n}-1\right)$.
Again we play with the expression $q^{a+b} d$ and notice

$$
q^{a+b} d \equiv q^{b} d=q^{b}\left(d-1+p^{c}\right)+q^{b}-q^{b} p^{c} \equiv d-1+p^{c}+q^{b}-q^{b} p^{c}\left(\bmod ^{*} q^{n}-1\right) .
$$

On the other hand, we also have

$$
\begin{aligned}
q^{a+b} d & =q^{a+b}\left(d-1+p^{c}\right)+q^{a+b}-q^{a+b} p^{c} \equiv q^{a}\left(d-1+p^{c}\right)+q^{a+b}-q^{a+b} p^{c} \\
& \equiv d-q^{a}+q^{a} p^{c}+q^{a+b}-q^{a+b} p^{c}\left(\bmod ^{*} q^{n}-1\right)
\end{aligned}
$$

Putting the two together, we get $\left(q^{a}-1\right) \cdot\left(q^{b}-1\right) \cdot\left(p^{c}-1\right) \equiv 0\left(\bmod ^{*} q^{n}-1\right)$. Setting $\tilde{a}=a s$, $\tilde{b}=b s, \tilde{c}=c$ and $\tilde{n}=n s$ and rewriting the above (and further taking mod instead of mod*) we have $\left(p^{\tilde{a}}-1\right)\left(p^{\tilde{b}}-1\right)\left(p^{\tilde{c}}-1\right) \equiv 0\left(\bmod p^{\tilde{n}}-1\right)$, which by Lemma 2.17 (with $\left.k=3\right)$ can only occur if $\tilde{a}$ or $\tilde{b}$ or $\tilde{c}$ is a multiple of $\tilde{n}$, giving the desired contradiction.

Finally we use the following lemma to finish the proof of Lemma 2.16. We are grateful to Shripad Garge for permission to include his elegant proof below.

Lemma 2.17 ([Gar11]). Let $p$ be a prime, $n>2$, and $a_{1}, \ldots, a_{k}$ be such that $\prod_{i=1}^{k}\left(p^{a_{i}}-1\right)=$ $0\left(\bmod p^{n}-1\right)$. Then there exists an $i$ such that $n$ divides $a_{i}$, unless $n=6$ and $p=2$.

Proof. Without loss of generality we can assume that the $a_{i}$ 's are at most $n$ (since we can replace each $a_{i}$ by its residue modulo $n$ ). The lemma now follows immediately from [Art55, Corollary 2] which shows that there is always a prime $r$ which divides $p^{n}-1$ but not $p^{j}-1$ for any $j<n$ provided $n>2$ (unless $n=6$ and $p=2$ ). Thus, in such case $r$ (and hence $p^{n}-1$ ) cannot divide $\prod_{i=1}^{k}\left(p^{a_{i}}-1\right)$, unless $a_{i}=n$ for some $i$. The lemma follows.

### 2.4 Known Testable Families

Here we describe known testable families more formally. We start by stating a general theorem due to Kaufman and Sudan [KS08] which gives a general sufficient criterion, but does not give any testable properties explicitly.

Theorem 2.18 ([KS08, Theorem 2.9]). If $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ has a $k$-single orbit characterization, then $\mathcal{F}$ is $k$-locally testable.

The theorem of [KS08] is more general than the above. It applies also to families $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}}^{m} \rightarrow \mathbb{F}_{q}\right\}$. Affine invariance over $\mathbb{F}_{q^{n}}^{m}$ implies affine-invariance over $\mathbb{F}_{q^{n m}}$ (under appropriate correspondence between the two domains) but single-orbit characterization over $\mathbb{F}_{q^{n}}^{m}$ does not transfer, so one should take care with this. We point out that [KS08] need only "formal characterizations" a notion more general than single-orbit characterizations, but subsequent works have worked with the more restricted notion and indeed the restricted notion seems to suffice to capture all known testable affine-invariant properties.
Moving on, we now turn to two classes of explicit families of affine-invariant properties that are locally testable. While in both cases the testability results were not originally expressed as a consequence of Theorem 2.18, it turns out that both can be derived this way also, as we elaborate below.

Reed-Muller Codes. It is a well known fact that Reed-Muller (RM) codes are locally testable [KR06] (see also [AKK ${ }^{+} 05$, JPRZ09]) and we later prove (Theorem 1.5) that they in fact have a single orbit characterization. Interestingly, there are two different ways to think of Reed-Muller codes as an affine invariant family. The first and the more commonly used one is to view RM codes of degree $d$ as $n$-variate polynomials of degree $d$ over $\mathbb{F}_{q}$. This family is invariant under any affine transformation on $\left(\mathbb{F}_{q}\right)^{n}$. A second less common view of Reed-Muller codes of degree $d$ is as univariate polynomials over $\mathbb{F}_{q^{n}}$ of weight degree $d$. In this case the group acting on the codewords is the group of affine permutations $x \rightarrow a x+b$ where $a \in \mathbb{F}_{q^{n}}^{*}$ and $b \in \mathbb{F}_{q^{n}}$. It is not hard to see that the second group is contained in the first group (by embedding $\mathbb{F}_{q^{n}} \hookrightarrow \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, the set of invertible matrices over $\mathbb{F}_{q}$ ). However, as the second testable family that we have is affine invariant with respect to the smaller group, we will have to give up on some of the structure that Reed-Muller codes poses over $\mathbb{F}_{q}$ and study their behavior as a family of weight degree $d$ univariate polynomials over $\mathbb{F}_{q^{n}}$. For that reason it is important for us to prove Theorem 1.5 as it will allow us to get new families of testable (and even single orbit characterizable) properties using Theorem 1.4. We now give the two formal definitions of Reed-Muller codes and show their equivalence.
Let $\operatorname{RM}_{q}(w, n) \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ be the family of Reed-Muller codes of weight degree $w$, defined as

$$
\begin{equation*}
\operatorname{RM}_{q}(w, n)=\left\{f: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q} \mid \forall d \in \operatorname{supp}(f), \operatorname{wt}(d) \leq w\right\} \tag{1}
\end{equation*}
$$

Note that $R M_{q}(w, n)$ is both linear and affine-invariant.
The following theorem proves the equivalence with the more standard definition of RM codes. We include a proof below for completeness, even though the theorem is folklore and has been used before in the related literature (in particular [BS10]). Let $\phi: \mathbb{F}_{q^{n}} \mapsto \mathbb{F}_{q}^{n}$ be any bijective $\mathbb{F}_{q}$-linear map. Denote the standard definition of Reed-Muller codes by

$$
\widetilde{\mathrm{RM}}_{q}(w, n)=\left\{f \circ \phi \mid f=\sum f_{d_{1}, \ldots, d_{n}} x_{1}^{d_{1}} \cdots x_{n}^{d_{n}}, f_{d_{1}, \ldots, d_{n}} \in \mathbb{F}_{q}, \sum d_{i} \leq w\right\} .
$$

Theorem 2.19. Let $\mathrm{RM}_{q}(w, n)$ be as defined in (1). Then $\widetilde{\mathrm{RM}}_{q}(w, n)=\mathrm{RM}_{q}(w, n)$.
For this we will rely on the following three claims. The proofs of the first two are easy so we omit them. (The first is easy and the second is easy given the first.)

Claim 2.20. Both $\widetilde{\mathrm{RM}}_{q}(w, n)$ and $\mathrm{RM}_{q}(w, n)$ are $\mathbb{F}_{q}$-linear spaces.
For two families of functions $\mathcal{F}_{1}, \mathcal{F}_{2}$ we denote $\mathcal{F}_{1} \odot \mathcal{F}_{2}$ to be

$$
\mathcal{F}_{1} \odot \mathcal{F}_{2}=\operatorname{span}_{\mathbb{F}_{q}}\left\{f_{1} \cdot f_{2} \mid f_{1} \in \mathcal{F}_{1} \text { and } f_{2} \in \mathcal{F}_{2}\right\}
$$

Claim 2.21. For every $w>1$ we have that $\widetilde{\mathrm{RM}}_{q}(w, n)=\widetilde{\mathrm{RM}}_{q}(w-1, n) \odot \widetilde{\mathrm{RM}}_{q}(1, n)$. Similarly, $\mathrm{RM}_{q}(w, n)=\mathrm{RM}_{q}(w-1, n) \odot \mathrm{RM}_{q}(1, n)$.

Note that the proof of this claim is immediate given Claim 2.20.
Claim 2.22. $\widetilde{\mathrm{RM}}_{q}(1, n)=\mathrm{RM}_{q}(1, n)$.

Proof. Note that both are $\mathbb{F}_{q}$ linear spaces of dimension exactly $n+1$. Indeed, for $\widetilde{\mathrm{RM}}$ this is obvious and for RM it follows from the fact that if $f(x)=c+\sum_{i=0}^{n-1} c_{i} x^{q^{i}}$ maps $\mathbb{F}_{q^{n}}$ to $\mathbb{F}_{q}$ then using $f^{q}=f$ we get that $c_{i}=c_{0}^{q^{i}}$ and that $c \in \mathbb{F}_{q}$. Hence, the dimension of $\operatorname{RM}_{q}(1, n)$ is exactly $n+1$ (it is determined by $\left(c, c_{0}\right) \in \mathbb{F}_{q} \times \mathbb{F}_{q^{n}}$ ). As $\mathbb{F}_{q^{n}}$ is an $\mathbb{F}_{q}$ vector space of dimension $n$, the linear space of affine functions $\left\{g: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ has dimension exactly $n+1$. Hence, by comparing dimensions we see that both $\widetilde{\mathrm{RM}}_{q}(1, n)$ and $\mathrm{RM}_{q}(1, n)$ are equal to the space of affine functions $\left\{g: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$.

We can now give the proof of Theorem 2.19.
Proof of Theorem 2.19. Given that Claim 2.21 holds, it suffices to prove the theorem for $w=1$ which is done in Claim 2.22.

Sparse Families. The second class of locally testable affine-invariant properties are what are termed "sparse properties". This phrase tends to refer to two different (but seemingly related) notions and we describe them both below along with the associated testability results.
The first refers to testability due to size-sparsity. These results require an additional condition that the family of codes be of very high-distance. To describe the results, we need the notion of distance and the even stronger notion of bias of a family. Recall $\delta(f, g)$ denotes the (normalized Hamming) distance between functions $f$ and $g$, i.e., $\delta(f, g)=q^{-n} \cdot\left|\left\{\alpha \in \mathbb{F}_{q^{n}} \mid f(\alpha) \neq g(\alpha)\right\}\right|$ and the distance of a family $\mathcal{F}$ is the quantity $\delta(\mathcal{F})=\min _{f \neq g \in \mathcal{F}}\{\delta(f, g)\}$. We say that $\mathcal{F}$ is $\epsilon$-biased if for all distinct $f, g \in \mathcal{F}$, we have $\frac{1}{q}+\epsilon \leq \delta(f, g) \leq 1-\frac{1}{q}-\epsilon$.
Proposition 2.23 ([KS07], see also [KL05, KS10]). For every $\gamma>0$ and $t<\infty$ there exists a $k$ such that for every $n$ the following holds: If $\mathcal{F} \subseteq\left\{\mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2}\right\}$ is $t$-size-sparse and has distance $\delta(\mathcal{F}) \geq \frac{1}{2}-2^{-\gamma n}$, then $\mathcal{F}$ is $k$-locally testable.

The results of [KL05, KS10] only hold for the case of families that have bias $2^{-\gamma n}$ (as opposed to the distance condition stated above). However the proof of [KS10] may potentially extend to the case of functions mapping to any field $\mathbb{F}_{q}$ (as opposed to only $\mathbb{F}_{2}$ ). (If true, this would lead to some testability results for affine-invariant properties not covered by the following theorem.)
In the case of affine-invariant properties one can drop the condition on distance (since this turns out to follow from affine-invariance [GKS09, KL10]). Furthermore, now testability can be attributed to single-orbit characterizations.
Proposition 2.24 ([KL10], see also [GKS09]). For every prime number $q$ and integer $t$ there exists $k=k(t, q)$ such that the following holds. For every $n$ and every affine-invariant $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$, if $\mathcal{F}$ is $t$-sparse then $\mathcal{F}$ has a $k$-single orbit characterization (and is hence $k$-locally testable).

## 3 Sums of Affine-Invariant Properties

In this section we prove Theorem 1.4. The main idea behind the proof is that instead of looking at the sets of degrees of a locally characterizable family $\mathcal{F}$, we look at the border set of degrees. These are the integers that do not themselves belong to $\operatorname{Deg}(\mathcal{F})$ but every integer in their shadow is in $\operatorname{Deg}(\mathcal{F})$.

Definition 3.1 (Border of a family). Let $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ be a family of functions. The border of $\mathcal{F}$ is the set of degrees given by

$$
\operatorname{Border}(\mathcal{F})=\left\{d \notin \operatorname{Deg}(\mathcal{F}) \mid \forall e<_{p} d, e \in \operatorname{Deg}(\mathcal{F})\right\}
$$

The following lemma gives several equivalent definitions to being a $k$-single orbit characterizable family. The lemma can be seen as an extension of Lemma 3.6 in [BMSS10].

Lemma 3.2. [Equivalent definitions of $k$-single orbit characterizable family]
Let $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ be a linear affine-invariant family. The following are equivalent:

1. $\left(\bar{\alpha} ;\left\{\bar{\lambda}_{i}\right\}_{i=1}^{t}\right)$ is a $k$-single orbit characterization of $\mathcal{F}$, where $\bar{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in \mathbb{F}_{q^{n}}^{k}$ and $\bar{\lambda}_{i}=\left(\lambda_{i, 1}, \ldots, \lambda_{i, k}\right) \in \mathbb{F}_{q}^{k}$.
2. For all d,

$$
d \in \operatorname{Deg}(\mathcal{F}) \Leftrightarrow \forall i \sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} x+y\right)^{d} \equiv 0
$$

In other words, the RHS is the zero polynomial, for every $i$.
3. For all d,

$$
d \in \operatorname{Deg}(\mathcal{F}) \Leftrightarrow \forall e \leq_{p} d, \forall i \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0
$$

4. For all $d \in \operatorname{Deg}(\mathcal{F}) \cup \operatorname{Border}(\mathcal{F})$,

$$
d \in \operatorname{Deg}(\mathcal{F}) \Leftrightarrow \forall i \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{d}=0
$$

We break the proof down into four intermediary lemmas. Clearly it is enough to prove Lemmas $3.3,3.4,3.5$ and 3.6 in order to prove Lemma 3.2.

Lemma 3.3. Conditions 2 and 3 in Lemma 3.2 are equivalent.

Proof. For this, it is enough to prove that for any $d$ and for all $1 \leq i \leq t$,

$$
\sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} x+y\right)^{d}=0 \Leftrightarrow \forall e \leq_{p} d, \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0
$$

Fix $d$ and $i$. By the discussion following Lucas' theorem (Theorem 2.1) we get

$$
\begin{aligned}
\sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} x+y\right)^{d} & =\sum_{j=1}^{k} \lambda_{i, j} \sum_{e \leq_{p} d}\binom{d}{e} \alpha_{j}^{e} x^{e} y^{d-e} \\
& =\sum_{e \leq_{p} d}\binom{d}{e}\left(\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}\right) x^{e} y^{d-e}
\end{aligned}
$$

Since $\binom{d}{e} \neq 0$ when $e \leq_{p} d$, this equality of polynomials tells us that

$$
\sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} x+y\right)^{d}=0 \Leftrightarrow \sum_{e \leq_{p} d}\binom{d}{e}\left(\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}\right) x^{e} y^{d-e}=0 \Leftrightarrow \forall e \leq_{p} d, \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0
$$

as required.
Lemma 3.4. Conditions 3 and 4 in Lemma 3.2 are equivalent.
Proof. We start by proving that Condition 3 implies Condition 4. For this, we assume Condition 3 and prove that for $d \in \operatorname{Deg}(\mathcal{F}), \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{d}=0$ and for $d \in \operatorname{Border}(\mathcal{F}), \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{d} \neq 0$. First note that if $d \in \operatorname{Deg}(\mathcal{F})$, then any $e$ in the shadow of $d$ satisfies $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0$. In particular, $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{d}=0$. Now, consider $d \in \operatorname{Border}(\mathcal{F})$. Since $d \notin \operatorname{Deg}(\mathcal{F})$, by Condition 3 we know that there exists an $e$ in the shadow of $d$ such that $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e} \neq 0$. But $d$ is the only element in the shadow of itself that does not belong to $\operatorname{Deg}(\mathcal{F})$, so that all elements $e$ in the strict shadow of $d$ satisfy $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0$. Thus $d$ must be such that $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{d} \neq 0$.
We now prove that Condition 4 implies Condition 3. For this we assume Condition 4 and first prove that for $d \in \operatorname{Deg}(\mathcal{F})$, all elements $e$ in the shadow of $d$ satisfy $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0$. Recall that $\mathcal{F}$ is an affine-invariant family, so that $\operatorname{Deg}(\mathcal{F})$ is shadow-closed. Thus, for $d \in \operatorname{Deg}(\mathcal{F})$, all elements $e$ in the shadow of $d$ also belong to $\operatorname{Deg}(\mathcal{F})$, and by Condition 4 must all satisfy $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0$. Now we prove that for any $d \notin \operatorname{Deg}(\mathcal{F})$, there exists an element $e$ in its shadow such that $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e} \neq 0$. We claim that for any $d \notin \operatorname{Deg}(\mathcal{F})$, there exists an element $e$ in its shadow that belongs to $\operatorname{Border}(\mathcal{F})$. Using Condition 4, this completes the proof. To see that the claim is true, take $d \notin \operatorname{Deg}(\mathcal{F})$ and consider a chain of elements in its shadow $d \geq_{q} e_{1} \geq_{q} \cdots \geq_{q} e_{\ell}$, where $e_{\ell}$ is a minimal element not in $\operatorname{Deg}(\mathcal{F})$, i.e., all the strict shadow of $e_{\ell}$ is contained in $\operatorname{Deg}(\mathcal{F})$. Then either $e_{\ell} \in \operatorname{Border}(\mathcal{F})$, or $e_{\ell}=0$. But for nontrivial $\mathcal{F}, \operatorname{Deg}(\mathcal{F})$ always contains 0 , so that it must be the case that $e_{\ell} \in \operatorname{Border}(\mathcal{F})$.

Lemma 3.5. Condition 2 implies Condition 1, in Lemma 3.2.
Proof. Assume $\mathcal{F}$ and $\left(\bar{\alpha} ;\left\{\bar{\lambda}_{i}\right\}_{i=1}^{t}\right)$ are such that Condition 2 holds. We want to show that for any $f: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}$,

$$
f \in \mathcal{F} \Leftrightarrow \forall i: \sum_{j=1}^{k} \lambda_{i, j} f\left(\alpha_{j} a+b\right)=0 \quad \forall a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}} .
$$

Let $f(x)=\sum_{d} f_{d} x^{d}$ be in $\mathcal{F}$. Consider a degree $d$ in the support of $f$. Since $d \in \operatorname{Deg}(\mathcal{F})$ it follows that

$$
\forall i \sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} x+y\right)^{d}=0 .
$$

Fix $a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}}$. We have that

$$
\sum_{j=1}^{k} \lambda_{i, j} f\left(\alpha_{j} a+b\right)=\sum_{j=1}^{k} \lambda_{i, j} \sum_{d} f_{d}\left(\alpha_{j} a+b\right)^{d}=\sum_{d} f_{d}\left(\sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} a+b\right)^{d}\right)=\sum_{d} f_{d} \cdot 0=0 .
$$

To prove the other side of the equivalence, suppose $f$ is such that for every $1 \leq i \leq t$,

$$
\begin{equation*}
\sum_{j=1}^{k} \lambda_{i, j} f\left(\alpha_{j} a+b\right)=0 \quad \forall a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}} \tag{2}
\end{equation*}
$$

Define the family $\mathcal{F}^{\prime}$ as the smallest affine-invariant linear family containing $f$, that is,

$$
\mathcal{F}^{\prime}=\left\{\sum_{a, b} \gamma_{a b} f(x a+b) \mid a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}}, \gamma_{a b} \in \mathbb{F}_{q}\right\}
$$

By linearity and Equation (2), for any $g \in \mathcal{F}^{\prime}$ and $1 \leq i \leq t$ we have that

$$
\sum_{j=1}^{k} \lambda_{i, j} g\left(\alpha_{j} a+b\right)=0 \quad \forall a, b
$$

Now, every degree $d$ in the support of $f$ satisfy $d \in \operatorname{Deg}\left(\mathcal{F}^{\prime}\right)$. As $\mathcal{F}^{\prime}$ is affine-invariant, every $e \leq_{p} d$ also belongs to $\operatorname{Deg}\left(\mathcal{F}^{\prime}\right)$. Thus, for all $e \leq_{p} d$,

$$
\operatorname{Trace}\left(\beta x^{e}\right) \in \mathcal{F}^{\prime} \quad \forall \beta \in \mathbb{F}_{q^{n}} .
$$

Indeed, this follows immediately from Lemma 2.11 and the fact that $\mathcal{F}^{\prime}$ is linear affine invariant. Thus, for all such $e$ and for any $\beta$, Trace $\left(\beta x^{e}\right)$ satisfies

$$
0=\sum_{j=1}^{k} \lambda_{i, j} \operatorname{Trace}\left(\beta\left(\alpha_{j} a+b\right)^{e}\right)=\operatorname{Trace}\left(\beta \sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} a+b\right)^{e}\right) \quad \forall a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}}
$$

and in particular, letting $a=1$ and $b=0$, we get $\operatorname{Trace}\left(\beta \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}\right)=0$. However, this holds for all $\beta$ if and only if $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0$.
Hence, for every degree $d$ in the support of $f$ and $1 \leq i \leq t$, it holds that

$$
\forall e \leq_{p} d, \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0
$$

By Condition 3 (which by Lemma 3.3 is equivalent to Condition 2), this implies that $d \in \operatorname{Deg}(\mathcal{F})$ for every $d$ in the support of $f$. Lemmas 2.10 and 2.11 now imply that $f \in \mathcal{F}$.

Lemma 3.6. Condition 1 in Lemma 3.2 implies Condition 3.
Proof. Assume $\mathcal{F}$ and $\left(\bar{\alpha} ;\left\{\bar{\lambda}_{i}\right\}_{i=1}^{t}\right)$ are such that

$$
f \in \mathcal{F} \Leftrightarrow \forall i: \sum_{j=1}^{k} \lambda_{i, j} f\left(\alpha_{j} a+b\right)=0 \quad \forall a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}} .
$$

We want to show that for any $d$,

$$
d \in \operatorname{Deg}(\mathcal{F}) \Leftrightarrow \forall i \text { and } \forall e \leq_{p} d, \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0
$$

First take $d \in \operatorname{Deg}(\mathcal{F})$. Recall that $\operatorname{Deg}(\mathcal{F})$ is shadow-closed by affine-invariance of $\mathcal{F}$, so that all $e \leq_{p} d$ belong to $\operatorname{Deg}(\mathcal{F})$, and for all such $e$, $\operatorname{Trace}\left(\beta x^{e}\right) \in \mathcal{F}$ for every $\beta \in \mathbb{F}_{q^{n}}$. By Condition 1 , we thus have, for all $e \leq_{p} d$ and $1 \leq i \leq t$,

$$
0=\sum_{j=1}^{k} \lambda_{i, j} \operatorname{Trace}\left(\beta\left(\alpha_{j} a+b\right)^{e}\right)=\operatorname{Trace}\left(\beta \sum_{j=1}^{k} \lambda_{i, j}\left(\alpha_{j} a+b\right)^{e}\right) \quad \forall a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}}, \beta \in \mathbb{F}_{q^{n}} .
$$

In particular,

$$
\operatorname{Trace}\left(\beta \sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}\right)=0, \forall \beta
$$

But this is true if and only if $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0$.
Conversely, assume that $d$ is such that for every $i$ and every $e \leq_{p} d$ it holds that $\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}=0$. Noting that

$$
\sum_{j=1}^{k} \lambda_{i, j} \operatorname{Trace}\left(\left(\alpha_{j} a+b\right)^{d}\right)=\operatorname{Trace}\left(\sum_{e \leq_{p} d}\binom{d}{e}\left(\sum_{j=1}^{k} \lambda_{i, j} \alpha_{j}^{e}\right) a^{e} b^{d-e}\right)
$$

we see that $\sum_{j=1}^{k} \lambda_{i, j} \operatorname{Trace}\left(\left(\alpha_{j} a+b\right)^{d}\right)=0$ for every $a \in \mathbb{F}_{q^{n}}^{*}, b \in \mathbb{F}_{q^{n}}$, so that $\operatorname{Trace}\left(x^{d}\right) \in \mathcal{F}$ and $d \in \operatorname{Deg}(\mathcal{F})$.

### 3.1 Proof of Main Theorem

Now we have all the required definitions and tools to prove our main theorem.
Proof of Theorem 1.4. Let $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ be linear, affine-invariant families of functions from $\mathbb{F}_{q^{n}}$ to $\mathbb{F}_{q}$, such that $\mathcal{F}_{1}$ has a $k_{1}$-single orbit characterization and $\mathcal{F}_{2}$ has a $k_{2}$-single orbit characterization. We denote $\mathcal{F}=\mathcal{F}_{1}+\mathcal{F}_{2}$. Let us also denote $k=\max \left\{k_{1}, k_{2}\right\}$. By Condition 2 in Lemma 3.2, we know that there exist $\left(\bar{\alpha}^{(1)} ;\left\{\bar{\lambda}_{i}^{(1)}\right\}_{i=1}^{t_{1}}\right)$, where $\bar{\alpha}^{(1)}=\left(\alpha_{1}^{(1)}, \ldots, \alpha_{k_{1}}^{(1)}\right) \in \mathbb{F}_{q^{n}}^{k_{1}}$ and $\bar{\lambda}_{i}^{(1)}=\left(\lambda_{i, 1}^{(1)}, \ldots, \lambda_{i, k_{1}}^{(1)}\right) \in$ $\mathbb{F}_{q}^{k_{1}}$, such that for every possible degree $d$,

$$
d \in \operatorname{Deg}\left(\mathcal{F}_{1}\right) \quad \Leftrightarrow \quad \forall 1 \leq i \leq t_{1} \quad \sum_{j=1}^{k} \lambda_{i j}^{(1)}\left(\alpha_{j}^{(1)} x+y\right)^{d}=0 .
$$

Similarly, there exist $\left(\bar{\alpha}^{(2)} ;\left\{\bar{\lambda}_{i}^{(2)}\right\}_{i=1}^{t_{2}}\right)$, where $\bar{\alpha}^{(2)}=\left(\alpha_{1}^{(2)}, \ldots, \alpha_{k_{2}}^{(2)}\right) \in \mathbb{F}_{q^{n}}^{k_{2}}$ and $\bar{\lambda}_{i}^{(2)}=$ $\left(\lambda_{i, 1}^{(2)}, \ldots, \lambda_{i, k_{2}}^{(2)}\right) \in \mathbb{F}_{q}^{k_{2}}$, such that for every degree $d$,

$$
d \in \operatorname{Deg}\left(\mathcal{F}_{2}\right) \quad \Leftrightarrow \quad \forall 1 \leq i \leq t_{2} \quad \sum_{j=1}^{k} \lambda_{i j}^{(2)}\left(\alpha_{j}^{(2)} x+y\right)^{d}=0
$$

The proof will follow from a counting argument. We will use the fact that any shift of any local constraint defines another viable local constraint. We will then count the number of elements in $\operatorname{Border}(\mathcal{F})$ and show that each of them can satisfy only a certain number of constraints. Then, we will use the abundance of $k$-local constraints for $\mathcal{F}$ to prove that we can take the orbit of one of them to get a single orbit characterization of $\mathcal{F}$. The counting will be algebraic and will rely on the ability to view a 'bad' constraint as a root of a certain polynomial of a not too high degree. The Schwartz-Zippel lemma (Lemma 2.3) then guarantees the the polynomial does not have too many roots and hence most constraints are 'good'.

For any degree $d, 1 \leq i_{1} \leq t_{1}$ and $1 \leq i_{2} \leq t_{2}$, consider the formal polynomial

$$
\begin{aligned}
p_{i_{1}, i_{2}, d}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) & =\sum_{j_{1}=1}^{k_{1}} \sum_{j_{2}=1}^{k_{2}} \lambda_{i_{1}, j_{1}}^{(1)} \lambda_{i_{2}, j_{2}}^{(2)}\left(\alpha_{j_{1}}^{(1)} x_{1}+y_{1}\right)^{d}\left(\alpha_{j_{2}}^{(2)} x_{2}+y_{2}\right)^{d} \\
& =\left(\sum_{j_{1}=1}^{k_{1}} \lambda_{i_{1}, j_{1}}^{(1)}\left(\alpha_{j_{1}}^{(1)} x_{1}+y_{1}\right)^{d}\right)\left(\sum_{j_{2}=1}^{k_{2}} \lambda_{i_{2}, j_{2}}^{(2)}\left(\alpha_{j_{2}}^{(2)} x_{2}+y_{2}\right)^{d}\right) .
\end{aligned}
$$

Note that $\operatorname{Deg}(\mathcal{F})=\operatorname{Deg}\left(\mathcal{F}_{1}\right) \cup \operatorname{Deg}\left(\mathcal{F}_{2}\right)$, so that for any $d$, it is straightforward to see that

$$
\begin{equation*}
d \in \operatorname{Deg}(\mathcal{F}) \quad \Leftrightarrow \quad \forall i_{1}, i_{2} \quad p_{i_{1}, i_{2}, d}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=0 . \tag{3}
\end{equation*}
$$

For any assignment $\left(a_{1}, a_{2}, b_{1}, b_{2}\right) \in \mathbb{F}_{q^{n}}^{* 2} \times \mathbb{F}_{q^{n}}^{2}$ of the variables $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$, we know from equation (3) that the set of points $\left\{\gamma_{i_{1}, i_{2}, j_{1}, j_{2}}=\left(\alpha_{i_{1}, j_{1}}^{(1)} a_{1}+b_{1}\right)\left(\alpha_{i_{2}, j_{2}}^{(2)} a_{2}+b_{2}\right)\right\}_{i_{1}, i_{2}, j_{1}, j_{2}}$ and scalars $\left\{\lambda_{i_{1}, j_{1}}^{(1)} \lambda_{i_{2}, j_{2}}^{(2)}\right\}_{i_{1}, i_{2}, j_{1}, j_{2}}$ satisfy

$$
\forall d \in \operatorname{Deg}(\mathcal{F}), p_{i_{1}, i_{2}, d}\left(a_{1}, a_{2}, b_{1}, b_{2}\right)=\sum_{j_{1}, j_{2}} \lambda_{i_{1}, j_{1}}^{(1)} \lambda_{i_{2}, j_{2}}^{(2)} \gamma_{i_{1}, i_{2}, j_{1}, j_{2}}^{d}=0 .
$$

By Condition 4 in Lemma 3.2, to give a $\kappa$-single orbit characterization of $\mathcal{F}$ it is enough to find an assignment $\left(a_{1}, a_{2}, b_{1}, b_{2}\right) \in \mathbb{F}_{q^{n}}^{* 2} \times \mathbb{F}_{q^{n}}^{2}$ satisfying

$$
\forall d \in \operatorname{Border}(\mathcal{F}), p_{i_{1}, i_{2}, d}\left(a_{1}, a_{2}, b_{1}, b_{2}\right)=\sum_{j_{1}, j_{2}} \lambda_{i_{1}, j_{1}}^{(1)} \lambda_{i_{2}, j_{2}}^{(2)} \gamma_{i_{1}, i_{2}, j_{1}, j_{2}}^{d} \neq 0 .
$$

For any $\left(i_{1}, i_{2}, d\right)$, define the event $\mathrm{BAD}_{i_{1}, i_{2}, d}$, over $\left(a_{1}, a_{2}, b_{1}, b_{2}\right) \in \mathbb{F}_{q^{n}}^{* 2} \times \mathbb{F}_{q^{n}}^{2}$, as the event that $p_{i_{1}, i_{2}, d}\left(a_{1}, a_{2}, b_{1}, b_{2}\right)=0$ and let

$$
\mathrm{BAD}=\bigcup_{d \in \operatorname{Border}(\mathcal{F})} \bigcup_{i_{1}=1}^{t_{1}} \bigcup_{i_{2}=1}^{t_{2}} \operatorname{BAD}_{i_{1}, i_{2}, d}
$$

We would like to upper bound $\operatorname{Pr}[\mathrm{BAD}]$, where the probability is taken over a uniformly random choice of $\left(a_{1}, a_{2}, b_{1}, b_{2}\right) \in \mathbb{F}_{q^{n}}^{* 2} \times \mathbb{F}_{q^{n}}^{2}$. By the union bound,

$$
\begin{align*}
\operatorname{Pr}[\mathrm{BAD}] & \leq \sum_{\substack{d \in \operatorname{Border}(\mathcal{F}) \\
1 \leq i_{1} \leq t_{1}, 1 \leq i_{2} \leq t_{2}}} \operatorname{Pr}\left[\mathrm{BAD}_{\left.i_{1}, i_{2}, d\right]}\right] \\
& \leq|\operatorname{Border}(\mathcal{F})| \cdot t_{1} \cdot t_{2} \cdot \max _{\substack{d \in \operatorname{Borddr}(\mathcal{F}) \\
i_{1}, i_{2}}} \operatorname{Pr}\left[\mathrm{BAD}_{i_{1}, i_{2}, d}\right]  \tag{4}\\
& \leq|\operatorname{Border}(\mathcal{F})| \cdot k^{2} \cdot \max _{\substack{d \in \operatorname{Borded}(\mathcal{F}) \\
i_{1}, i_{2}}} \operatorname{Pr}\left[\mathrm{BAD}_{i_{1}, i_{2}, d}\right],
\end{align*}
$$

where we used the simple observation that $t_{1} \leq k_{1} \leq k$ and $t_{2} \leq k_{2} \leq k$. The rest of the proof follows from three claims.

Claim 3.7. For all $d \in \operatorname{Border}(\mathcal{F}), \operatorname{wt}(d) \leq k$.
Proof. The proof follows from (our) Lemma 3.5 and from Theorem 3.6 in [BS10].
Claim 3.8. For all $i_{1}, i_{2}$ and $d^{\prime} \in \operatorname{Shift}(d), B A D_{i_{1}, i_{2}, d} \Leftrightarrow B A D_{i_{1}, i_{2}, d^{\prime}}$.
Proof. Let $d^{\prime}$ be a shift of $d$, so that $d^{\prime} \equiv q^{\ell} \cdot d\left(\bmod ^{*} q^{n}-1\right)$ for some $\ell . \mathrm{BAD}_{i_{1}, i_{2}, d}$ is the event that $p_{i_{1}, i_{2}, d}\left(a_{1}, a_{2}, b_{1}, b_{2}\right)=\sum_{j_{1}, j_{2}} \lambda_{i_{1}, j_{1}}^{(1)} \lambda_{i_{2}, j_{2}}^{(2)} \gamma_{i_{1}, i_{2}, j_{1}, j_{2}}^{d}=0$. But if $\mathrm{BAD}_{i_{1}, i_{2}, d}$ holds, then we have that $p_{i_{1}, i_{2}, d}\left(a_{1}, a_{2}, b_{1}, b_{2}\right)^{q^{\ell}}=0$, so that

$$
\sum_{j_{1}, j_{2}}\left(\lambda_{i_{1}, j_{1}}^{(1)}\right)^{q^{\ell}}\left(\lambda_{i_{2}, j_{2}}^{(2)}\right)^{q^{\ell}} \gamma_{i_{1}, i_{2}, j_{1}, j_{2}}^{q^{\ell} d}=\sum_{j_{1}, j_{2}} \lambda_{i_{1}, j_{1}}^{(1)} \lambda_{i_{2}, j_{2}}^{(2)} i_{i_{1}, i_{2}, j_{1}, j_{2}}^{d^{\prime}}=0,
$$

which holds since $\lambda_{i_{1}, j_{1}}^{(1)}$ and $\lambda_{i_{2}, j_{2}}^{(2)}$ are in the base field, and since $\gamma_{i_{1}, i_{2}, j_{1}, j_{2}}^{q^{\ell} d}=\gamma_{i_{1}, i_{2}, j_{1}, j_{2}}^{q^{\ell} d\left(\bmod ^{*} q^{n}-1\right)}=$ $\gamma_{i_{1}, i_{2}, j_{1}, j_{2}}^{d^{\prime}}$. But this is exactly the event $\mathrm{BAD}_{i_{1}, i_{2}, d^{\prime}}$, so that $\mathrm{BAD}_{i_{1}, i_{2}, d} \Rightarrow \mathrm{BAD}_{i_{1}, i_{2}, d^{\prime}}$. The converse is proven similarly by noting that $d=q^{n-\ell} \cdot d^{\prime}\left(\bmod ^{*} q^{n}-1\right)$.

Claim 3.9. For any $d$ of weight $\mathrm{wt}(d)=w$, there exists $d^{\prime} \in \operatorname{Shift}(d)$ satisfying

$$
d^{\prime}<q \cdot q^{n\left(1-\frac{1}{w}\right)} .
$$

Proof. The proof of the claim relies on the following fact: in a string of ( $p$-ary) digits of length $m$ and weight $w$, there exists a substring consisting of at least ( $\lceil m / w\rceil-1$ ) consecutive zeroes. Now, if we represent $d$ in base $q$ then it also has weight at most $k$. We can now shift this $q$-ary representation of $d$ by looking at some shift $q^{i} d\left(\bmod ^{*} q^{n}-1\right)$ such that the last $(\lceil n / w\rceil-1) q$-ary digits in its representation are zeros. Letting $d^{\prime}=q^{i} d\left(\bmod ^{*} q^{n}-1\right)$ the claim follows.

By Claim 3.7, we can upper-bound $|\operatorname{Border}(\mathcal{F})|$ by the number of degrees of weight at most $k$. If we denote $q=p^{s}$ then a rough upper bound is $\binom{n s+k}{k}$. To find an upper bound for $\max _{\substack{d \in \operatorname{Border}(\mathcal{F}) \\ i_{1}, i_{2}}} \operatorname{Pr}\left[\operatorname{BAD}_{i_{1}, i_{2}, d}\right]$, first note that for any $d \in \operatorname{Border}(\mathcal{F})$, the polynomial $p_{i_{1}, i_{2}, d}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ is not identically zero, by equation (3). We can thus upper-bound,
by the Schwartz-Zippel lemma (Lemma 2.3), the probability that $\left(a_{1}, a_{2}, b_{1}, b_{2}\right)$ is a root of $p_{i_{1}, i_{2}, d}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ as

$$
\operatorname{Pr}\left[\mathrm{BAD}_{i_{1}, i_{2}, d}\right] \leq \frac{\operatorname{deg}\left(p_{i_{1}, i_{2}, d}\right)}{q^{n}-1} \leq \frac{2 d}{q^{n}-1}
$$

Claim 3.8 allows us to upper-bound $\operatorname{Pr}\left[\operatorname{BAD}_{i_{1}, i_{2}, d}\right]$, for any $d$, by the best upper bound SchwartzZippel gives us for any $d^{\prime}$ in the orbit of $d$. In particular,

$$
\operatorname{Pr}\left[\mathrm{BAD}_{i_{1}, i_{2}, d}\right] \leq \min _{d^{\prime} \in \operatorname{Shift}(d)} \frac{2 d^{\prime}}{q^{n}-1}<\frac{2 q q^{-\frac{n}{w t(d)}}}{1-q^{-n}},
$$

where the second inequality follows from Claim 3.9. Finally, using Claim 3.7, we have that for any $d \in \operatorname{Border}(\mathcal{F})$,

$$
\operatorname{Pr}\left[\mathrm{BAD}_{i_{1}, i_{2}, d}\right] \leq \frac{2 q q^{-\frac{n}{k}}}{1-q^{-n}},
$$

since $\operatorname{wt}(d) \leq k$. We can finally upper bound $\operatorname{Pr}[\mathrm{BAD}]$, assuming $n \geq k$, as

$$
\operatorname{Pr}[\mathrm{BAD}] \leq \frac{2 q q^{-\frac{n}{k}}}{1-q^{-n}}\binom{n s+k}{k} \leq \frac{2 q q^{-\frac{n}{k}}}{1-q^{-n}}\left(\frac{e(s n+k)}{k}\right)^{k},
$$

where $e$ is the natural logarithm. Easy calculation show that for $n \geq 10 k^{2} \log _{q}(k)+10$ it holds that $\operatorname{Pr}[\mathrm{BAD}]<1$.
Therefore, for $n \geq 10 k^{2} \log _{q}(k)+10$, there exists $a_{1}, a_{2} \in \mathbb{F}_{q^{n}}^{*}$ and $b_{1}, b_{2} \in \mathbb{F}_{q^{n}}$ such that the set of points $\left\{\gamma_{i_{1}, i_{2}, j_{1}, j_{2}}=\left(\lambda_{i_{1}, j_{1}}^{(1)} a_{1}+b_{1}\right)\left(\lambda_{i_{2}, j_{2}}^{(2)} a_{2}+b_{2}\right)\right\}_{i_{1}, i_{2}, j_{1}, j_{2}}$ and scalars $\left\{\lambda_{i_{1}, j_{1}}^{(1)} \lambda_{i_{2}, j_{2}}^{(2)}\right\}_{i_{1}, i_{2}, j_{1}, j_{2}}$ form a $k_{1} k_{2}$-single orbit characterization for $\mathcal{F}$.
When $n<10 k^{2} \log _{q}(k)+10$, it is clear that any property can be characterized by reading $q^{n}$ locations. In other words, the property has a $q^{n}$-single orbit local characterization.

## 4 Single orbit characterization of Reed-Muller codes

In this section we prove Theorem 1.5. For the sake of readability we restate it.
Theorem 1.5. Let $q=p^{s}$ be a prime power. Let $w, n$ be integers such that $w+1<\sqrt{\frac{n}{\log _{q}(3 n s)}}$. Denote $w+1=r(p-1)+\ell$, where $0 \leq \ell<p-1$. Then, the $q$-ary Reed-Muller family of weight degree $w, \mathrm{RM}_{q}(w, n)$, has a $k$-single orbit characterization for $k=p^{r} \cdot(\ell+1)$. In particular, for every $w, q$ there exists a $k=k(w, q)$ such that the $q$-ary Reed-Muller family of weight degree $w$ has a $k$-single orbit characterization.

For the case of the binary field we can prove that no matter what $w$ is, $\mathrm{RM}_{2}(w, n)$ is single orbit characterized with locality $2^{w+1}$. Notice that the locality is the same as the guarantee in Theorem 1.5 and the only difference is that $w$ is not restricted.

Theorem 4.1. For all positive integers $w, n$, the binary Reed-Muller family of weight degree $w$ $\mathrm{RM}_{2}(w, n)$ is $2^{w+1}$-single orbit.

We first prove Theorem 1.5. The proof of Theorem 4.1 is given in Section 4.1.
For the proof we will need the following notations and facts from [GSL10].
Given a polynomial $f$, we define the first derivative along $y$, denoted $f_{(y, 1)}$, as

$$
f_{(y, 1)}(x)=f(x+y)-f(x) .
$$

We define the $\ell^{\text {th }}$ derivative along $y$ for $\ell \geq 1$ inductively as

$$
f_{(y, \ell)}(x)=f_{(y, \ell-1)}(x+y)-f_{(y, \ell-1)}(x) .
$$

It is easy to verify that

$$
\begin{equation*}
f_{(y, \ell)}(x)=\sum_{0 \leq j \leq \ell}(-1)^{\ell-j}\binom{\ell}{j} f(x+j y) . \tag{5}
\end{equation*}
$$

We define multiple derivatives in multiple directions, which we denote by $f_{\left(y_{1}, \ell_{1}\right), \ldots,\left(y_{r+1}, \ell_{r+1}\right)}(x)$. To derive a formula for those derivatives we define the following quantity for all $\ell, c$

$$
\mu(\ell, c)=\sum_{0 \leq j \leq \ell}(-1)^{\ell-j}\binom{\ell}{j} j^{c} .
$$

The following combinatorial identities are well-known (a proof can be found in [GSL10]).
Fact 4.2 (Fact 3.2 in [GSL10]). Let $\ell \leq p-1$. Then

$$
\begin{aligned}
& \mu(\ell, c)=0 \text { for } c \in\{0, \ldots, \ell-1\}, \\
& \mu(\ell, \ell) \not \equiv 0 \bmod p .
\end{aligned}
$$

Hence, for $\ell \leq p-1$,

$$
\begin{aligned}
x_{(y, \ell)}^{d} & =\sum_{j=0}^{\ell}(-1)^{\ell-j}\binom{\ell}{j}(x+j y)^{d} \\
& =\sum_{j=0}^{\ell}(-1)^{\ell-j}\binom{\ell}{j} \sum_{e \leq d}\binom{d}{e} x^{d-e}(j y)^{e} \\
& ={ }^{(*)} \sum_{e \leq d}\binom{d}{e} x^{d-e} y^{e} \sum_{j=0}^{\ell}(-1)^{\ell-j}\binom{\ell}{j} j^{\mathrm{wt}(e)} \\
& =\sum_{e \leq d}\binom{d}{e} x^{d-e} y^{e} \mu(\ell, \mathrm{wt}(e)) \\
& =\sum_{\substack{(\dagger)}} \begin{array}{l}
\binom{d}{e \leq d} x^{d-e} y^{e} \mu(\ell, \mathrm{wt}(e))
\end{array}
\end{aligned}
$$

where in $(*)$ we use the fact that for $0 \leq j<p, j^{e}=j^{\mathrm{wt}(e)}$ (since $j^{p^{i}}=j$ ) and in ( $\dagger$ ) we use $\mu(\ell, \mathrm{wt}(e))=0$ for $\mathrm{wt}(e)<\ell \leq p-1$. Thus, differentiating $\ell$ times along $y$ reduces the weight of the degree of $x$ by at least $\ell$, as one would expect.

By repeating this calculation, we can compute an expression for derivatives in multiple "directions". Given vectors $d, e_{1}, \ldots, e_{r+1}$ we use the notation $\binom{d}{e_{1}, \ldots, e_{r+1}}$ for the product of multinomials $\binom{d}{e_{1}}\binom{d-e_{1}}{e_{2}} \ldots$. We have

$$
\begin{align*}
& x_{\left(y_{1}, \ell_{1}\right), \ldots,\left(y_{r+1}, \ell_{r+1}\right)=}^{d}\left(\begin{array}{c}
d \\
\sum_{e_{1}+\cdots+e_{r+1} \leq d} \\
\sum_{1}, \ldots, e_{r+1}
\end{array}\right) x^{d-\left(e_{1}+\cdots+e_{r+1}\right)} \cdot \prod_{j=1}^{r+1} \mu\left(\ell_{j}, \mathrm{wt}\left(e_{j}\right)\right) y_{j}^{e_{j}}= \\
& \sum_{\operatorname{wt}\left(e_{1}\right) \geq \ell_{1}, \ldots, \mathrm{wt}\left(e_{r+1}\right) \geq \ell_{r+1}}\binom{d}{e_{1}, \ldots, e_{r+1}} x^{d-\left(e_{1}+\cdots+e_{r+1}\right)} \cdot \prod_{j=1}^{r+1} \mu\left(\ell_{j}, \mathrm{wt}\left(e_{j}\right)\right) y_{j}^{e_{j}} .
\end{align*}
$$

The following lemma is immediate given Equation (6).
Lemma 4.3 (Lemma 3.5 in [GSL10]). Let

$$
\begin{aligned}
\mathrm{wt}(d) & =r(p-1)+\ell \text { where } \ell \leq p-1, \\
\ell_{1} & =\cdots=\ell_{r}=p-1 \text { and } \ell_{r+1}=\ell .
\end{aligned}
$$

Then $\left(x^{d}\right)_{\left(y_{1}, \ell_{1}\right), \ldots,\left(y_{r+1}, \ell_{r+1}\right)}$ is a non-zero polynomial in $y_{1}, \ldots, y_{r+1}$.
Proof. By Equation (6), the only terms contributing to $\left(x^{d}\right)_{\left(y_{1}, \ell_{1}\right), \ldots,\left(y_{r+1}, \ell_{r+1}\right)}$, must come from terms such that

$$
\operatorname{wt}\left(e_{1}\right)=\cdots=\operatorname{wt}\left(e_{r}\right)=p-1 \quad \text { and } \quad \operatorname{wt}\left(e_{r+1}\right)=\ell
$$

as otherwise $d-\left(e_{1}+\cdots+e_{r+1}\right)<0$. In other words, for our choice of $\ell_{1}, \ldots, \ell_{r+1}$ (recalling $\mathrm{wt}(d)=r(p-1)+\ell)$ we have that

$$
\begin{equation*}
x_{\left(y_{1}, \ell_{1}\right), \ldots,\left(y_{r+1}, \ell_{r+1}\right)}^{d}=\left(\mu(p-1, p-1)^{r} \cdot \mu(\ell, \ell)\right) \cdot \sum_{\substack{\mathrm{wt}\left(e_{1}\right)=p-1, \ldots, \mathrm{wt}\left(e_{r}\right)=p-1 \\ \mathrm{wt}\left(e_{r+1}\right)=\ell}}\binom{d}{e_{1}, \ldots, e_{r+1}} \prod_{j=1}^{r+1} y_{j}^{e_{j}} . \tag{7}
\end{equation*}
$$

Furthermore, for any such choice of the $e_{i}$, the coefficient of $\prod_{j=1}^{r} y_{j}^{e_{j}}$ is nonzero. This follows from Fact 4.2 and Lucas' theorem, noticing that two different vectors $\left(e_{1}, \ldots, e_{r+1}\right)$ and $\left(e_{1}^{\prime}, \ldots, e_{r+1}^{\prime}\right)$ give rise to different monomials.

We can now give the proof of Theorem 1.5. The idea is that we can find directions such that taking derivatives in those directions (of the right order) gives a nonzero value for any monomial $x^{d}$, where $\mathrm{wt}(d)=w+1$, and a zero value for any monomial of smaller weight.

Proof of Theorem 1.5. Since the degree set of $\operatorname{RM}_{q}(w, n)$ is $S=\{d \mid \operatorname{wt}(d) \leq w\}$ it follows that $\operatorname{Border}(S)=\{d \mid \mathrm{wt}(d)=w+1\}$. By Lemma 3.2 it suffices to consider degrees $d \in \operatorname{Border}(S)$. So consider $\operatorname{Shift}(d)$ for an arbitrary $d \in \operatorname{Border}(S)$. By Claim 3.9, we can assume w.l.o.g. that $d$ is such that $d \leq q \cdot q^{n\left(1-\frac{1}{w+1}\right)}$. From Lemma 4.3, we get by the Schwartz-Zippel lemma (Lemma 2.3) that if we pick the $y_{j}$ at random, then the probability that $\left(x^{d}\right)_{\left(y_{1}, p-1\right), \ldots,\left(y_{r}, p-1\right),\left(y_{r+1}, \ell\right)}=0$ is at
most $d / q^{n}$. Thus, the probability is at most $q \cdot q^{-\frac{n}{w+1}}$. As there are at most ${ }^{6}\binom{n s+w}{w+1}$ monomials of weight $w+1$ (recall $q=p^{s}$ ) it follows that if $\binom{n s+w}{w+1} q^{-\frac{n}{w+1}}<1$ then there is a choice of $y_{j}$ for which $\left(x^{d}\right)_{\left(y_{1}, p-1\right), \ldots,\left(y_{r}, p-1\right),\left(y_{r+1}, \ell\right)} \neq 0$, for any $\mathrm{wt}(d)=w+1$. Using the estimate $\binom{a}{b} \leq(e a / b)^{b}$, where here $e$ is the natural logarithm, it follows that if $w+1<\sqrt{n / \log _{q}(3 n s)}$ then this probability is indeed smaller than 1.
By the definition of the derivative, it is also clear that taking a derivative in directions ( $y_{1}, p-$ 1), $\ldots,\left(y_{r}, p-1\right),\left(y_{r+1}, \ell\right)$ and evaluating at, say $x=0$, amounts to evaluating $x^{d}$ on $p^{r} \cdot(\ell+1)$ different points, where $w+1=r(p-1)+\ell(0 \leq \ell<p-1)$. Indeed, using the fact that modulo $p$ it holds that $\binom{p-1}{j}=(-1)^{j}$, we conclude from (5) that

$$
\begin{aligned}
&\left(x^{d}\right)_{\left(y_{1}, p-1\right), \ldots,\left(y_{r}, p-1\right),\left(y_{r+1}, \ell\right)}(0) \\
&=\sum_{\substack{0 \leq j_{1}, \ldots, j_{r} \leq p-1 \\
0 \leq j_{r+1} \leq \ell}}\left(\prod_{i=1}^{r}(-1)^{(p-1)-j_{i}}\binom{p-1}{j_{i}}\right) \cdot\left((-1)^{\ell-j_{r+1}}\binom{\ell}{j_{r+1}}\right) \cdot\left(\sum_{i=1}^{r+1} j_{i} y_{i}\right)^{d} \\
&=\sum_{\substack{0 \leq j_{1}, \ldots, j_{r} \leq p-1 \\
0 \leq j_{r+1} \leq \ell}}\left(\prod_{i=1}^{r}(-1)^{(p-1)-j_{i}}(-1)^{j_{i}}\right) \cdot\left((-1)^{(p-1)-j_{r+1}}\binom{\ell}{j_{r+1}}\right) \cdot\left(\sum_{i=1}^{r+1} j_{i} y_{i}\right)^{d} \\
&=(-1)^{(r+1)(p-1)} \cdot \sum_{\substack{0 \leq j_{1}, \ldots, j_{r} \leq p-1 \\
0 \leq j_{r+1} \leq \ell}}(-1)^{j_{r+1}}\binom{\ell}{j_{r+1}} \cdot\left(\sum_{i=1}^{r+1} j_{i} y_{i}\right)^{d} .
\end{aligned}
$$

It is also clear that if $\operatorname{wt}(d) \leq w$, then $\left(x^{d}\right)_{\left(y_{1}, p-1\right), \ldots,\left(y_{r}, p-1\right),\left(y_{r+1}, \ell\right)}=0$ (e.g., by (6), since in this case, $\left.d<e_{1}+\ldots+e_{r+1}\right)$.
As a conclusion we get that the Reed-Muller code for degree $w$ is $p^{r} \cdot(\ell+1)$-single orbit characterized, as required.

### 4.1 Binary Reed-Muller is Single-Orbit

Here we prove that binary Reed-Muller codes are single-orbit characterizable, without restricting the degree $w$. The proof is similar in nature to the proof of Theorem 1.5 only now we give a better analysis of (7) and notice that it is a determinant which makes the work of finding the good directions easier.

Proof of Theorem 4.1. When $p=2$ notice that since $w+1=r(p-1)+\ell$, for $0 \leq \ell<p-1$ it follows that $\ell=0$ and $w+1=r$. Let $d \in S$ satisfy $\operatorname{wt}(d)=w+1=r$. Then (7) above reduces to

$$
\begin{equation*}
x_{\left(y_{1}, \ell_{1}\right), \ldots,\left(y_{r+1}, \ell_{r+1}\right)}^{d}=\sum_{\substack{\forall i \mathrm{wt}\left(e_{i}\right)=1 \\ e_{1}+\ldots+e_{w+1} \leq 2 d}} \prod_{j=1}^{w+1} y_{j}^{e_{j}} \tag{8}
\end{equation*}
$$

[^6]Let $d=d_{1}+\ldots+d_{w+1}$ where $d_{i}=2^{j_{i}}$ for some $0 \leq j_{i} \leq n-1$. Then notice that

$$
x_{\left(y_{1}, \ell_{1}\right), \ldots,\left(y_{r+1}, \ell_{r+1}\right)}^{d}=\sum_{\substack{\forall i \mathrm{w} t\left(e_{i}\right)=1  \tag{9}\\
e_{1}+\ldots+e_{w+1} \leq 2 d}} \prod_{j=1}^{w+1} y_{j}^{e_{j}}=\operatorname{det}\left|\begin{array}{cccc}
y_{1}^{d_{1}} & y_{1}^{d_{2}} & \ldots & y_{1}^{d_{w+1}} \\
y_{2}^{d_{1}} & y_{2}^{d_{2}} & \ldots & y_{2}^{d_{w+1}} \\
\ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & y_{i}^{d_{j}} & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots \\
y_{w+1}^{d_{1}} & \ldots & \ldots & y_{w+1}^{d_{w+1}} .
\end{array}\right|
$$

We now show how to pick $y_{1}, \ldots, y_{k}$ so that the determinant above is nonzero. Let $y_{i}=y^{i}$ for some $y \in \mathbb{F}_{2^{n}}$. This implies that the matrix above is a Vandermonde matrix and its determinant is nonzero whenever $y^{d_{i}} \neq y^{d_{j}}$ for all $i, j \in[w+1]$. Notice that if $i \leq j$ then $y^{2^{i}}=y^{2^{j}}$ iff $y^{2^{i}\left(2^{j-i}-1\right)}=1$ iff $y$ belongs to a subfield $\mathbb{F}_{2^{j-i}}$ of $\mathbb{F}_{2^{n}}$. Choosing $y$ to be a primitive element ${ }^{7}$ of $\mathbb{F}_{2^{n}}$ ensures that it does not belong to any subfield and hence the determinant in Equation (9) is nonzero for every $d=2^{j_{1}}+\ldots+2^{j_{w+1}} \in \operatorname{Border}(S)$, where $0 \leq j_{i} \leq n-1$.

This concludes the proof.

## 5 Consequences, Questions and Conjectures

Our work further highlights the role played by single-orbit characterizations in the testing of affineinvariant properties. This feature is common (e.g. Reed-Muller property is single-orbit over the smaller group) and also useful (sums of single-orbit characterized properties also have this feature).

At the moment almost all known locally-testable affine-invariant properties are known to be singleorbit characterized. The only exception is the case of sparse properties where the range is not a prime field. This leads to the following question, which we hope can be resolved affirmatively (soon).

Question 5.1. For every $q$ and $t$, does there exists a constant $k=k(q, t)$ such that every $t$-sparse property $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is $k$-single orbit characterized?

Assuming an affirmative answer to the questions above, we get a "concise" description of all known testable properties.

### 5.1 Known locally testable properties

As mentioned earlier, the known "basic" single-orbit characterized affine-invariant families are the Reed-Muller families and sparse families. Three "operations" are also now known that preserve "single-orbit characterizations" and hence local testability of these basic families: (1) Sums of two families, (2) Intersections of two families, and (3) Lift of a single family. Below we define this lifting operator.

[^7]Definition 5.2 (Lifted code [BMSS10]). Let $\mathbb{K} \supsetneq \mathbb{L} \supsetneq \mathbb{F}_{q}$ be finite fields with $q=p^{s}$. For $D \subseteq\{0, \ldots,|\mathbb{L}|-1\}$ we define the lift of $D$ from $\mathbb{L}$ to $\mathbb{K}$ to be the set of integers

$$
\operatorname{lift}_{\mathbb{L} \not \mathbb{K}_{\mathbb{K}}}(D)=\left\{d^{\prime} \in\{0, \ldots,|\mathbb{K}|-1\} \mid\left(\operatorname{shadow}_{p}\left(d^{\prime}\right)\left(\bmod ^{*}|\mathbb{L}|-1\right)\right) \subseteq D\right\}
$$

For an affine-invariant family $\mathcal{F} \subseteq\left\{\mathbb{L} \rightarrow \mathbb{F}_{q}\right\}$ with degree set $D=\operatorname{Deg}(\mathcal{F})$, let $\operatorname{lift}_{\mathbb{L} \not \mathbb{Z}_{\mathbb{K}}}(\mathcal{F})$ be the affine-invariant family with degree set $\operatorname{lift}_{\mathbb{L} / \mathbb{K}}(D)$, i.e.,

$$
\operatorname{lift}_{\mathbb{L} \not \mathbb{K}^{K}}(\mathcal{F})=\left\{f: \mathbb{K} \rightarrow \mathbb{F}_{q} \mid \operatorname{supp}(f) \subseteq \operatorname{lift}_{\mathbb{L} / \mathbb{K}}(D)\right\}=\operatorname{Fam}\left(\operatorname{lift}_{\mathbb{L} / \mathbb{K}}(D)\right) .
$$

The following proposition follows easily from the definitions
Proposition 5.3 ([BMSS10]). Lifts of single orbit characterized families are also single-orbit characterized. Specifically, if $\mathbb{F}_{q} \subseteq \mathbb{L} \subseteq \mathbb{K}$ and $\left(\bar{\alpha},\left\{\bar{\lambda}_{i}\right\}_{i=1}^{t}\right)$ is a $k$-single orbit characterization of $\mathcal{F} \subseteq\left\{\mathbb{L} \rightarrow \mathbb{F}_{q}\right\}$ then $\left(\bar{\alpha},\left\{\bar{\lambda}_{i}\right\}_{i=1}^{t}\right)$ is also $k$-single orbit characterization of $\operatorname{lift}_{\mathbb{L}} \not \mathbb{K}_{\mathbb{K}}(\mathcal{F})$.

Given the operations above, it is easy to see that one can compose a finite number of basic singleorbit characterized families using a "formula" whose operations are sum, intersection and lifts. We define this concept below.

Definition 5.4 (Formula, size). A formula $\Phi$ of size $s$, degree d, sparsity $t$ producing a family $\mathcal{F} \subseteq\left\{\mathbb{K} \rightarrow \mathbb{F}_{q}\right\}$, denoted $(s, d, t, \mathbb{K}, \mathbb{F})$-formula, is given by the following inductive definition:

1. A formula $\Phi$ of size 1 , is given by $\mathcal{F} \subseteq\left\{\mathbb{K} \rightarrow \mathbb{F}_{q}\right\}$ where $\mathcal{F}$ is either a Reed-Muller family of order $d$, or a $t$-sparse family.
2. A formula of size $s$ is obtained by one of the following operations:
(a) Picking $\mathbb{L}$ such that $\mathbb{F}_{q} \subseteq \mathbb{L} \subseteq \mathbb{K}$ and letting $\Phi=\operatorname{lift}_{\mathbb{L} / \mathbb{K}}\left(\Phi_{1}\right)$ where $\Phi_{1}$ is a (s $1, t, d, \mathbb{L}, \mathbb{F})$ formula.
(b) Picking $s_{1}, s_{2}$ such that $s_{1}+s_{2}+1=s$ and letting $\Phi=\Phi_{1} \cap \Phi_{2}$ where $\Phi_{i}$ is an $\left(s_{i}, t, d, \mathbb{K}, \mathbb{F}\right)$ formula.
(c) Picking $s_{1}, s_{2}$ such that $s_{1}+s_{2}+1=s$ and letting $\Phi=\Phi_{1}+\Phi_{2}$ where $\Phi_{i}$ is an $\left(s_{i}, t, d, \mathbb{K}, \mathbb{F}\right)$ formula.

The following theorem summarizes the state of knowledge of single-orbit characterized families.
Theorem 5.5. For every $s, t, d, q$ there exists a $k=k(s, t, d, q)$ such that for every $n$, every $\left(s, t, d, \mathbb{F}_{q^{n}}, \mathbb{F}_{q}\right)$-formula produces a $k$-single orbit characterized family, for prime $q$.

Note that the caveat that $q$ is prime can be dropped if we have an affirmative answer to Question 5.1.

### 5.2 Conjectures and questions

We start with the most obvious question.
Question 5.6. Is the following statement true? For every $k, q$ there exist $s, t, d$ such that for every $n$, if $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is a $k$-locally testable affine-invariant family then $\mathcal{F}$ is given by an $\left(s, t, d, \mathbb{F}_{q^{n}}, \mathbb{F}_{q}\right)$-formula.

At the moment our understanding of affine-invariance with respect to its local testability is so far that it is too optimistic to conjecture an affirmative answer to this question. All we can say is that an affirmative answer is not yet ruled out.
The nature of the question seems to become much simpler if we disallow lifts, by insisting that $n$ is prime (then we get no fields $\mathbb{L}$ strictly between $\mathbb{F}_{q}$ and $\mathbb{F}_{q^{n}}$ ). In this setting, intersections become uninteresting and lead to a much tamer question.

Question 5.7. Is the following statement true? For every $k, q$ there exist $t, d$ such that for every prime $n$, if $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is a $k$-locally testable affine-invariant family then $\mathcal{F}=\mathcal{F}_{1}+\mathcal{F}_{2}$ where $\mathcal{F}_{1}=\mathrm{RM}_{q}\left(d^{\prime}, n\right)$ and $\mathcal{F}_{2}$ is $t^{\prime}$-sparse, for some $d^{\prime} \leq d$ and $t^{\prime} \leq t$.

This question remains quite challenging even when we restrict to the case where $q=2$ (where our state of understanding does seem somewhat better), and even when we restrict our families to be contained in $\mathrm{RM}_{2}(2, n)$.
Conjecture 5.8. For every $k$ there exists a $t$ such that the following holds for every prime $n$ : If $\mathcal{F} \subsetneq \mathrm{RM}_{2}(2, n)$ is $k$-locally testable then $\mathcal{F}$ is $t$-sparse.

Attempting to prove the conjecture above leads to some interesting questions about the rank of certain Vandermonde like matrices that seem interesting in their own right. We state the conjecture below. We don't prove the connection to the conjecture above, but claim that an affirmative answer to the following implies an affirmative answer to the above.

Conjecture 5.9. For every $k$, there exists a $t$ such that for every prime $n$ and every sequence $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{F}_{2^{n}}$ of elements that are $\mathbb{F}_{2}$-linearly independent, and every sequence of $t$ distinct elements $e_{1}, \ldots, e_{t} \in\{0, \ldots, n-1\}$, the $k \times t$ matrix $M=\left[M_{i j}\right]_{i j}$ with $M_{i j}=\alpha_{i}^{2^{e_{j}}}$ has rank exactly $k$.

Finally a couple of questions which relate to the structure of locally-testable codes (an affirmative answer to both is implied by an affirmative answer to Question 5.6).
Question 5.10. For every $k, q$ does there exist a $\tilde{k}$ such that for every $n$, if $\mathcal{F} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ is $k$-locally testable, then $\mathcal{F}$ has a $\tilde{k}$-single orbit characterization?
Question 5.11. For every $k, q$ does there exist a $\tilde{k}$ such that for every $n$, if $\mathcal{F}_{1}, \mathcal{F}_{2} \subseteq\left\{\mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q}\right\}$ are $k$-locally testable, then $\mathcal{F}_{1}+\mathcal{F}_{2}$ is $\tilde{k}$-locally testable?
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[^1]:    ${ }^{1}$ In all previous works starting with [KS08], affine-invariance was defined as invariance with respect to all afine functions, and not only with respect to affine permutations. However, the latter class is more aesthetic. For instance it forms a group under composition - indeed, a well-studied one. Hence in this paper, we define affine-invariance as invariance with respect to the group of affine-permutations. Fortunately, the class of properties does not change despite the mild change in the definition and we prove this equivalence in Proposition 2.4 allowing us to incorporate all previously known results about such properties.

[^2]:    ${ }^{2}$ The reason for choosing the name weight degree will become clear in Section 2.4.

[^3]:    ${ }^{3}$ We note again that in previous works, single-orbit characterization referred to the orbit of a constraint under all affine transformations, and not just affine permutations. But since the class of properties invariant under affine transformations equals the class of properties invariant under affine permutations, the two notions are equivalent. See Corollary 2.5 following Proposition 2.4.

[^4]:    ${ }^{4}$ As $d^{\prime} \in \operatorname{Shift}(d)$ if and only if $d \in \operatorname{Shift}\left(d^{\prime}\right)$, such $S$ always exists.

[^5]:    ${ }^{5}$ We note that [KL10, Claim 4.7] do seem to claim the two notions of sparsity are equivalent, but there appears to be a gap in their proof. Our example clearly shows the notions are not equivalent.

[^6]:    ${ }^{6}$ Here we lose a lot. E.g., if $p=2$ then there are at most $\binom{n}{w+1}$ monomials of weight $w+1$.

[^7]:    ${ }^{7} y$ is a primitive element of $\mathbb{F}_{2^{n}}$ if $\mathbb{F}_{2^{n}}^{*}=\left\{1, y, y^{2}, \ldots, y^{2^{n}-2}\right\}$

