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Abstract

We give an explicit construction of a pseudorandom generator for read-once formulas whose inputs can be read in arbitrary order. For formulas in $n$ inputs and arbitrary gates of fan-in at most $d = O(n/\log n)$, the pseudorandom generator uses $(1 - \Omega(1))n$ bits of randomness and produces an output that looks $2^{-\Omega(n)}$-pseudorandom to all such formulas.

Our analysis is based on the following lemma. Let $p = Mz + e$, where $M$ is the parity-check matrix of a sufficiently good binary error-correcting code of constant rate, $z$ is a random string, $e$ is a small-bias distribution, and all operations are modulo 2. Then for every pair of functions $f, g: \{0, 1\}^{n/2} \to \{0, 1\}$ and every equipartition $(I, J)$ of $[n]$, the distribution $p$ is pseudorandom for the pair $(f(x|_I), g(x|_J))$, where $x|_I$ and $x|_J$ denote the restriction of $x$ to the coordinates in $I$ and $J$, respectively.

More generally, our result applies to read-once branching programs of bounded width with arbitrary ordering of the inputs. We show that such branching programs are more powerful distinguishers than those that read their inputs in sequential order: There exist (explicit) pseudorandom distributions that separate these two types of branching programs.

1 Introduction

We consider the problem of obtaining an explicit pseudorandom distribution for the class of boolean read-once formulas. A read-once formula on $n$ inputs with fan-in $d$ is a rooted binary tree whose internal nodes called gates are labeled by boolean functions on at most $d$ bits. The tree has $n$ leaves that are labeled by the inputs $1, 2, \ldots, n$ so that every input is used exactly once. The labeling of the leaves by inputs can be done in arbitrary order and we do not impose any restriction on the depth of the formula.

A family of distributions $P: \{0, 1\}^{s(n)} \to \{0, 1\}^n$ is pseudorandom with seed length $s(n) < n$ and bias $\epsilon(n)$ for read-once formulas if for every read-once formula $f$ in $n$ inputs,

$$|E_P[f(P)] - E_U[f(U)]| \leq \epsilon(n).$$

where $u$ is the uniform distribution on $n$ bits.
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The construction of explicit pseudorandom distributions for various models of computation is a central research program in computational complexity. Celebrated examples include generators that fool circuits of constant depth [AB84, AW85, Nis91, Bra10] and logarithmic space (more generally space-bounded) machines that read their input once and in a fixed, left-to-right order [Nis92, INW94].

Read-once boolean formulas are one of the simplest natural classes of computations for which no efficient construction of pseudorandom generators was previously known. Read-once formulas can compute parities, which are hard for constant-depth circuits. This makes it unlikely that known techniques for constructing pseudorandom generators for constant-depth circuits can be easily extended to handle read-once formulas.

The relation between read-once formulas and read-once branching programs (the nonuniform variant of space restricted computations) is more subtle. As we show in Lemma 1, a read-once formula of constant fan-in can be converted to a read-once branching program of polynomial width, which is the non-uniform analogue of read-once logspace. So why shouldn’t Nisan’s pseudorandom generator for logarithmic space also apply to read-once formulas? The answer has to do with the ordering of the inputs. Nisan’s pseudorandom generator fools branching programs that read their inputs obliviously and in a fixed order. It is not known whether Nisan’s pseudorandom generator fools read-once formulas. In fact, Nisan’s analysis crucially relies on the fact that the inputs are read in this order. The intuition behind Nisan’s analysis is that after reading the inputs in the first half, owing to the space restriction the computation must “forget” most information about these inputs, and these can be recycled by applying an appropriate extractor (this intuition can be made precise [RR99]). In contrast, our pseudorandom generator fools read-once branching programs that work under an arbitrary ordering of the inputs. The construction of pseudorandom generators against more complex models of computation (which include read-once formulas) has applications in the derandomization of polynomial time with limited access to randomness [DNPS11].

If instead of pseudorandomness we consider worst-case hardness then there is a long line of research in lower bounds, including generalizations of read-once branching programs. For read-once formulas such a lower bound can be obtained directly through standard communication complexity reductions to functions that are hard in the best-case partition, two-party model [PS82].

In this work we give an explicit construction of a pseudorandom distribution for read-once formulas. Our savings in randomness are rather modest, although our construction allows almost-linear fan-in and gives exponentially small error. As the model of read-once formulas brings out new issues in the design of pseudorandom generators, we believe that the real contribution of our work lies in the techniques used in our construction and analysis rather than in the result itself.

**Theorem 1.** There exists constants \( \rho, K > 0 \) and an explicit pseudorandom distribution family \( p : \{0,1\}^{(1-\rho)n} \rightarrow \{0,1\}^n \) so that for every \( n \),

\[
|E_p[f(p)] - E_u[f(u)]| = 2^{-\Omega(n)}
\]

for every read-once formula \( f \) over \( n \) inputs of fan-in at most \( n/K \log n \).

Our pseudorandom distribution is quite simple: It has the form \( p = Mz + e \), where \( M \) is the parity check matrix of a binary linear list-decodable code of linear rate and list-decoding radius bounded away from \( 1/4 \), \( z \) is a uniformly random string, and \( e \) is a small-bias distribution [NN93]. By “explicit” we mean that there is an algorithm that takes as inputs \( 1^n \) and a random seed of length \( (1 - \rho)n \) and outputs a sample from the distribution \( P \) in time polynomial in \( n \).
We also prove that, in general, allowing arbitrary ordering of the inputs makes branching programs into more powerful distinguishers: We give examples of pseudorandom distributions that fool all branching programs that read their input bits sequentially, but not those that have read-once access to their input in arbitrary order. Recently, we’ve become aware of independent, work which appears in Yoav Tzur’s MSc thesis [Tzu09], showing that Nisan’s generator does not work under arbitrary ordering of the inputs.

**Techniques** To give some intuition for the proof of Theorem 1, let’s assume $n$ is even and we have a read-once formula $F$ with fan-in $d = 2$ which is a full binary tree of depth $\log_d n$. Consider the root gate of this formula and let $f$ and $g$ be the functions computed by the left and right subtrees, respectively. Then a sufficient condition for the output of $F$ to be pseudorandom is the following one:

For every pair of read-once formulas $f, g: \{0, 1\}^{n/2} \rightarrow \{0, 1\}$ and every equipartition $(I, J)$ of $[n]$, the joint distribution $(f(p|I), g(p|J))$ is close (in statistical distance) to the joint distribution $(f(u|I), g(u|J))$.

Our analysis proceeds by forgetting that $f$ and $g$ are themselves read-once formulas and treating them as arbitrary functions. At this level of generality for the choice of $f$ and $g$, it is clear that the pseudorandom distribution $\mathcal{P}$ cannot have much fewer than $n/2$ bits of entropy.

To understand the elements that go into our construction, we make two observations. Our first observation is that in order to fool the joint distribution $(f(x|I), g(x|J))$, for every equipartition $(I, J)$ of $[n]$, it is at least necessary to fool the marginal distribution $f(x|I)$ for every subset $I$ of $[n]$ of size $n/2$. This suggests choosing $\mathcal{P}$ to be an $(n/2)$-wise independent distribution. One way to obtain such a distribution is to set $\mathcal{P} = Mz$, where $M$ is an $n \times k$ ($k < n$) matrix whose every $(n/2) \times k$ minor has full rank, and $z \in \{0, 1\}^k$ is uniformly random.

Our second observation is that since the collection of functions $f(x|I) + g(x|J)$ in particular includes all parities over subsets of $[n]$ (in fact, all such parities can be computed by read-once formulas), the distribution $\mathcal{P}$ must be a small-bias distribution.

Taken together, these two observations suggest the pseudorandom distribution $\mathcal{P} = Mz + e$, where $M$ and $z$ are as above and $e$ is a small-bias distribution. Using Fourier analysis, it is not difficult to show this distribution is indeed pseudorandom.

One issue with this construction is that it may not provide any savings in randomness at all: To obtain a matrix $M$ such that every $(n/2) \times k$ minor has full rank, by the Plotkin bound one needs $k = n - O(1)$. However, it turns out that the analysis still works if every $(n/2) \times k$ minor of $M$ has almost full rank; for a precise statement see Lemma 2. Under this relaxed property, it is possible to obtain an explicit matrix $M$ of dimensions $n \times (1 - \Omega(1))n$ using known constructions of binary error-correcting codes; see Proposition 1.

To extend our analysis to general read-once formulas (with larger fan-in and without restrictions on the shape of the formula tree), in Lemma 1 we show that a read-once formula with fan-in $d$ can be converted into a read-once branching program of width $n^{O(d)}$. The celebrated result of Barrington [Bar89] shows that any polynomial size formula can be represented by polynomial size width-5 branching programs (not read-once), and later results [CL89, Cle90, SWW99] reduced the total size of the branching program to $s^{1.2}$ if $s$ is the size of the formula. In Lemma 1, we do not attempt to optimize the width or size of the program, but we need to maintain the property that each variable is read only once. Lemma 3 shows that such branching programs are indeed fooled by the pseudorandom distribution $\mathcal{P}$. 

3
2 Read-once formulas and branching programs

A boolean read-once formula on \( n \) inputs with fan-in \( d \) is a rooted binary tree with branching factor at most \( d \) and exactly \( n \) leaves. The leaves of this tree are labeled by the inputs \( 1, 2, \ldots, n \), where each input is used exactly once, and each internal node \( g \) with \( d_g \) children is labeled by a boolean function \( g: \{0,1\}^{d_g} \rightarrow \{0,1\} \) called a gate. A read-once formula represents a boolean function \( f: \{0,1\}^n \rightarrow \{0,1\} \) in the natural manner: The inputs of this function are placed at the leaves of the tree with corresponding labels and each gate is evaluated inductively. The output of \( f \) is the value at the root.

A boolean read-once branching program on \( n \) inputs and width \( w \) is a layered sequence of \( n \) directed bipartite graphs whose left and right vertices come from the set of states \( \{1, \ldots, w\} \). In each of these graphs, each left vertex has exactly two outgoing edges, one labeled by 0 and the other labeled by 1. Each layer in the sequence is labeled by a unique input bit coming from the set \( \{1, \ldots, n\} \). There is a special vertex \( t \) in the initial layer called the start vertex and a special vertex \( s \) in the last layer called the final vertex. A read-once branching program computes a boolean function \( f: \{0,1\}^n \rightarrow \{0,1\} \) as follows: Starting at \( s \), follow the unique path along the sequence of graphs that is indexed by the values of the input bits. If this path reaches \( t \) output 1, otherwise output 0.

Lemma 1. Suppose \( f \) is computable by a read-once formula on \( n \) inputs with fan-in \( d \). Then \( f \) is computable by a read-once branching program on \( n \) inputs of width \( n^{O(d)} \).

We stress that the order in which the inputs are read in the branching program may differ from the order in which the inputs are read when the formula is evaluated in the natural way – depth-first, left-to-right.

Proof. Let \( s_d(n) \) be the maximum width of a read-once branching program that computes a read-once formula on \( n \) inputs with fan-in \( d \), and let \( F \) be any read-once formula on \( n \) inputs with fan-in \( d \). Starting at the root node \( v \), we iteratively select the sub-formula rooted at one of the children of \( v \) with the largest number of leaves, until we end up with a sub-formula \( F' \) of size at most \( dn/(d+1) \). Let \( F_x \) be the formula obtained by replacing the subformula \( F' \) from \( F \) by a fresh new input \( x \).

We argue that both formulas \( F_x \) and \( F' \) have at most \([dn/(d+1)] \) leaves, and hence each may be computed by a read-once branching program of width \( s_d([dn/(d+1)]) \). The bound on \( F' \) follows by construction. On the other hand, we also know that \( F' \) as the largest child must have more than \( n/(d+1) \) leaves, otherwise its parent would have at most \( dn/(d+1) \) leaves and would have been selected by the procedure. Then \( F_x \) has fewer than \( n - n/(d+1) + 1 = dn/(d+1) + 1 \) leaves (the extra leaf comes from the new input \( x \)).

Now consider the following read-once branching program for computing \( F \): First, run the branching program for \( F' \). Then run two parallel copies of the branching program for \( F_x \), corresponding to the cases when \( F' \) evaluates to 0 and \( F' \) evaluates to 1, respectively. When the input \( x \) in these branching programs is to be read, replace the value of \( x \) by the corresponding output of \( F' \). If \( F' \) evaluates to true on its input, the input proceeds along the copy \( F_{x=1} \), otherwise it proceeds along the copy \( F_{x=0} \).

The width of the branching program for \( F \) is the larger of the width of the branching program for \( F' \) and twice the width of the branching program for \( F_x \). Since \( F \) was arbitrary, we obtain the
recursive relation \[ s_d(n) \leq 2s_d(\lceil dn/(d + 1) \rceil) \]
which solves to \[ s_d(n) = n^{O(d)}. \]

3 The pseudorandom generator

We say a linear code \( C \) over \( \{0,1\}^n \) is \((\delta, \ell)\) list-decodable if for every \( x \in \{0,1\}^n \), the number of codewords of \( C \) within hamming distance \( \delta n \) of \( x \) is at most \( \ell \). A parity check matrix \( M \) for \( C \) is a \( GF(2) \) matrix such that \( c^T M = 0 \) if and only if \( c \) is a codeword of \( C \).

**Proposition 1.** Let \( C \) be a \((\frac{1}{4}, \ell)\) list-decodable code over \( \{0,1\}^n \), where \( n \) is even and \( \gamma > 0 \). Let \( M \) be the parity check matrix of \( C \). Then every subset of \( n/2 \) rows of \( M \) has dimension at least \( n/2 - \log_2(2\ell) \) (as a vector space over \( GF(2) \)).

**Proof.** Let \( r = \log_2(2\ell) \). Assume for contradiction that there exists a subset \( S \) of \( n/2 \) rows of dimension less than \( n/2 - r \). Then there exist more than \( 2^r \) vectors \( V \) such that for every \( v \in V \), \( v^T M = 0 \) and \( v_i = 0 \) for every \( i \not\in S \), i.e., the vectors in \( V \) are in \( C \) and all have distance at most \( n/2 \) from each other.

It is easy to see that there is a vector within Hamming distance \( n/4 \) on at least \( |V|/2 \) of them. Let \( \pi \) be 0 on the coordinates outside of \( S \) and uniformly random on the coordinates in \( S \). Then the distance between any \( v \in V \) and \( \pi \) is the sum of \( n/2 \) independent unbiased Bernoulli random variables, and so it exceeds \( n/4 \) with probability at most \( 1/2 \). Therefore the expected number of \( v \in V \) whose distance to \( \pi \) exceeds \( n/4 \) is at most \( |V|/2 \). So there must exist a choice of \( \pi \) that is within distance \( n/4 \) from at least half the vectors in \( V \).

Since \( |V|/2 > \ell \) and \( V \subseteq C \), this contradicts the fact that \( C \) is \((\frac{1}{4}, \ell)\) list-decodable. \( \blacksquare \)

We now consider the following construction:

1. Let \( M \) be a \( n \times k \) matrix over \( GF(2) \) such that every subspace spanned by \( n/2 \) rows has dimension \( n/2 - r \), and let \( z \sim \{0,1\}^k \) be a uniformly random vector.

2. Let \( e \in \{0,1\}^m \) be chosen independently of \( z \) from an \( \epsilon \)-biased distribution. We say that a distribution \( D \) over \( \{0,1\}^n \) is \( \epsilon \)-biased if for every \( S \subseteq [n], S \neq \emptyset \),
   \[ |E_{e \sim D}((-1)^{(s,e)})| \leq \epsilon. \]

3. Let \( p \) be the (pseudorandom) distribution over \( \{0,1\}^n \) defined by
   \[ p = Mz + e \]
   where the addition is modulo 2.

**Lemma 2.** Assume \( n \) is even. Then for every partition \( I, J \) of \( [n] \) with \( |I| = |J| = n/2 \) (where \( I \) and \( J \) are ordered sets) and every pair of functions \( f, g: \{0,1\}^{n/2} \to [-1,1] \),
   \[ |E_{u \sim D}[f(\pi|_I)g(\pi|_J)] - E_{u \sim D}[f(u|_I)g(u|_J)]]| \leq 2^r \epsilon \]
where \( u \) is the uniform distribution over \( \{0,1\}^n \), \( p \) is defined as above, and \( x|_I, x|_J \) denote the projections of \( x \) on the sets \( I \) and \( J \), respectively.
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In particular, when \( g = 1 \), \(|E_v[f(p|I)] - E_v[f(u|J)]| \leq 2^r \epsilon\), so the pseudorandom distribution also preserves the marginal probabilities of events (within \( 2^r \epsilon \)) over all subsets of size \( n/2 \).

**Proof.** For any partition \((I, J)\) of \([n]\) with \(|I| = |J| = n/2\), we have

\[
E_v[f(p|I)g(p|J)] = E_{z,e}[f((Mz + e)|I)g((Mz + e)|J)]
\]

\[
= \sum_{S \subseteq I, T \subseteq J} \hat{f}(S)\hat{g}(T)E_z,e[\chi_S(Mz|I)\chi_S(e|T)\chi_T(Mz|J)\chi_T(e|J)]
\]

\[
= \sum_{S \subseteq I, T \subseteq J} \hat{f}(S)\hat{g}(T)E_z[\chi_S(Mz|I)\chi_T(Mz|J)]E_{e}[\chi_{S \cup T}(e)].
\]

The term \( S = T = \emptyset \) contributes \( \hat{f}(\emptyset)\hat{g}(\emptyset) = E_u[f(u|I)g(u|J)] \) to the summation. Since \( e \) is an \( \epsilon \)-biased distribution, whenever \( S \cup T \neq \emptyset \) we have \( |E_v[\chi_{S \cup T}(e)]| \leq \epsilon \). Therefore

\[
|E_v[f(p|I)g(p|J)]| = \left| \sum_{S \subseteq I, T \subseteq J, S \cup T \neq \emptyset} \hat{f}(S)\hat{g}(T)E_z[\chi_S(Mz|I)\chi_T(Mz|J)]E_{e}[\chi_{S \cup T}(e)] \right| \leq \sum_{S \subseteq I, T \subseteq J} \epsilon \cdot |\hat{f}(S)||\hat{g}(T)||E_z[\chi_S(Mz|I)\chi_T(Mz|J)]|.
\]

Let \( G \) be a bipartite graph over vertices (subsets of \( I \)) \( \cup \) (subsets of \( J \)), with an edge \((S, T)\) present whenever \( E_z[\chi_S(Mz|I)\chi_T(Mz|J)] \neq 0 \). We will shortly argue that \( G \) has maximum degree \( 2^r \). Assuming this, we can upper bound the last expression by

\[
\epsilon \cdot \sum_{\text{edge } (S, T)} |\hat{f}(S)||\hat{g}(T)| \leq \epsilon \cdot \sqrt{\sum_{\text{edge } (S, T)} \hat{f}(S)^2} \sqrt{\sum_{\text{edge } (S, T)} \hat{g}(T)^2} \leq \epsilon \cdot 2^r \cdot \sqrt{\sum_{S \subseteq I} \hat{f}(S)^2} \sqrt{\sum_{T \subseteq J} \hat{g}(T)^2} \leq \epsilon \cdot 2^r,
\]

where the first line follows from the Cauchy-Schwarz inequality, the second line follows from the fact that \( G \) has maximum degree \( 2^r \), and the third line is an application of Parseval’s identity.

It remains to argue that \( G \) has maximum degree \( 2^r \). Let \( s \in \{0, 1\}^I, t \in \{0, 1\}^J \) be indicator vectors for the sets \( S \) and \( T \), respectively, and \( s \circ t \in \{0, 1\}^n \) be the vector obtained by concatenating \( s \) and \( t \) according to the partition \((I, J)\) of \([n]\). Then

\[
E_z[\chi_S(Mz|I)\chi_T(Mz|J)] = E[(-1)^{(s \circ t)^TMz}] = \begin{cases} 1, & \text{if } (s \circ t)^TM = 0 \\ 0, & \text{otherwise.} \end{cases}
\]

Now \((s \circ t)^TM = 0\) if and only if \( s^TM|_I = t^TM|_I \), where \( M|_I \) and \( M|_J \) are the minors of \( M \) restricted to the rows indexed by \( I \) and \( J \), respectively. Since (by assumption) the matrix \( M|_I \) has rank at least \( n/2 - r \), for every \( t \in \{0, 1\}^J \), there can be at most \( 2^r \) vectors \( s \in \{0, 1\}^I \) such that \( s^TM|_I = t^TM|_I \). By an analogous argument, for every \( s \in \{0, 1\}^I \), there can be at most \( 2^r \) vectors \( t \in \{0, 1\}^J \) such that \( s^TM|_I = t^TM|_I \). \( \blacksquare \)
Parameters Combining Proposition 1 and Lemma 2, we have that if $C$ is a $(1/4, 2n)$ list-decodable code with parity check matrix $M$, then $p$ is a $4n\epsilon$ pseudorandom distribution in the sense of Lemma 2. By the Johnson bound, any $C$ with minimum distance $3/8$ is $(1/4, 2n)$ list-decodable.

Using standard constructions, for example [ABN+92], for some constant $\rho > 0$ and sufficiently large $n$, we can obtain explicit families of linear codes over $GF(2)$ of rate $2p\epsilon$ and minimum distance $3/8$. If $M$ is the parity check matrix of such a code, then $p$ has seed length $(1-2\rho)n + sl(n, \epsilon)$, where $sl(n, \epsilon)$ is the seed length of the $\epsilon$-biased distribution $\epsilon$. With the construction from [NN93] we can achieve $sl(n, \epsilon) = O(\log(n/\epsilon))$. Choosing $\epsilon$ so that $sl(n, \epsilon) = \rho n$ (we can use the construction in [ABN+92] for a better constant), we obtain an explicit pseudorandom generator $P$ of seed length $(1-\rho)n$ so that for for every partition $I, J$ of $[n]$ with $|I| = |J| = n/2$ and every pair of functions $f, g: \{0,1\}^n/\rightarrow\{-1,1\}$,

$$|E_p[f(p|I)g(p|J)] - E_u[f(u|I)g(u|J)]| = 2^{-\Omega(n)}.$$

Remarks Our proof can be extended to obtain the following more general statement: For every $\alpha > 0$ there exists a $\rho > 0$ and an explicit matrix $M$ of size $n \times (1 - \rho)n$ so that for every pair of (possibly intersecting) sets $I, J$ with $|I|, |J| \leq (1 - \alpha)n$ and for every pair of functions $f, g$, the conclusion of Lemma 2 holds.

We observe that when the sets $I$ and $J$ are fixed, the conclusion of Lemma 2 can be achieved by choosing $(p|I, p|J)$ to be the endpoints of a random edge in an expander graph on $n/2$ vertices with eigenvalue gap $1 - \epsilon$. (Lemma 2 then becomes simply the expander mixing lemma.) The seed length of this construction is $n/2 + O(\log 1/\epsilon)$ (if a constant-degree expander family is used), which is essentially optimal. It may be interesting to investigate how closely these parameters can be matched in our more general setting.

4 Pseudorandomness for read-once formulas

We now show that the pseudorandom generator constructed in the previous section fools read-once formulas. First, we apply Lemma 1 to obtain a read-once branching program having width $n^{O(d)}$. We then apply the following lemma, which shows that the generator fools poly($n$)-width read-once branching programs (where the inputs may be read in any order).

Lemma 3. Assume $n$ is even and $F : \{0,1\}^n \rightarrow \{1, -1\}$ is computable by a width-$w$ read-once branching program on $n$ inputs. Let $p$ be the distribution defined in (1). Then

$$|E_p[F(p)] - E_u[F(u)]| \leq w \cdot 2^d \epsilon.$$

Proof. We view the computation of the branching program for $F$ in two stages; the first stage follows the input from the start state to the middle $(n/2)$-nd layer, and the second stage proceeds from the middle layer to the final layer.

Let $I$ be the ordered set of variables read from the first to the middle layer and $J$ be the ordered set of variables in remaining layers. Then we can define a family of functions $\{f_q\}$ over the bits in $I$ for each state $q$ of the middle layer. For $x \in \{0,1\}^n$ let $f_q(x|I)$ be an indicator for the event that $x|I$ leads from the start state to state $q$ and $g_q(x|J)$ be an indicator for the event that $x|J$ leads from state $q$ to the final state. Observe that $F(x)$ evaluates to 1 if and only if the input $x$ induces a path
s→q→t for some state q in the middle layer. Therefore $F(x) = \sum_{q \text{ in middle layer}} f_q(x|t)g_q(x|j)$, and by Lemma 2 and the triangle inequality $|E_v[F(p)] - E_v[F(u)]| \leq w2^d\varepsilon$.

We now prove our main theorem.

**Proof of Theorem 1.** Let $f$ be a read-once formula over $n$ inputs of fan-in $d$. By Lemma 1, $f$ can be computed by a read-once branching program of width $n^{O(d)}$. By Lemma 3, the pseudorandom distribution (1) fools this branching program with bias $2^r/n^{O(d)}\varepsilon$. Plugging in the parameters from Section 3 and optimizing for $d$, we derive the theorem.

5 A separation between sequential and random access

We now give an example of a pseudorandom distribution that fools read-once branching programs under sequential, read-once access of input bits, but fails to fool such programs under arbitrary read-once access. An interesting aspect of this construction is its generality; we construct the pseudorandom generator starting from an arbitrary pseudorandom generator that fools a sequential read-once branching program (e.g. Nisan’s generator).

Let $p$ be any distribution over $n$ bits, where $n$ is a power of two. Define the following distribution $\Pi$ over strings of length $n + \log n$: Independently obtain a sample $x$ from $p$ and a number $i \in [n]$, replace the $i$th entry of $x$ by 1, and output the concatenated pair $(x, i)$.

No matter what $p$ is, the distribution $\Pi$ is clearly distinguishable from uniform by a branching program with arbitrary read-once access of width $O(n^2)$. On the other hand:

**Lemma 4.** If $p$ is $(\varepsilon, w)$-pseudorandom against sequential access read-once branching programs of width $w$, then $\Pi$ is $(\varepsilon, w)$ pseudorandom against such branching programs.

Here “($\varepsilon, w$)-pseudorandom” means that no sequential, read-once branching program of width $w$ has distinguishing advantage greater than $\varepsilon$.

When $\log w = o(n/\log n)$, the output of Nisan’s pseudorandom generator satisfies the hypothesis, giving an explicit example of a pseudorandom distribution that is $O(\sqrt{(\log w)/n})$ pseudorandom against fixed-order branching programs of width $w$ but not $1/4$-pseudorandom against arbitrary read-once access branching programs of the same width.

We now prove the lemma. Let $\mathcal{U}$ be the uniform distribution on $n$ bits and $\mathcal{U}$ be the distribution on $n + \log n$ bits obtained by sampling $(x, i)$ uniformly and changing the $i$th bit of $x$ to equal 1. The lemma follows immediately from the next two claims.

**Claim 1.** If $p$ and $\mathcal{U}$ are $(\varepsilon, w)$-indistinguishable, then $\Pi$ and $\mathcal{U}$ are $(\varepsilon, w)$ indistinguishable.

**Proof.** Let $D$ be a distinguisher such that

$$\Pr_{(x, i) \sim p}[D(x, i) = 1] - \Pr_{(x, i) \sim \Pi}[D(x, i) = 1] > \varepsilon.$$ 

In particular, there must exist a value $i = a$ for which

$$\Pr_{(x, i) \sim p}[D(x, i) = 1 | i = a] - \Pr_{(x, i) \sim p}[D(x, i) = 1 | i = a] > \varepsilon.$$
Now consider the distinguisher $D(x) = \overline{D}(x^n, a)$, where $x^n$ is $x$ with its $a$th bit replaced by $1$. Clearly
\[
\Pr_{x \sim \text{pr}}[D(x) = 1] = \Pr_{(x,i) \sim \text{pr}}[\overline{D}(x, i) = 1 \mid i = a] \quad \text{and} \quad \Pr_{x \sim u}[D(x) = 1] = \Pr_{(x,i) \sim \text{pr}}[\overline{D}(x, i) = 1 \mid i = a].
\]
Moreover, if $\overline{D}$ is a width $w$ branching program, then so is $D$, contradicting our assumption. ■

**Claim 2.** The distribution $\mathbb{U}$ is $(O(\sqrt{(\log w)/n}), w)$-indistinguishable from uniform.

*Proof.* Assume $D$ is a branching program of width $w$ that distinguishes $\mathbb{U}$ from the uniform distribution with advantage $\epsilon$. Then $\Pr[D(x^n, i) = 1] - \Pr[D(x, i) = 1] > \epsilon$, where $x$ and $i$ are uniformly random. Manipulating this expression, we obtain that $\Pr[D(x, i) = x_i] > 1/2 + \epsilon$. Letting $S \in [w]$ denote the state of $D$ after reading $x$ and $E$ denote the event $D(x, i) = x_i$, we have
\[
H(E) \geq H(E \mid S) = H(x_I \mid S) = E_{i \sim [n]}[H(x_I \mid S, I = i)] \geq \frac{1}{n} H(X \mid S) \geq \frac{n - \log w}{n}
\]
where $H$ is Shannon entropy. Since $\Pr[E] > 1/2 + \epsilon$, $H(E) > 1 - \frac{2}{\ln 2} \epsilon^2$, and $\epsilon = O(\sqrt{(\log w)/n})$. ■

Claim 2 follows from the general round-elimination lemma in communication complexity; we provide a self-contained proof for our special case. We remark that the bound in Lemma 4 is tight and can be matched by a distinguisher that divides $x$ into $\log w$ consecutive blocks of equal length and outputs the majority value of the $i$th block.

### 6 Conclusion

We gave a construction of an explicit pseudorandom distribution $\mathbb{P}$ of seed length $(1 - \Omega(1))n$ that fools read-once formulas in $n$ variables of fan-in $d = o(n / \log n)$ with bias $2^{-\Omega(n)}$. A natural question is whether a smaller seed length can be achieved for read-once formulas of, say, constant fan-in and constant bias.

The technical lemma that powers our result says that $\mathbb{P}$ fools the distribution $(f(x|_I), g(x|_J))$ for every pair of functions $f, g :\{0, 1\}^{n/2} \rightarrow \{0, 1\}$ and every equipartition $(I, J)$ of $[n]$. In the case of a read-once formula, the functions $f$ and $g$ have additional structure – they are themselves read-once formulas or read-once branching programs of small width – which we do not take advantage of in our analysis.

This observation suggests that better parameters may possibly be obtained via recursive composition, along the lines of Nisan’s pseudorandom generator for small space [Nis92]. However, we were unable to show that our construction can be composed in this manner. Even for two levels of composition, Lemma 2 does not appear to be useful for arguing pseudorandomness at the bottom level of the construction. Sequential composition methods (e.g. [BM84]) do not appear to yield constructions that can be readily analyzed either.

Another direction that may be interesting to pursue would be to construct a pseudorandom generator for space-bounded machines that read every input once, but in an adaptive fashion. That is, its decision about which bit to read at time $t$ can be computed as a logspace computable function of its configuration and the set of indices of bits that have already been read (both determined by what has been observed up to time $t - 1$). We observe that the hard function for the best-case
partition model of Papadimitriou and Sipser [PS82] becomes easy to compute by an adaptive read-once branching program (or syntactic read-once branching program) but other functions are known to be hard for read-\(k\) branching programs [BSW02].

Acknowledgements

We thank Shachar Lovett for directing us toward related results ([BSW02] and the unpublished work of Yoav Tzur) and for pointing out an improvement in Proposition 1.

References


