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#### Abstract

In this paper we suggest a modification of classical Lupanov's method [8] that allows building circuits over the basis $\{\&, \vee, \neg\}$ for Boolean functions of $n$ variables with size at most $$
\frac{2^{n}}{n}\left(1+\frac{3 \log n+O(1)}{n}\right),
$$ and with more uniform distribution of outgoing arcs by circuit gates. For almost all Boolean functions of $n$ variables in the circuits for these functions, which are built using our method, the fraction of gates with fanout 2 is asymptotically at least $1 / 32$. This fact disproves upper bound [15] on the number of circuits with exact number of gates with fan-out at least 2 .


## 1 Introduction

Boolean circuit model is one of the most studied computational models in complexity theory (see [14]). There are various families of Boolean circuits, such as: circuits and formulas over a finite complete basis, contact or relay-contact circuits, branching programs or binary-decision diagrams (BDD), etc. The (weighted) number of gates in a circuit is called its complexity. The complexity of a Boolean function $f$ is the smallest (weighted) number of gates in a Boolean circuit computing $f$.

Asymptotic approach in studying circuit complexity is concerned with the complexity of almost all Boolean functions and the complexity of the hardest Boolean function of $n$ variables, when $n$ tends to infinity. Fundamental concepts of this approach have been introduced by Shannon [12], and the complexity of the hardest single-output $n$-variable Boolean function is usually called Shannon function. The main purpose of the asymptotic approach is to obtain and to improve lower and upper bounds on Shannon functions for different classes of Boolean circuits. Upper bounds for Shannon functions are usually based on constructive methods for circuit synthesis while the lower bounds are usually proved via Shannon's counting argument [12]. In [7] we reviewed the history of improvements of bounds on a Shannon function for several families of Boolean circuits including high accuracy asymptotic bounds [3-6]. The latter stand for such upper and lower bounds on a function, depending on natural $n$ and having form $2^{n} / \psi(n)$, where ${ }^{2} \psi(n)=o\left(2^{n}\right)$ and $\psi^{-1}(n)=o(1)$, that differ by at most $O\left(2^{n} / \psi^{2}(n)\right)$.

This article is devoted to the synthesis of the hardest Boolean functions by circuits with certain restrictions related to the uniformity of the distribution of outgoing arcs by circuit's gates. The degree of the uniformity of this distribution plays specific role in the model of circuit embedded into a lattice [2,13]. We shall also review previous results for circuits with restrictions on the fan-out of gates.

[^0]In this paper we consider the class $\mathbb{C}$ of circuits over the basis $\{\&, \vee, \neg\}$. The complexity or size of a circuit is the number of gates in it. Let $L(n)$ be the Shannon function for the studied class. In [11] via a counting argument and Lupanov's method [8] the following asymptotically equal bounds were proved ${ }^{3}$ :

$$
\begin{equation*}
\frac{2^{n}}{n}\left(1+\frac{\log n-O(1)}{n}\right) \leqslant L(n) \leqslant \frac{2^{n}}{n}\left(1+\frac{3 \log n+O(1)}{n}\right) . \tag{1}
\end{equation*}
$$

The upper and lower bounds (1) are also mentioned in [1], where a simplified proof of the lower bound is given. We shall also repeat the proof of the bounds (1) in Sections 2 and 3 of this paper. In [6] the upper bound on $L(n)$ was improved to:

$$
\begin{equation*}
L(n) \leqslant \frac{2^{n}}{n}\left(1+\frac{\log n+\log \log n+O(1)}{n}\right) \tag{2}
\end{equation*}
$$

giving together with the lower bound (1) the bounds close to high accuracy asymptotic bounds on $L(n)$.

In several papers the subclasses of $\mathbb{C}$ with the restrictions on the fan-out of circuits' gates were considered. For $i=1,2, \ldots$ let $\mathbb{C}^{(i)}$ be the class of circuits whose gates have fan-out at most $i$ and $L^{(i)}(n)$ be Shannon function for $\mathbb{C}^{(i)}$. Note that $\mathbb{C}^{(1)}$ is the class of formulae over the basis $\{\&, \vee, \neg\}$. The asymptotically equal bounds on $L^{(1)}(n)$ were obtained in [9]:

$$
\begin{equation*}
\frac{2^{n}}{\log n}\left(1-O\left(\frac{1}{\log n}\right)\right) \leqslant L^{(1)}(n) \leqslant \frac{2^{n}}{\log n}\left(1+\frac{2 \log \log n+O(1)}{\log n}\right) \tag{3}
\end{equation*}
$$

The upper bound on $L^{(1)}(n)$ was improved in [4, 5]:

$$
\begin{equation*}
L^{(1)}(n) \leqslant \frac{2^{n}}{\log n}\left(1+O\left(\frac{1}{\log n}\right)\right) \tag{4}
\end{equation*}
$$

thus giving together with the lower bound (3) high accuracy asymptotic bounds on $L^{(1)}(n)$.

Lupanov [10] proved the following upper bound on $L^{(2)}(n)$ :

$$
\begin{equation*}
L^{(2)}(n) \leqslant \frac{2^{n}}{n}\left(1+O\left(\frac{1}{\sqrt{n}}\right)\right) . \tag{5}
\end{equation*}
$$

A subclass $\mathbb{C}_{\&, V}^{(1)}$ of $\mathbb{C}$ was introduced in [5]. Class $\mathbb{C}_{\&, V}^{(1)}$ consists of circuits where only inputs and the inverter gates, i.e., gates labelled " $\neg$ ", can have more than 1 outgoing arc. For the corresponding Shannon function $L_{\&, \mathrm{~V}}^{(1)}(n)$ high accuracy asymptotic bounds were obtained [5]:

$$
\begin{equation*}
L_{\&, \mathrm{~V}}^{(1)}(n)=\frac{2^{n}}{n}\left(1+\frac{2 \log n \pm O(1)}{n}\right) \tag{6}
\end{equation*}
$$

The set of circuits $\tilde{\mathbb{C}} \subseteq \mathbb{C}$ is called an asymptotically optimal family if for any function $f$ it contains the only circuit which implements $f$, and $\tilde{L}(n)=\frac{2^{n}}{n}(1+o(1))$, where $\tilde{L}(n)$ is Shannon function with respect to $\tilde{\mathbb{C}}$. Via a counting argument it follows that almost all $n$-input circuits from an asymptotically optimal family have complexity at least $\frac{2^{n}}{n}(1+o(1))$, while the number of outgoing arcs from circuit's

[^1]inputs and inverters is $o\left(2^{n} / n\right)$ (see Section 2 of this paper). Note that the synthesis methods, which give upper bounds (1), (2) and (5), (6), produce asymptotically optimal families contained in the corresponding classes $\mathbb{C}$ and $\mathbb{C}^{(2)}, \mathbb{C}_{\&, v}^{(1)}$. We analyze these families in terms of uniformity of the distribution of outgoing arcs by circuit's gates.

One can easily see that the total number of arcs in a circuit $\mathcal{S}$ of size $L$ with $L^{\prime}$ inverters equals $2 L-L^{\prime}-1$, thus the average fan-out in $\mathcal{S}$, i.e., the average number of arcs, outgoing from the gates, is $\left(2 L-L^{\prime}-R^{\prime}-1\right) / L \leqslant 2$, where $R^{\prime}$ is the number of arcs outgoing from the inputs of $\mathcal{S}$. Note that the expression for the average degree tends to 2 if $\left(L^{\prime}+R^{\prime}\right) / L$ tends to 0 , and this condition is fulfilled for almost all $n$-input circuits from any asymptotically optimal family. Therefore, the greater number of gates with fan-out 2 , the more uniform the distribution of outgoing arcs by all gates.

Note that the circuits built by Lupanov's method [8] as well as the circuits from $\mathbb{C}_{\&, V}^{(1)}$ built by method [5] with size fulfilling the upper bound (1) and (6) respectively, have rather nonuniform distribution of outgoing arcs by gates. Indeed, in these $n$-input circuits only $O\left(2^{n} / n^{2}\right)$ gates have "branching" output (i.e., fan-out at least 2) and average fan-out of these gates is $\Omega(n)$. As concerns the $n$-input circuits built by method [6] with size satisfying the bound (2), they have $O\left(\frac{2^{n}}{n \log n}\right)$ gates with branching output while average degree of their fan-out is $\Omega(\log n)$. The synthesis method [10] produces a family of circuits with more uniform distribution of outgoing arcs. In these circuits there are $o\left(2^{n} / n\right)$ gates with fan-out 1 while the rest of the gates have fan-out 2. However [10] gives a higher bound (5) on the corresponding Shannon function as compared to the previously mentioned methods.

In this paper we describe a rather simple modification of Lupanov's method [8], which produces a family of circuits with size satisfying the upper bound (1) and which at the same time have more uniform distribution of outgoing arcs by circuit's gates. In particular, for almost all $n$-input circuits in this family the fraction of gates with fan-out 2 is asymptotically at least $1 / 32$.

Note that our results as well as [6,10] disprove the bounds [15]. Indeed, Lemma 3.1 in [15] states

$$
\begin{equation*}
|\hat{\mathbb{C}}(n, L, T)| \leqslant \frac{2^{L \log (T+n)+O(L)}}{T!} \tag{7}
\end{equation*}
$$

where $\hat{\mathbb{C}}(n, L, T)$ is the set of circuits with fan-in of gates at most two, which have $n$ inputs, size $L$ and exactly $T$ gates of fan-out at least 2 . Based on (7) in [15] the lower bound obtained

$$
L(n) \geqslant \frac{2^{n}}{n}\left(1+\frac{2 \log n-O(1)}{n}\right)
$$

which contradicts the upper bound (2).
On the other hand, via a counting argument and (7) it follows (see Section 2 of this paper) that for any $\delta \in(0,1)$ the class of circuits having fraction of gates with branching output at least $\delta$ cannot contain asymptotically optimal family. This contradicts (5) and the results of the present paper giving one more disproof of claims [15].

## 2 Basic definitions and supplementary results

By $B_{n}$ we denote the set of all Boolean functions $f:\{0,1\}^{n} \rightarrow\{0,1\}$ of the variables $x_{1}, \ldots, x_{n}$. We use the lexicographical order on $\{0,1\}^{n}$ and the corresponding
numeration $\nu:\{0,1\}^{n} \rightarrow\left[0,2^{n}\right)$, where

$$
\nu\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\alpha_{1} 2^{n-1}+\alpha_{2} 2^{n-2}+\cdots+\alpha_{n} 2^{0} .
$$

A circuit $\mathcal{S}$ over the basis $\{\&, \vee, \neg\}$ with input variables $\left(x_{1}, \ldots, x_{n}\right)$ and output variables $\left(y_{1}, \ldots, y_{m}\right)$ is a directed acyclic graph, which has $n$ sources labeled by distinct input variables, other nodes (gates) have fan-in either 1 or 2 and are labeled either by " $\neg$ " (fan-in 1) or by "\&" or " $\bigvee$ " (fan-in 2 ). For $i=1, \ldots, m$ the output variable $y_{i}$ is assigned to one of the vertices of $\mathcal{S}$.

Let $v$ be a vertex of $\mathcal{S}$. The function $f_{v}$ implemented (computed) in $v$ is defined inductively by the depth of $v$. If $v$ has depth 0 and label $x_{i}$, then $f_{v}=x_{i}$. Next, if $v$ has incoming arcs from vertices $v_{1}, \ldots, v_{k}$ implementing $f_{v_{1}}, \ldots, f_{v_{k}}$, then $f_{v}=\neg f_{v_{1}}$ if $k=1$ and $f_{v}=f_{v_{1}} \circ f_{v_{2}}$ if $k=2$, where "०" is a label of $v$.

The circuit $\mathcal{S}$ with $m$ outputs implements (computes) vector $\left(f_{1}, \ldots, f_{m}\right)$ where $f_{i}$ is a function implemented at $i$-th output, $i=1, \ldots, m$.

The complexity or size $L(\mathcal{S})$ of the circuit $\mathcal{S}$ is the number of gates in $\mathcal{S}$. For a Boolean function $f$ (a set of Boolean functions $G$ ) $L(f)$ (resp. $L(G)$ ) is the smallest size of a circuit $\mathcal{S}$ over the basis $\{\&, \vee, \neg\}$ computing $f$ (resp. computing the vector of all functions from $G$ ). Shannon function $L(n)$ is defined as usual:

$$
L(n)=\max _{f \in B_{n}} L(f) .
$$

We denote $x^{0}=\bar{x}, x^{1}=x$. By $\mu_{n}\left(x_{1}, \ldots, x_{n}, y_{0}, \ldots, y_{2^{n}-1}\right)$ we denote the storage access function, i.e.,

$$
\mu_{n}=\bigvee_{\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in\{0,1\}^{n}} x_{1}^{\sigma_{1}} \cdot \ldots \cdot x_{n}^{\sigma_{n}} y_{\nu\left(\sigma_{1}, \ldots, \sigma_{n}\right)}
$$

where $x_{1}, \ldots, x_{n}$ are called the address variables and $y_{0}, \ldots, y_{2^{n}-1}$ are called the information variables.

Lemma 1. For $n=1,2, \ldots$ there exists a circuit $S_{n}$ implementing $\mu_{n}$, such that

$$
\begin{equation*}
L\left(S_{n}\right) \leqslant 2^{n+2} \tag{8}
\end{equation*}
$$

Proof. The following formula $\mathcal{F}_{n}\left(x_{1}, \ldots, x_{n}, y_{0}, \ldots, y_{2^{n}-1}\right)$ implements $\mu_{n}$ :

$$
\mathcal{F}_{n}=\bigvee_{\sigma_{1} \in\{0,1\}} x_{1}^{\sigma_{1}}\left(\bigvee_{\sigma_{2} \in\{0,1\}} x_{2}^{\sigma_{2}}\left(\cdots\left(\bigvee_{\sigma_{n} \in\{0,1\}} x_{n}^{\sigma_{n}} y_{\nu\left(\sigma_{1}, \ldots, \sigma_{n}\right)}\right) \cdots\right)\right)
$$

It is easy to see that $\mathcal{F}_{n}$ has $\left(2^{n}-1\right)$ symbols " $V$ ", $\left(2^{n}-1\right)$ symbols " $\neg$ " and $2\left(2^{n}-1\right)$ symbols " $\&$ ". The circuit $S_{n}$ implements the formula $\mathcal{F}_{n}$ and has size at most $2^{n+2}$.

Using Shannon's expansion for Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ with respect to the variables $x^{\prime \prime}=\left(x_{m+1}, \ldots, x_{n}\right)$, where $0<m<n$, one can obtain the following representation for $f$ :

$$
\begin{equation*}
f\left(x^{\prime}, x^{\prime \prime}\right)=\mu_{n}\left(x^{\prime \prime}, f_{\tilde{0}}\left(x^{\prime}\right), \ldots, f_{\tilde{1}}\left(x^{\prime}\right)\right), \tag{9}
\end{equation*}
$$

where $x^{\prime}=\left(x_{1}, \ldots, x_{m}\right)$ and $f_{\sigma^{\prime \prime}}\left(x^{\prime}\right)=f\left(x^{\prime}, \sigma^{\prime \prime}\right), \sigma^{\prime \prime} \in\{0,1\}^{n-m}$.
Lemma 2. For any Boolean function $f \in B_{n}$ there exists a circuit $\mathcal{S}_{f}$ of size at most $3\left(2^{n}-1\right)$ implementing $f$.

Proof. If $f \equiv 0$ then for the circuit $\mathcal{S}_{f}$ we take the formula $x_{1} \cdot \bar{x}_{1}$. If $f \not \equiv 0$, the following equality holds

$$
f=\mu_{n}\left(x_{1}, \ldots, x_{n}, f(\tilde{0}), \ldots, f(\tilde{1})\right)
$$

For the circuit $\mathcal{S}_{f}$ we take the circuit implementing the formula $\mathcal{F}_{n}^{\prime}$ which is obtained from the formula $\mathcal{F}_{n}$ (see Lemma 1) after substituting 0 and 1 in place of information variables of $\mu_{n}$ and appropriate reduction of the expression. Note that $\mathcal{F}_{n}^{\prime}$ has at most $\left(2^{n}-1\right)$ symbols " $\vee$ ", at most $\left(2^{n}-1\right)$ symbols " $\neg$ " and at most $\left(2^{n}-2\right)$ symbols "\&", therefore, $L\left(\mathcal{S}_{f}\right) \leqslant 3\left(2^{n}-1\right)$.

Lemma 3. For natural numbers $s$ and $r, 2 \leqslant s \leqslant(r-2)$, the fraction $\delta$ of Boolean matrices $M$ with $s$ rows and $2^{r}$ columns, such that there exists a set $V \subseteq\{0,1\}^{s}$, $|V| \geqslant 2^{s-2}$, and each tuple from $V$ occurs as a column of $M$ at least once and at most $2^{r-s-2}$ times, satisfies the inequality

$$
\delta \leqslant 2^{r+2^{s}+\gamma 2^{r}}
$$

where $\gamma=\log 3-\frac{7}{4}<0$.
Proof. In order to specify the matrix $M$, it suffices to

1. choose a set $\hat{V}$ of $2^{s-2}$ tuples from $\{0,1\}^{s}$;
2. choose $i \in\left[2^{s-2}, 2^{r-4}\right]$ and a set $I$ of $i$ elements from $\left[1,2^{r}\right]$, that will specify the numbers of columns in $M$, which are picked from $\hat{V}$;
3. for every $j=1, \ldots, 2^{r}$ choose the tuple from $\{0,1\}^{s}$ as the $j$-th column of $M$ which belongs to $\hat{V}\left(\{0,1\}^{s} \backslash \hat{V}\right)$ if $j \in I$ (resp. $\left.j \notin I\right)$.
Note that the set $\hat{V}$ can be chosen in $\left(\begin{array}{c}2^{s} 2^{s-2}\end{array}\right)$ different ways. For any $i$ from $\left[2^{s-2}, 2^{r-4}\right]$ set $I$ with $i$ elements can be chosen in $\binom{2^{r}}{i}$ different ways. Columns of $M$ indexed with the elements from $I$ can be chosen in $\left(2^{s-2}\right)^{i}$ different ways and the rest of the columns can be chosen in $\left(2^{s}-2^{s-2}\right)^{2^{r}-i}$ different ways. Therefore, the fraction $\delta$ satisfies the inequality:

$$
\begin{gathered}
\delta 2^{s 2^{r}} \leqslant\binom{ 2^{s}}{2^{s-2}} \sum_{i=2^{s-2}}^{2^{r-4}}\binom{2^{r}}{i}\left(2^{s-2}\right)^{i}\left(2^{s}-2^{s-2}\right)^{2^{r-i}}, \\
\\
\delta \leqslant\binom{ 2^{s}}{2^{s-2}} 2^{-2^{r+1}} 3^{2^{r}} \sum_{i=2^{s-2}}^{2^{r-4}}\binom{2^{r}}{i} 3^{-i}
\end{gathered}
$$

Since the product under the sum sign increases with $i$ on the segment $\left[2^{s-2}, 2^{r-4}\right]$,

$$
\delta \leqslant\binom{ 2^{s}}{2^{s-2}} 2^{-2^{r+1}} 3^{2^{r}} 2^{r-4}\binom{2^{r}}{2^{r-4}} 3^{-2^{r-4}}
$$

From the last inequality and taking into account that $\binom{v}{u} \leqslant 2^{v}$ and $\binom{v}{u} \leqslant(3 v / u)^{u}$ we obtain the desired bound:

$$
\delta \leqslant 2^{2^{s}-2^{r+1}+2^{r} \log 3+r}(3 \cdot 16)^{2^{r-4}} 3^{-2^{r-4}} \leqslant 2^{r+2^{s}+\left(\log 3-\frac{7}{4}\right) 2^{r}}
$$

In this section we shall also prove the properties of asymptotically optimal families of circuits, which were mentioned in the Introduction.

For the set $\tilde{\mathbb{C}} \subseteq \mathbb{C}$ and natural number $n$ let $\tilde{\mathbb{C}}(n)$ denote the set of circuits $\mathcal{S} \in \tilde{\mathbb{C}}$ which have the single output and $n$ inputs $x_{1}, \ldots, x_{n}$. For the circuit $\mathcal{S} \in \mathbb{C}$ we define

- $l(\mathcal{S})$ - the number of circuit's inverters;
- $R(\mathcal{S})$ - the number of the arcs outgoing from circuit's inputs;
- $T(\mathcal{S})$ - the number of circuit's gates with branching output;
- $t(\mathcal{S})$ - the number of the circuit's gates with fan-out 2 .

Note that

$$
l(\mathcal{S}) \leqslant L(\mathcal{S}), \quad t(\mathcal{S}) \leqslant T(\mathcal{S}) \leqslant L(\mathcal{S})
$$

and via induction on $L(\mathcal{S})$ one can show that

$$
\begin{equation*}
R(\mathcal{S})+l(\mathcal{S})-1 \leqslant L(\mathcal{S}) \tag{10}
\end{equation*}
$$

In the Appendix A we prove that for any positive real numbers $a, b, n, u$ such that

$$
\begin{equation*}
a \geqslant b, n \geqslant 1, u \leqslant \frac{2^{n}}{b\left(n-\log n+\log \left(\frac{2 a}{b}\right)\right)}, \tag{11}
\end{equation*}
$$

the inequality holds

$$
\begin{equation*}
\log \left((a u)^{b u}\right) \leqslant 2^{n}\left(1-\frac{1}{12\left(n+\log \left(\frac{a}{b}\right)\right)}\right) \tag{12}
\end{equation*}
$$

Two circuits are equivalent if they implement equal vectors of functions. The following statement is proved in the Appendix B.

Lemma 4. The number of non-equivalent circuits $\mathcal{S} \in \mathbb{C}(n)$ such that $L(\mathcal{S}) \leqslant L$, $R(\mathcal{S}) \geqslant R$ and $l(\mathcal{S}) \geqslant l$, where $R+l \leqslant L+1$, is not greater than $(16 n)^{R+l}(16(L+n))^{L-R-l+1}$.

It follows from Lemma 4 for $R=l=0$ and inequalities (11) and (12) for $a=16$, $b=1, u=\lambda(n)+n$, where

$$
\lambda(n)=\frac{2^{n}}{n-\log n+5}-n=\frac{2^{n}}{n}\left(1+\frac{\log n-5+o(1)}{n}\right),
$$

that the number of circuits $\mathcal{S} \in \tilde{\mathbb{C}}(n)$ such that $L(\mathcal{S}) \leqslant \lambda(n)$ is at most $o\left(2^{2^{n}}\right)$. Therefore,

$$
L(n) \geqslant \lambda(n) \text { and } L(f) \geqslant \lambda(n)
$$

for almost all functions $f \in B_{n}$.
Lemma 5. For any asymptotically optimal family $\tilde{\mathbb{C}} \subseteq \mathbb{C}$ its Shannon function $\tilde{L}(n)$ can be represented as

$$
\begin{equation*}
\tilde{L}(n)=\frac{2^{n}}{n+10}(1+\varepsilon(n))-n, \tag{13}
\end{equation*}
$$

where $\varepsilon(n)>0$ and $\varepsilon(n)$ tends to 0 when $n$ tends to infinity, and the inequality

$$
R(\mathcal{S})+l(\mathcal{S}) \leqslant \varepsilon(n) \tilde{L}(n)
$$

is fulfilled for almost all circuits $\mathcal{S} \in \tilde{\mathbb{C}}(n)$.

Proof. It follows from asymptotic optimality of $\tilde{\mathbb{C}}$ that (13) holds for some sequence $\varepsilon(n)$ which tends to 0 when $n$ tends to infinity. For any natural number $n$

$$
\tilde{L}(n) \geqslant L(n) \geqslant \lambda(n)>\frac{2^{n}}{n+10}-n
$$

therefore $\varepsilon(n)>0$.
For real $\delta \in\left(0, \frac{1}{2}\right]$ consider the set $\tilde{\mathbb{C}}_{\delta}(n)$ which consists of the circuits $\mathcal{S} \in \tilde{\mathbb{C}}(n)$ such that $R(\mathcal{S})+l(\mathcal{S}) \geqslant \delta \tilde{L}(n)$. From (10) and Lemma 4 we obtain the inequality

$$
\begin{aligned}
\left|\tilde{\mathbb{C}}_{\delta}(n)\right| & \leqslant \tilde{L}^{2}(n) \max _{\delta \tilde{L}(n) \leqslant R+l \leqslant \tilde{L}(n)+1}(16 n)^{R+l}(16(\tilde{L}(n)+n))^{\tilde{L}(n)-R-l+1} \\
& \leqslant \tilde{L}^{2}(n)(16 n)^{\delta \tilde{L}(n)}(16(\tilde{L}(n)+n))^{(1-\delta) \tilde{L}(n)} \leqslant(256 n(\tilde{L}(n)+n))^{(1-\delta)(\tilde{L}(n)+4)} .
\end{aligned}
$$

Note that if

$$
a=256 n, b=(1-\delta), u=\tilde{L}(n)+n, \delta=\delta(n)=\min \left\{\varepsilon(n), \frac{1}{2}\right\},
$$

the conditions (11) are satisfied for sufficiently large $n$. Therefore, via (12) we obtain $\left|\tilde{\mathbb{C}}_{\delta(n)}(n)\right|=o\left(2^{2^{n}}\right)$, i.e., for almost all circuits $\mathcal{S} \in \tilde{\mathbb{C}}(n)$

$$
R(\mathcal{S})+l(\mathcal{S}) \leqslant \varepsilon(n) \tilde{L}(n)
$$

The lemma is proved.
Note that in the conditions of Lemma 5 it follows from the bound (7) that $T(\mathcal{S}) \leqslant \varepsilon(n) \tilde{L}(n)$ for almost all circuits $\mathcal{S} \in \widetilde{\mathbb{C}}(n)$. This fact contradicts with the results [10] and Theorem 1 from Section 3 of this paper.

Indeed, for $\delta \in\left(0, \frac{1}{2}\right]$ let the set $\tilde{\mathbb{C}}_{\delta}^{\prime}(n)$ consist of the circuits $\mathcal{S} \in \widetilde{\mathbb{C}}(n)$ such that $T(\mathcal{S}) \geqslant \delta \tilde{L}(n)$. Via (7) and $u!\geqslant\left(\frac{u}{3}\right)^{u},\left(\frac{1}{\delta}\right)^{\delta} \leqslant 3, \tilde{L}(n) \geqslant n$ we obtain

$$
\begin{aligned}
\left|\tilde{\mathbb{C}}_{\delta}^{\prime}(n)\right| & \leqslant\left|\bigcup_{\delta \tilde{L}(n) \leqslant T \leqslant L \leqslant \tilde{L}(n)} \hat{\mathbb{C}}(n, L, T)\right| \leqslant \frac{\tilde{L}^{2}(n)(c(\tilde{L}(n)+n))^{\tilde{L}(n)}}{(\delta \tilde{L}(n))!} \\
& \leqslant \tilde{L}^{2}(n)\left(\frac{3 c(\tilde{L}(n)+n)}{\delta \tilde{L}(n)}\right)^{\delta \tilde{L}(n)}(c(\tilde{L}(n)+n))^{(1-\delta) \tilde{L}(n)} \\
& \leqslant\left(\left(\frac{6 c}{\delta}\right)^{\frac{\delta}{1-\delta}} c(\tilde{L}(n)+n)\right)^{(1-\delta)(\tilde{L}(n)+4)} \leqslant\left(c^{\prime}(\tilde{L}(n)+n)\right)^{(1-\delta)(\tilde{L}(n)+4)},
\end{aligned}
$$

where $c$ and $c^{\prime}$ are some constants. Next, by setting $\delta=\delta(n)=\min \left\{\varepsilon(n), \frac{1}{2}\right\}$ and by repeating the reasoning used in the proof of Lemma 5, we obtain $\left|\tilde{\mathbb{C}}_{\delta(n)}^{\prime}(n)\right|=o\left(2^{2^{n}}\right)$. Thus, $T(\mathcal{S}) \leqslant \varepsilon(n) \tilde{L}(n)$ for almost all circuits $\mathcal{S} \in \tilde{\mathbb{C}}(n)$.

## 3 Modification of Lupanov's method and estimation of the number of gates with fan-out 2

Let $m$ and $s$ be natural numbers, $s \leqslant 2^{m}$ and $p=\left\lceil 2^{m} / s\right\rceil$. A partition $\mathcal{I}=\left(I_{1}, \ldots, I_{p}\right)$ of $\{0,1\}^{m}$ is called a standard partition of height $s$, if $\left|I_{1}\right|=\ldots=\left|I_{p-1}\right|=s,\left|I_{p}\right| \leqslant s$ and $^{4} \nu^{-1}\left(I_{1}\right), \ldots, \nu^{-1}\left(I_{p}\right)$ are consecutive segments.

[^2]A set of Boolean functions $G \subseteq B_{m}$ is called $a$ universal set of order $m$ and rank $p$, if for each $g \in B_{m}$ there exist such $g_{1}, \ldots, g_{p}$ from $G$ that

$$
\begin{equation*}
g=g_{1} \vee \ldots \vee g_{p} \tag{14}
\end{equation*}
$$

Let $s$ and $m$ be natural numbers, $s \leqslant 2^{m}, p=\left\lceil 2^{m} / s\right\rceil$ and $\mathcal{I}=\left(I_{1}, \ldots, I_{p}\right)$ be a standard partition of height $s$ of $\{0,1\}^{m}$. A universal set $G$ of order $m$ and rank $p$ is called a standard universal set of order $m$ and height $s$ if it can be represented in the form:

$$
G=G^{(1)} \cup \cdots \cup G^{(p)},
$$

where for $i=1, \ldots, p$ the set $G^{(i)}$ consists of all functions which equal 0 on any tuple lying outside $I_{i}$.

Lemma 6. Let $G$ be a standard universal set of order $m$ and height $s \leqslant 2^{m}$. Then there exists a circuit $\mathcal{S}_{G}$ implementing $G$ such that

$$
\begin{equation*}
L\left(\mathcal{S}_{G}\right) \leqslant 6\left\lceil 2^{m} / s\right\rceil\left(2^{s}+2^{m+s / 2}\right) . \tag{15}
\end{equation*}
$$

Proof. Let $p=\left\lceil 2^{m} / s\right\rceil$ and $\mathcal{I}=\left(I_{1}, \ldots, I_{p}\right)$ be a standard partition of height $s$ of $\{0,1\}^{m}$. By definition, $G$ is represented in the form

$$
G=G^{(1)} \cup \cdots \cup G^{(p)},
$$

where for $i=1, \ldots, p$ the functions in $G^{(i)}$ equal 0 on any tuple lying outside $I_{i}$. For $\sigma \in\{0,1\}$ and $i \in[1, p]$ let $G_{\sigma}^{(i)}$ contain all non-constant functions $g\left(x_{1}, \ldots, x_{m-1}, \sigma\right)$, where $g \in G^{(i)}$. It easy to see that for $i=1, \ldots, p$ :

$$
\left|G^{(i)}\right| \leqslant 2^{s}, \quad\left|G_{0}^{(i)} \cup G_{1}^{(i)}\right| \leqslant 2^{(s+3) / 2}
$$

Note that any function $g$ from $G^{(i)}$ can be represented by one of the formulae:

$$
g=\bar{x}_{m} g_{0} \vee x_{m} g_{1} \text { or } g=x_{m}^{\sigma} g_{\sigma} \text { or } g=x_{m} \& \bar{x}_{m},
$$

where $g_{\sigma} \in G_{\sigma}^{(i)}$. By Lemma 2 each function in $G_{0}^{(i)} \cup G_{1}^{(i)}$ can be implemented by a circuit with at most $3\left(2^{m-1}-1\right)$ gates. Each function $g \in G^{(i)}$ we implement using at most 3 gates whose inputs are connected to the input node $x_{m}$ or to the output of the circuit implementing $\bar{x}_{m}$ or to the output of the circuit for $g_{\sigma}$. We use this approach for $i=1, \ldots, p$ and finally obtain the circuit $\mathcal{S}_{G}$ implementing $G$ such that

$$
L\left(\mathcal{S}_{G}\right) \leqslant 3 p 2^{s}+3 p\left(2^{m-1}-1\right) 2^{(s+3) / 2}+1 \leqslant 6 p\left(2^{s}+2^{m+s / 2}\right)
$$

The lemma is proved.
We remind that in order to build circuit $\mathcal{S}_{f}$ implementing a Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ by Lupanov's method [8] one should choose natural numbers $m$ and $s$, such that $m<n$, $s \leqslant 2^{m}$, and then use the representation (9) in which every $f_{\sigma^{\prime \prime}}\left(x^{\prime}\right), \sigma^{\prime \prime} \in\{0,1\}^{n-m}$, is implemented via (14) for a standard universal set $G$ of order $m$ and height $s$. By choosing $m$ and $s$ such that

$$
m=\lceil 2 \log n\rceil \text { and } s=\lceil n-3 \log n\rceil \text {, }
$$

and using Lemmas 1 and 6 we obtain the following statement.

Lemma 7. For any Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ there exists a circuit $\mathcal{S}_{f}$ implementing $f$ such that

$$
L\left(\mathcal{S}_{f}\right) \leqslant \frac{2^{n}}{n}\left(1+\frac{3 \log n+O(1)}{n}\right), \quad T\left(\mathcal{S}_{f}\right)=O\left(\frac{2^{n}}{n^{2}}\right) .
$$

The next theorem is the main result of the present paper.
Theorem 1. For any Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ there exists a circuit $\mathcal{S}_{f}$ implementing $f$ such that

$$
L\left(\mathcal{S}_{f}\right) \leqslant \frac{2^{n}}{n}\left(1+\frac{3 \log n+O(1)}{n}\right)
$$

and for sufficiently large $n$, for almost all $f$ from $B_{n}$,

$$
t\left(\mathcal{S}_{f}\right) \geqslant 2^{n-5} / n
$$

Proof. As in Lupanov's method [8] we choose natural numbers $m$ and $s$, such that $m<n$ and $s \leqslant 2^{m}$. Then we split the variables $x=\left(x_{1}, \ldots, x_{n}\right)$ into two groups: $x^{\prime}=$ $\left(x_{1}, \ldots, x_{m}\right)$ and $x^{\prime \prime}=\left(x_{m+1}, \ldots, x_{n}\right)$. Next, we denote $p=\left\lceil 2^{m} / s\right\rceil$ and take a standard universal set $G=G^{(1)} \cup \cdots \cup G^{(p)}$ of order $m$ and height $s$. Let the functions in $G$ depend on $x^{\prime}$. Recall that for $i=1, \ldots, p$ the functions in $G^{(i)}$ equal 0 on the tuples lying outside $I_{i}$, where $\left(I_{1}, \ldots, I_{p}\right)$ is a standard partition of $\{0,1\}^{m}$ of height $s$. For convenience we assume that for $i=1, \ldots, p$ set $G^{(i)}$ contains the constant function 0 .

Based on (14) and (9) we represent $f\left(x^{\prime}, x^{\prime \prime}\right)$ in the following way:

$$
\begin{equation*}
f\left(x^{\prime}, x^{\prime \prime}\right)=\bigvee_{\sigma^{\prime \prime}=\left(\sigma_{m+1}, \ldots, \sigma_{n}\right) \in\{0,1\}^{n-m}} x_{m+1}^{\sigma_{m+1}} \cdots x_{n}^{\sigma_{n}}\left(g_{\sigma^{\prime \prime}}^{(1)} \vee \cdots \vee g_{\sigma^{\prime \prime}}^{(p)}\right), \tag{16}
\end{equation*}
$$

where for each $\sigma^{\prime \prime} \in\{0,1\}^{n-m}$ and $i=1, \ldots, p$ the function $g_{\sigma^{\prime \prime}}^{(i)}$ belongs to $G^{(i)}$ and coincides with $f_{\sigma^{\prime \prime}}\left(x^{\prime}\right)$ on the tuples from $I_{i}$.

Let $A_{\alpha}^{n}$ denote the set $\left\{\left(\alpha, \alpha_{2}, \ldots, \alpha_{n}\right) \in\{0,1\}^{n}\right\}$. For $\alpha=0,1$ and $g \in G^{(i)}$ let $D_{\alpha}(g)$ be the set of tuples $\sigma^{\prime \prime}$ from $A_{\alpha}^{n-m}$ for which $g=g_{\sigma^{\prime \prime}}^{(i)}$. Let $d=\lfloor p / 2\rfloor$. For each $\sigma^{\prime \prime} \in\{0,1\}^{n-m}$ and $i=1, \ldots, d$ we introduce the function $h_{\sigma^{\prime \prime}}^{(i)}\left(x^{\prime}, x_{m+1}\right)$ which equals

1. function $g_{\sigma^{\prime \prime}}^{(i)} \vee \bar{x}_{m+1} g_{\sigma^{\prime \prime}}^{(i+d)}$ if $\sigma^{\prime \prime} \in A_{0}^{n-m}$;
2. function $g_{\sigma^{\prime \prime}}^{(i)} \vee g_{\sigma^{\prime \prime}}^{(i+d)}$ if $\sigma^{\prime \prime} \in A_{1}^{n-m}$ and the number ${ }^{5}$ of the tuple $\sigma^{\prime \prime}$ in the set $D_{1}\left(g_{\sigma^{\prime \prime}}^{(i)}\right)$ is greater than $\left|D_{0}\left(g_{\sigma^{\prime \prime}}^{(i)}\right)\right|$;
3. function $h_{\beta_{\sigma^{\prime \prime}}}^{(i)} \vee g_{\sigma^{\prime \prime}}^{(i+d)}$, in all other cases, where $\beta_{\sigma^{\prime \prime}} \in D_{0}\left(g_{\sigma^{\prime \prime}}^{(i)}\right)$ and its number in this set equals the number of the tuple $\sigma^{\prime \prime}$ in the set $D_{1}\left(g_{\sigma^{\prime \prime}}^{(i)}\right)$.
Note that for any $\sigma^{\prime \prime}=\left(\sigma_{m+1}^{\prime \prime}, \ldots, \sigma_{n}^{\prime \prime}\right) \in\{0,1\}^{n-m}$ and $i \in[1, d]$ :

$$
\begin{equation*}
h_{\sigma^{\prime \prime}}^{(i)}\left(x^{\prime}, \sigma_{m+1}^{\prime \prime}\right)=g_{\sigma^{\prime \prime}}^{(i)}\left(x^{\prime}\right) \vee g_{\sigma^{\prime \prime}}^{(i+d)}\left(x^{\prime}\right) . \tag{17}
\end{equation*}
$$

Let $i \in[1, d]$. It follows from the definition that for $\beta \in A_{0}^{n-m}$ the function $h_{\beta}^{(i)}$ occurs in item 3 in at most one definition of some $h_{\sigma^{\prime \prime}}^{(i)}, \sigma^{\prime \prime} \in\{0,1\}^{n-m}$. Let $q^{(i)}$ be the number of tuples $\beta \in A_{0}^{n-m}$ for which that happens. Note that

$$
\begin{equation*}
q^{(i)}=\sum_{g \in G^{(i)}} \min \left\{\left|D_{0}(g)\right|,\left|D_{1}(g)\right|\right\} . \tag{18}
\end{equation*}
$$

[^3]From (16) and (17) we obtain:

$$
\begin{equation*}
f\left(x^{\prime}, x^{\prime \prime}\right)=\bigvee_{\sigma^{\prime \prime}=\left(\sigma_{m+1}, \ldots, \sigma_{n}\right) \in\{0,1\}^{n-m}} x_{m+1}^{\sigma_{m+1}} \cdots x_{n}^{\sigma_{n}}\left(h_{\sigma^{\prime \prime}}^{(1)} \vee \cdots \vee h_{\sigma^{\prime \prime}}^{(d)} \vee h_{\sigma^{\prime \prime}}^{(0)}\right), \tag{19}
\end{equation*}
$$

where $h_{\sigma^{\prime \prime}}^{(0)}=g_{\sigma^{\prime \prime}}^{(p)}$ if $p$ is odd and $h_{\sigma^{\prime \prime}}^{(0)} \equiv 0$ otherwise.
The circuit $\mathcal{S}_{f}$ is built according to (19). It consists of subcircuits $\mathcal{S}_{1}, \ldots, \mathcal{S}_{5}$ of the following structure:

1. $\mathcal{S}_{1}$ has inputs $x^{\prime}$ and implements functions from $G$ by Lemma 6 ;
2. $\mathcal{S}_{2}$ implements functions $\bar{x}_{m+1} g$, where $g \in G^{(d+1)} \cup \cdots \cup G^{(2 d)}$, using the outputs of $\mathcal{S}_{1}$;
3. $\mathcal{S}_{3}$ implements for each $\sigma^{\prime \prime} \in\{0,1\}^{n-m}$ and for each $i \in[1, d]$ the functions $h_{\sigma^{\prime \prime}}^{(i)}$ according to their definitions using the outputs of $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$;
4. $\mathcal{S}_{4}$ implements for each $\sigma^{\prime \prime} \in\{0,1\}^{n-m}$ the "internal" disjunction

$$
h_{\sigma^{\prime \prime}}^{(1)} \vee \cdots \vee h_{\sigma^{\prime \prime}}^{(d)} \vee h_{\sigma^{\prime \prime}}^{(0)}
$$

from (19) using the outputs of $\mathcal{S}_{3}$ (and also $\mathcal{S}_{1}$ in case when $p$ is odd);
5. $\mathcal{S}_{5}$ is built by Lemma 1 and implements the storage access function $\mu_{n-m}$ of the address variables $x^{\prime \prime}$ and the information variables, connected to the corresponding outputs of $\mathcal{S}_{4}$ according to (19).

The output of $\mathcal{S}_{5}$ is the output of the circuit $\mathcal{S}_{f}$.
From the construction of $\mathcal{S}_{f}$ and Lemmas 1,6 we obtain:

$$
\begin{gathered}
L\left(\mathcal{S}_{f}\right)=L\left(\mathcal{S}_{1}\right)+\ldots+L\left(\mathcal{S}_{5}\right) \\
L\left(\mathcal{S}_{1}\right) \leqslant 6 p\left(2^{s}+2^{m+s / 2}\right), \quad L\left(\mathcal{S}_{2}\right) \leqslant p 2^{s}+1, \\
L\left(\mathcal{S}_{3}\right) \leqslant d 2^{n-m}, \quad L\left(\mathcal{S}_{4}\right) \leqslant d 2^{n-m}, \quad L\left(\mathcal{S}_{5}\right) \leqslant 2^{n-m+2} .
\end{gathered}
$$

Setting

$$
\begin{equation*}
m=\lceil 2 \log n\rceil \text { and } s=\lceil n-3 \log n\rceil, \tag{20}
\end{equation*}
$$

we obtain the claimed upper bound on the size of the circuit $\mathcal{S}_{f}$ :

$$
L\left(\mathcal{S}_{f}\right) \leqslant \frac{2^{n}}{n}\left(1+\frac{3 \log n+O(1)}{n}\right) .
$$

In order to get the lower bound on $t\left(\mathcal{S}_{f}\right)$ note that according to (18)

$$
\begin{equation*}
t\left(\mathcal{S}_{f}\right) \geqslant \sum_{i=1}^{d} q^{(i)}=\sum_{i=1}^{d} \sum_{g \in G^{(i)}} \min \left\{\left|D_{0}(g)\right|,\left|D_{1}(g)\right|\right\} \tag{21}
\end{equation*}
$$

Consider for every $i \in[1, d]$ and for every $\alpha \in\{0,1\}$ the matrix $M_{\alpha}^{(i)}$ with $s$ rows and $2^{n-m-1}$ columns, whose $j$-th column is the column of values of $g_{\sigma^{\prime \prime}}^{(i)}$ on the tuples of $I_{i}$, where $\nu\left(\sigma^{\prime \prime}\right)=j+\alpha 2^{n-m-1}$.

Note that by (20) for sufficiently large $n$ the values of $s$ and $r=n-m-1$ satisfy the conditions of Lemma 3. Let $Q_{\alpha}^{(i)}$ be the set of functions $f$, such that the inequality

$$
\begin{equation*}
\left|D_{\alpha}(g)\right| \leqslant 2^{n-m-s-3} \tag{22}
\end{equation*}
$$

is fulfilled for at least $2^{s-2}$ functions $g \in G^{(i)}$. Applying Lemma 3 to matrices $M_{\alpha}^{(i)}$ we obtain

$$
\begin{equation*}
\left|Q_{\alpha}^{(i)}\right| \leqslant 2^{2^{n}+2^{s}+(n-m)+\gamma 2^{n-m-1}} . \tag{23}
\end{equation*}
$$

Consider the set $\hat{B}_{n}$ which is the union of the sets $Q_{\alpha}^{(i)}$ for all $i \in[1, d]$ and $\alpha \in\{0,1\}$. Let $\breve{B}_{n}=B_{n} \backslash \hat{B}_{n}$. From the definitions and (22) it follows that for any $f \in \breve{B}_{n}$ and for any $i \in[1, d]$ there exist at least $2^{s-1}$ functions $g \in G^{(i)}$, such that

$$
\min \left\{\left|D_{0}(g)\right|,\left|D_{1}(g)\right|\right\} \geqslant 2^{n-m-s-3}
$$

Therefore, taking into account (20) and (21), for sufficiently large $n$,

$$
t\left(\mathcal{S}_{f}\right) \geqslant d 2^{s-1} 2^{n-m-s-3}=d 2^{n-m-4} \geqslant 2^{n-5} / n .
$$

Note that from (23) and (20) we have

$$
\left|\hat{B}_{n}\right| \leqslant 2 d 2^{2^{n}+2^{s}+(n-m)+\gamma 2^{n-m-1}}=o\left(2^{2^{n}}\right) .
$$

Hence the set $\breve{B}_{n}$ contains almost all functions from $B_{n}$.
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## Appendix A

We shall prove that (12) follows from (11).
In case $a=b=1$

$$
\begin{aligned}
\log \left(u^{u}\right) & \leqslant \frac{2^{n}}{n-\log n+1}\left((n-\log n+1)+\log \left(\frac{n}{n-\log n+1}\right)-1\right) \\
& \leqslant 2^{n}\left(1-\frac{\log \left(2-\frac{\log (n / 2)}{n / 2}\right)}{n-\log n+1}\right) \\
& \leqslant 2^{n}\left(1-\frac{\log \left(2-e_{1}\right)}{2 n}\right)
\end{aligned}
$$

where $e_{1}=\max _{v>0} \frac{\log v}{v}=\frac{\log e}{e}<\frac{4}{5}$. Therefore

$$
-\log \left(2-e_{1}\right)<-\log \left(\frac{6}{5}\right)=\log \left(1-\frac{1}{6}\right)<\ln \left(1-\frac{1}{6}\right)<-\frac{1}{6}
$$

hence

$$
\log \left(u^{u}\right) \leqslant 2^{n}\left(1-\frac{1}{12 n}\right)
$$

The general case when $a \geqslant b$ reduces to the previous case by replacing $u$ with $a u$ and $n$ with $n+\log \left(\frac{a}{b}\right)$.

## Appendix B

We assume that a spanning tree of the circuit $\mathcal{S} \in \mathbb{C}$ preserves the labels of the inner vertices. A supertree $\mathcal{D}$ of the circuit $\mathcal{S} \in \mathbb{C}$ is a tree obtained from some spanning tree of $\mathcal{S}$ by connecting all arcs absent in the spanning tree to their end vertices. There exist at most $8^{L}$ different supertrees of the circuits from $\mathbb{C}$ of the size
at most $L$. Indeed, to specify a supertree of the circuit $\mathcal{S} \in \mathbb{C}$, for each inner vertex $v$ of $\mathcal{S}$ starting at the output of $\mathcal{S}$ it suffices to choose one of 8 possibilities for the label and the predecessors of $v$ :
("\&", inner node, inner node), ("\&", leaf, inner node), ("\&", leaf, leaf),
(" $\vee$ ", inner node, inner node), (" $\vee$ ", leaf, inner node), (" V ", leaf, leaf), (" $\neg$ ", inner node), (" $\neg$ ", leaf).

Now we shall prove Lemma 4.
Proof. In order to specify the circuit $\mathcal{S}$ which satisfies the conditions of the lemma, it suffices to

1. choose a supertree $\mathcal{D}$ of the circuit $\mathcal{S}$ such that $\mathcal{D}$ contains at most $L$ inner vertices and at most $L-l+1$ leaves;
2. choose $R$ leaves of $\mathcal{D}$ and connect them to the inputs $x_{1}, \ldots, x_{n}$;
3. connect the remaining leaves to the inputs $x_{1}, \ldots, x_{n}$ or to the inner vertices of $\mathcal{D}$.

Therefore, the sought number of the circuits is not greater than

$$
8^{L} 2^{L-l+1} n^{R}(L+n)^{L-R-l+1} \leqslant(16 n)^{R+l}(16(L+n))^{L-R-l+1} .
$$

The lemma is proved.
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    ${ }^{2}$ We refer the reader to [14] for $O, o$ and $\Omega$ notations.

[^1]:    ${ }^{3}$ We use the abbreviation $\log$ for $\log _{2}$.

[^2]:    ${ }^{4}$ For $A \subseteq\{0,1\}^{m}, \nu^{-1}(A)=\bigcup_{\alpha \in A} \nu^{-1}(\alpha)$.

[^3]:    ${ }^{5}$ We assume that tuples from the set $S \subseteq\{0,1\}^{n}$ are numbered in it from 1 to $|S|$ according to lexicographical ordering.

