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Abstract

We give an example of a non-commutative monotone polynomial f
which can be computed by a polynomial-size non-commutative formula,
but every monotone non-commutative circuit computing f must have an
exponential size. In the non-commutative setting this gives, a fortiori, an
exponential separation between monotone and general formulas, mono-
tone and general branching programs, and monotone and general circuits.
This answers some questions raised in [6].

1 Introduction

Albegraic complexity investigates the complexity of computing polynomials over
fields. The basic and standard models of computation are arithmetic circuits,
branching programs, and formulas (circuits being the computationally strongest
and formulas the weakest). The general goal is to understand computations
performed by these algebraic devices. The main open problem is to prove strong
complexity lower bound for explicit polynomials.

In the non-commutative setting, computations are weaker than in the (more
common) commutative setting, in that a device may not rely on commutativity
of variables during the computation. It computes a non-commutative poly-
nomial over a given field—one can imagine a polynomial whose variables take
matrix values. The main motivation for the study of this model is that, while we
do not know how to prove strong lower bounds in the commutative setting, we
may have better luck with the (easier, in this respect) non-commutative one. In-
deed, in his seminal paper [6], Nisan proved an exponential lower bound for the
size of non-commutative branching programs (and hence formulas). A super-
polynomial lower bound for non-commutative circuit-size, however, remains an
open problem.

A monotone arithmetic circuit is a circuit that uses only non-negative real
numbers. Valiant showed that general circuits are exponentially more powerful
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than monotone circuits [9]. This is an analog of the gap between monotone and
general boolean circuits [8]. In the aforementioned paper, Nisan asks whether
such a separation also holds in the non-commutative setting. The expected
answer is “yes.” A proof of such a statement should not be out of reach: while
we do not know how to prove strong non-commutative circuit lower bounds,
proving lower bounds for monotone circuits is fairly straightforward. In this
text, we show that the answer is indeed positive.

Separations of this flavor have been obtained before. In [4], the authors gave
a super-polynomial gap between non-commutative formulas and non-commutative
monotone formulas. In [5], Li gave a similar separation for (some complexity
measure related to) algebraic branching programs. Our result is stronger.

We prove an exponential separation between non-commutative formulas and
non-commutative monotone circuits. Commutative or not, monotone or not,
circuits are at least as powerful as algebraic branching programs, and those
are in turn are at least as powerful as formulas. The separation proved here,
therefore, implies similar separations for any of these classes. Hence, in this
context, our result is as strong as possible.

Our construction is inspired by the separation between rank and non-negative
rank given in Fiorini et al. [2], which in turn uses Razborov’s bound on the dis-
tributional communication complexity of disjointness [7]. See Section 4 for more
details.

1.1 Notation

A non-commutative polynomial over a field is a polynomial in which variables
are not assumed to multiplicatively commute. Two standard models of non-
commutative computation we consider are non-commutative arithmetic circuits
and formulas. These models were investigated, e.g., in [6, 3], where we refer the
reader for exact definitions.

A non-commutative polynomial f over the field of real numbers is monotone
if every coefficient in f is non-negative. Similarly a non-commutative arithmetic
circuit is monotone, if it uses non-negative real numbers only. Since we are
only dealing with non-commutative computation, we shall often drop the “non-
commutative” adjective.

When considering boolean vectors, we use the following notation. Let u =
(u(1), . . . , u(n)), v = (v(1), . . . , v(n)) be two vectors in {0, 1}n. Define u ∧ v =
(u(1)v(1), . . . , u(n)v(n)) ∈ {0, 1}n and |u| = u(1) + · · ·+ u(n) ∈ N. Interpreting
u, v as subsets of {1, . . . , n}, u ∧ v is the intersection of u and v, and |u| is the
size of u. We also write i ∈ u instead of u(i) = 1. The concatenation of two
general vectors u, v is denoted uv.

We consider polynomials in only two variables, x0 and x1. For u ∈ {0, 1}n,
let xu be the monomial

xu = xu(1)xu(2) · · ·xu(n) .
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For a polynomial f and a monomial xu, write

xu ∈ f

if the coefficient of xu in f is non-zero. A polynomial f is homogeneous of degree
n, if u ∈ {0, 1}n for every monomial xu ∈ f .

1.2 Statement of results

The polynomial Dn is the monotone homogeneous degree-2n polynomial defined
by

Dn =
∑

u,v∈{0,1}n
(|u ∧ v| − 1)2xuv .

The following two theorems summarize the main statements proved in this pa-
per.

Theorem 1. The polynomial Dn can be computed by a non-commutative for-
mula of size O(n3).

Theorem 2. Every monotone non-commutative circuit computing Dn has size
at least 2Ω(n).

The rest of the text is mainly devoted to proving two theorems. In Section 2
we prove the upper bound on formula complexity, and in Section 3 we prove the
lower bound on monotone circuit complexity.

2 Formula complexity of Dn

Proof of Theorem 1. Write

Dn =
∑
u,v

|u ∧ v|2xuv − 2
∑
u,v

|u ∧ v|xuv +
∑
u,v

xuv ,

where u, v range over {0, 1}n. Let

f1 =
∑
u,v

|u ∧ v|2xuv, f2 =
∑
u,v

|u ∧ v|xuv and f3 =
∑
u,v

xuv .

It is sufficient to show that each of f1, f2, f3 can be computed by a formula of
cubic size.

First, f3 = (x0 + x1)2n has a formula of size O(n). Second, we claim that

f2 =
∑

i∈{1,...,n}

gigi

where
gi = (x0 + x1)i−1x1(x0 + x1)n−i.
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This is because, for every u, v, the coefficient of xuv in gigi is one if i ∈ u ∧ v
and it is zero otherwise. Hence the coefficient of xuv in

∑
i gigi is exactly |u∧v|.

This gives an O(n2)-size formula for f2. Third, we claim that

f1 =
∑

i,j∈{1,...,n}

gijgij

where

gij =

 (x0 + x1)i−1x1(x0 + x1)j−i−1x1(x0 + x1)n−j i < j,
gij = gji j > i,
gij = gi j = i.

Again, the coefficient of xuv in gij is one if i, j ∈ u∧ v, and it is zero otherwise.
Hence the coefficient of xuv in

∑
i,j gijgij is the number of pairs i, j ∈ u ∧ v.

This is exactly |u ∧ v|2. We thus obtained a formula of size O(n3) computing
f1.

3 Monotone circuit complexity of Dn

We now show that Dn requires monotone circuits of exponential size. The lower
bound uses only the two following properties of Dn: for every u, v ∈ {0, 1}n,

(i). if |u ∧ v| = 0 then xuv ∈ Dn, and

(ii). if xuv ∈ Dn then |u ∧ v| 6= 1.

The proof consists of two steps summarized by Lemmas 4 and 5 below. The
first lemma is a known structural representation of monotone non-commutative
circuits. The second lemma heavily relies on Razborov’s lower bound on the
distributional communication complexity of disjointness [7]. We now phrase (a
weaker version of) his result. For A,B ⊆ {0, 1}n, let

µ(A×B) =
∣∣∣{(u, v) ∈ A×B : |u| = |v| = n/4, |u ∧ v| = 0

}∣∣∣.
Let µ(n) = µ({0, 1}n × {0, 1}n).

Lemma 3 (Razborov). Assume that A,B ⊆ {0, 1}n are such that for every
u ∈ A, v ∈ B, it holds that |u ∧ v| 6= 1. Then µ(A×B) ≤ 2−Ω(n) · µ(n).

3.1 The two lemmas

The first lemma requires a definition. We call a homogeneous polynomial f of
degree k central, if there exist non-negative integers p1, q, p2 with p1 +q+p2 = k
and k/3 < q ≤ 2k/3 so that

f = g1hḡ1 + · · ·+ gmhḡm

where h, g1, . . . , gm, ḡ1, . . . , ḡm are homogeneous polynomials of degrees deg h =
q, deg g1 = . . . = deg gm = p1 and deg ḡ1 = . . . = deg ḡm = p2. No bound on m
is assumed.
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Lemma 4. Assume that a homogeneous polynomial f of degree k ≥ 2 can be
computed by a monotone circuit of size s. Then there exists t = O(ks) and
monotone central polynomials f1, . . . , ft such that f = f1 + · · ·+ ft.

Proof. The proof is a straightforward adaptation of Proposition 3.2 in [3]. We
get O(ks) instead of O(k3s) because we do not need to homogenize a monotone
circuit.

The second lemma requires definitions too. Let Λp(n) denote the set of
vectors u1u2 . . . upv1v2 . . . vp ∈ {0, 1}2pn such that for every i ∈ {1, . . . , p},

ui, vi ∈ {0, 1}n, |ui| = |vi| = n/4 and |ui ∧ vi| = 0 .

Clearly,
|Λp(n)| = µ(n)p. (1)

For a homogeneous polynomial f of degree 2pn, define

Λp(f) = {u ∈ Λp(n) : xu ∈ f} .

Observe
Λp(n) = Λp(Dpn), (2)

that is, Λp(Dpn) is largest possible.

Lemma 5. Assume that f is a central polynomial of degree 6n such that for
every u, v ∈ {0, 1}3n, if xuv ∈ f then |u∧v| 6= 1. Then |Λ3(f)| ≤ 2−Ω(n)|Λ3(n)|.

The lemma is proved below. We first show that Lemmas 4 and 5 give The-
orem 2.

Proof of Theorem 2. Assume1 that n is divisible by twelve. Consider D3n under
the assumption that n is divisible by four. Assume that D3n can be computed
by a monotone circuit of size s. By Lemma 4, we have t = O(ns) and monotone
central polynomials f1, . . . , ft such that D3n = f1 + · · ·+ ft. Since Λ3(

∑
i fi) ⊆⋃

i Λ3(fi),
|Λ3(D3n)| ≤ |Λ3(f1)|+ · · ·+ |Λ3(ft)|.

By (2), we know |Λ3(D3n)| = Λ3(n). Hence,

tmax
i
|Λ3(fi)| ≥ |Λ3(n)|.

For every u, v ∈ {0, 1}3n, if xuv ∈ D3n then |u ∧ v| 6= 1. Since f1, . . . , ft are
monotone, the same must hold for every fi. Hence, by Lemma 5, maxi |Λ3(fi)| ≤
2−Ω(n)|Λ3(n)|. Since n is divisible by four, |Λ3(n)| 6= 0. So, t ≥ 2Ω(n) and
consequently s ≥ 2Ω(n).

1This assumption is without loss of generality. When n is not divisible by twelve, we can
restrict a few variables in the polynomial and the circuit to be zero and obtain a polynomial
in 12bn/12c variables. This is not completely obvious, since we are working with only two
variables, so restricting the circuit requires some thought. There are several ways to handle
this, e.g., one can “order” the circuit as in [3]. This may cause a (negligible) increase in size
by a factor of order n.
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3.2 Proof of Lemma 5

Before entering the proof, let us give few more definitions. A vector σ ∈ {0, 1, ?}k
is called a restriction. We are interested in restrictions of a specific form, namely

σ = w1 ?
p1 w2 ?

p2 w3 ,

where wi ∈ {0, 1}qi , ?p is a vector of p stars, and p1 +p2 + q1 + q2 + q3 = k. The
degree of σ is p1 + p2. Such a σ acts on a degree-k homogeneous polynomial g:
If g is written as

g =
∑

v1,u1,v2,u2,v3

a(v1, u1, v2, u2, v3)xv1u1v2u2v3 ,

where a(v1, u1, v2, u2, v3) ∈ R, and the summation ranges over all vi ∈ {0, 1}qi
uj ∈ {0, 1}pj , then

σ(g) =
∑
u1,u2

a(w1, u1, w2, u2, w3)xu1u2 ,

where uj ∈ {0, 1}pj . One can thing of σ as picking out the monomials in g that
are compatible with σ, and shrinking them.

We can see that

(i). σ(g) is a homogeneous polynomial of degree equal to the degree of σ (this
includes the case σ(g) = 0),

(ii). if g1, g2 are homogeneous of degree k then σ(g1 + g2) = σ(g1) +σ(g2), and

(iii). if g1, g2 are homogeneous of degree ` and k−` respectively, then σ(g1g2) =
σ1(g1)σ2(g2), where σ1 ∈ {0, 1, ?}` and σ2 ∈ {0, 1, ?}k−` are the (unique)
restrictions such that σ = σ1σ2.

Proof of Lemma 5. Since f is central, write

f =

m∑
i=1

gihḡi,

with k = 6n. Assume, w.l.o.g., that p1 ≥ p2 (if p2 > p1 the argument is
symmetric).

We use the following simple claim. For two integers a, b, denote by (a, b] the
half-closed interval (a, b] = {c ∈ Z : a < c ≤ b}.

Claim. There exists e ∈ {0, 1} such that (en, (e + 1)n] ⊆ (0, p1] and ((e +
3)n, (e+ 4)n] ⊆ (p1, p1 + q].

Proof. It is basically a case analysis. We have p1 +q+p2 = 6n and 2n < q ≤ 4n.
Since p1 ≥ p2,

p1 ≥ (6n− q)/2 ≥ (6n− 4n)/2 = n, p1 ≤ 6n− q ≤ 4n

and
p1 + q ≥ (6n− q)/2 + q ≥ 4n.
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• If p1 ≤ 3n, set e = 0. In this case, the above inequalities imply (0, n] ⊆
(0, p1] and (3n, 4n] ⊆ (p1, p1 + q].

• If p1 > 3n, set e = 1. In this case, p1 + q ≥ 3n + 2n, and the above
inequalities imply (n, 2n] ⊆ (0, p1] and (4n, 5n] ⊆ (p1, p1 + q].

In the rest of the proof, we fix a particular e ∈ {0, 1} that satisfies the Claim.
For z = u1u2v1v2 ∈ Λ2(n), let σz ∈ {0, 1, ?}6n be the restriction

σz =

{
?nu1u2 ?

n v1v2 e = 0,
u1 ?

n u2v1 ?
n v2 e = 1.

Let
f(z) = σz(f).

Since σz has degree 2n, f(z) is a homogeneous polynomial of degree 2n. For
every u3, v3 ∈ {0, 1}n,

xu3v3 ∈ f(z) iff

{
xu3u1u2v3v1v2 ∈ f e = 0,
xu1u3u2v1v3v2 ∈ f e = 1.

If xuv ∈ f , then by assumption |u ∧ v| 6= 1. Since z = u1u2v1v2 ∈ Λ2(n), we
have |u1 ∧ v1| = |u2 ∧ v2| = 0. Hence, no matter what e is,

if xu3v3 ∈ f(z) then |u3 ∧ v3| 6= 1. (3)

Similarly,

|Λ3(f)| =
∑

z∈Λ2(n)

|Λ1(f(z))| ≤ |Λ2(n)| max
z∈Λ2(n)

|Λ1(f(z))| . (4)

We now want to estimate maxz∈Λ2(n) |Λ1(f(z))|. Fix z = u1u2v1v2 ∈ Λ2(n).
First, we claim that there exist homogeneous polynomials h1, h2, each of degree
n, such that

f(z) = h1h2 . (5)

Since f is central,

σz(f) =
∑
i

σ1(gi)σ2(h)σ3(ḡi),

where σ1 ∈ {0, 1, ?}p1 , σ2 ∈ {0, 1, ?}q and σ3 ∈ {0, 1, ?}p2 are restrictions such
that σz = σ1σ2σ3. By definition of σz and choice of e, the restrictions σ1, σ2, σ3

have degrees n, n, 0 respectively. Hence, σ1(g1), . . . , σ1(gm) and σ2(h) are ho-
mogeneous polynomials of degree n, and σ3(ḡ1), . . . , σ3(ḡm) are constant poly-
nomials. So,

σ(f) =
∑
i

σ1(gi)σ2(h)σ3(ḡi) =

(∑
i

σ1(gi)σ3(ḡi)

)
σ2(h).
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Equation (5) follows.
Let

A = {u ∈ {0, 1}n : xu ∈ h1} and B = {v ∈ {0, 1}n : xv ∈ h2}.

Equation (5) means that xuv ∈ f(z) iff u ∈ A and v ∈ B. Therefore,

|Λ1(f(z))| = µ(A×B).

From (3), |u ∧ v| 6= 1 for every u ∈ A, v ∈ B. Lemma 3, hence, implies
µ(A×B) ≤ 2−Ω(n)µ(n) and so

|Λ1(f(z))| ≤ 2−Ω(n)µ(n) .

Finally, by (4) and (1), we obtain

|Λ3(f)| ≤ |Λ2(n)|2−Ω(n)µ(n) = 2−Ω(n)µ(n)3 = 2−Ω(n)|Λ3(n)| .

4 A comment about non-negative rank

In [6], Nisan has pointed out that in order to separate non-commutative mono-
tone and general branching programs, it is sufficient to separate the rank and the
non-negative rank of a matrix. The non-negative rank of a m× n non-negative
real matrix M is the smallest k so that M can be written as M = AB, where A
and B are non-negative matrices of dimension m × k and k × n. This concept
was introduced by Yannakakis in [10], where it was related to the complexity of
linear programming, and it has several other interesting applications.

The question how much can the rank and the non-negative rank differ is quite
intriguing. It is relatively straightforward (see [1]) to construct an n×n matrix
M whose rank is 3 but the non-negative rank is Ω(log n). While this separation
is very strong when comparing just the values of the two ranks (constant versus
non-constant), it is much less so when taking into account the dimension of
the matrix. For example, it is not known whether there exists M whose rank
is constant but the non-negative rank is linear (in its dimension). A better
separation was obtained by Fiorini et al. in [2], which we now outline. Let M
be the 2n × 2n matrix whose rows and columns are labelled with vectors in
{0, 1}n and

Mu,v = (|u ∧ v| − 1)2 , for all u, v ∈ {0, 1}n .
The authors of [2] showed that the rank of M is O(n2), whereas its non-negative
rank is 2Ω(n). In their argument too, the lower bound follows from Razborov’s
result about disjointness [7].

This rank separation gives, almost immediately, an exponential gap between
general and monotone branching programs computing the polynomial Dn. It
cannot, however, be directly extended to a monotone circuit lower bound. Our
separation requires a deeper study of the structure of non-commutative circuits.
Though, ultimately, the combinatorial essence is Razborov’s result, our use of
it is, indeed, more elaborate than in [2].
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