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Abstract

We show that degree-d block-symmetric polynomials in n variables modulo any odd
p correlate with parity exponentially better than degree-d symmetric polynomials, if
n > cd?logd and d € [0.995 - p' — 1,p") for some ¢t > 1. For these infinitely many
degrees, our result solves an open problem raised by a number of researchers including
Alon and Beigel in 2001 [ABO1]. The only previous case for which this was known was
d =2 and p = 3 [Gre04].

The result is obtained through the development of a theory we call spectral anal-
ysis of symmetric correlation, which originated in works of Cai, Green, and Thierauf
[CGT96, Gre99]. In particular, our result follows from a detailed analysis of the cor-
relation of symmetric polynomials, which is determined up to an exponentially small
relative error when d = p* — 1.

We give a partial complement to our result by showing that for degree d = pt,
p prime, block-symmetric polynomials correlate exponentially worse than symmetric,
assuming that the blocks are large enough which is the case above. Moreover we
show the same holds for every d in the case of polynomials modulo p = 2 vs. the
Mods function. In this setting we present computational evidence that symmetric
polynomials may in fact be optimal.

This work builds on a study of correlation using computer search by the authors
which gave unexpected results. The latter are here explained analytically. We advocate
further use of computer search in complexity theory.
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1 Introduction

Among the dozens of simple-to-state, long-standing challenges in complexity lower bounds,
one challenge arguably stands out. This is the challenge of exhibiting explicit functions
that have small correlation (a.k.a. are very hard on average for) low-degree polynomials in
n variables modulo p. As discussed in the survey [Vio09], it stands out for three reasons:

i) progress on correlation bounds is a prerequisite for basic progress on circuit complexity
such as, say, establishing that NP does not have depth-4 majority circuits of size n©°e™.
(This follows from a boosting/min-max argument.) It is also sufficient for long-sought
progress on AC? circuits with mod p gates and one majority gate [Raz87, Smo87, HMP*93].

ii) so-called “barriers” [BGS75, RR97, AWO08] are not known to apply.

iii) arguably more is known about this challenge than others. For example, consider
the Mod ¢ function which outputs 1 on input (z1,2s,...,2,) € {0,1}" if ¢| >, z;. Two
different bounds are known on its correlation with degree-d polynomials in n variables modulo
p, for co-prime p and ¢. First, O(d/y/n) [Raz87, Smo87, Smo93|; second, exp(—Q(n/c?))
[BNS92, Bou05, GRS05] (cf. [Vio09] for Nisan’s simple derivation of this from [BNS92]).

Motivated by the above three points, and especially by iii), in this work we consider the
correlation with the Mod ¢ functions. For concreteness let us define “correlation.” Following
previous work, we work with a complex sum; for completeness we review in §A the close
relationship between this sum and other notions of correlation, such as the fraction of inputs
in which the functions disagree.

Definition 1.1. The “correlation” between a polynomial t in the n variables x+, ..., x, mod-
ulo p and the Mod q function in the same variables is
1 oz t(x
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where ¢, = e is the primitive complex u'™ root of unity.
When we say that the correlation is mazimized/bigger/etc., we refer to its norm |vy|.

It is natural to conjecture that |v| is exponentially small in n for every fixed, co-prime
p and ¢, even for degree d = n¥(V). Alas, for all we know |y| > 1/n even for d = log,n.
Indeed, regarding point iii) above, the techniques of [Raz87, Smo87] are insufficient to prove
|7| < 1/n, while those of [BNS92, Bou05] do not yield interesting bounds when d > log, n.

It thus seems natural to investigate which polynomials have (close to) maximum corre-
lation. In this direction a specific question was asked by a number of researchers, including
Alon and Beigel [ABO1] over a decade ago:

Do symmetric polynomials have mazimum correlation?

Recall that a polynomial is symmetric if it is invariant under permutation of the variables,
and so its output depends only on the Hamming weight of the input. A positive solution to
the above question would have dramatic consequences, as for symmetric polynomials very



strong bounds are known [CGT96]. But until the present work it was only known that the
answer is negative for polynomials of degree d = 2 modulo p = 3 vs. the Mod ¢ = 2 function
(a.k.a. parity) [Gre04]. By contrast, in other cases empirical results (reproduced in §6) had
suggested that, for higher degrees d > 2, symmetric may actually maximize correlation.

1.1  Our results

We prove that, in fact, symmetric polynomials modulo p have correlation with parity that
is exponentially worse than the maximum for infinitely many degrees d, and any odd p.
We accomplish this by showing that block-symmetric polynomials, those polynomials whose
variables are divided into blocks and are symmetric within each block but not overall, achieve
exponentially better correlation than symmetric polynomials of the same degree.

Theorem 1.2 (Block-symmetric beats symmetric.). For every odd p > 3, everyn, and every
d that satisfies p* > d > 0.995p" — 1 for some t > 1, let || be the mazimum correlation be-
tween degree-d block-symmetric polynomials in n variables modulo p and the parity function,
and let |ys| be the mazimum for symmetric polynomials instead. Then,
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where ¢ > 0 depends only on p.

We note that the above theorem applies to “small” degrees such as d = 8 (for p = 3), and
to a constant fraction of all the degrees up to p’. The latter degrees can be as large as n%4?,
for large enough n. This regime of large degrees is the most interesting for applications.

The only case that was previously known is d = 2 and p = 3 [Gre04], corresponding
tot = 1. In fact, [Gre04] shows that the optimal polynomials over {—1,1} are of the
block-symmetric form +zy29 + z324 + -+ + 2,12, (if n is even; the case n odd has an
extra degree-1 term). However, the natural generalization of these polynomials to higher
degrees (e.g., r1x9x3+ -+ X, _2x,_11,) does not beat symmetric, for any d > 3. We find it
somewhat surprising that a different type of block-symmetric polynomials beats symmetric,
as given by our above theorem.

In fact, we complement the above result with more settings where symmetric polynomials
do beat block-symmetric, as long as the blocks are large enough. We note that the blocks in
the above result are indeed large enough. First, we show this is the case when d is a power
of p, indicating that the inequality p' > d in Theorem 1.2 must be strict.

Theorem 1.3 (Symmetric beats large-block-symmetric for d = p'.). Fiz any odd prime p
and degree d = p'. There is a constant ¢ such that for n > ¢, any block-symmetric polynomial
with block-size > ¢ correlates with parity worse than symmetric.

Second, we consider the case of polynomials modulo p = 2 vs. the Mod 3 function. Before
this paper, nothing suggested that different moduli yield different optimal polynomials. We
can in fact show that symmetric beats block-symmetric, again with large enough blocks.



Theorem 1.4 (Symmetric mod 2 beats large-block-symmetric in computing Mod 3.). For
any fixed degree d, block-symmetric polynomials modulo 2 with sufficiently large blocks have
worse correlation with the Mods function than symmetric.

In fact, in the setting p = 2 of Theorem 1.4 we provide later computational evidence that
symmetric may be optimal.

All the results discussed so far concern the relationship between block-symmetric and
symmetric polynomials. We also introduce a new family of polynomials which we call switch-
symmetric. These are polynomials of the form x1 f(zo, ..., 2,)+ f'(22, ..., z,) where f, f" are
symmetric polynomials in n — 1 variables. We obtain various settings of the degree d and the
modulus p such that switch-symmetric beats symmetric for infinitely many n. Specifically:

Theorem 1.5 (Switch-symmetric beats symmetric). Let (d,p) € {(4,3),(10,3), (6,5)}. For
all sufficiently large, even n there exists a degree-d switch-symmetric polynomial mod p over
n variables that correlates with parity better than degree-d symmetric polynomials.

1.2 Techniques: Spectral analysis of symmetric correlation

Our main results are obtained by developing a theory we call spectral analysis of symmetric

correlation, which originated in works of Cai, Green, and Thierauf [CGT96, Gre99|. Before

describing it, we mention that we will use the terminology “symmetric polynomial of degree

d” to refer to the d+ 1 choices of the coefficients for the polynomial, independently from the

values of n. Thus, it makes sense to fix a certain symmetric polynomial and let n grow.
The aforementioned theory allows us to re-write the correlation v in the format

1= ars, 2)

1<D

where D < pd is the smallest power of p larger than d, the «; are real numbers independent
from the polynomial and decreasing (i.e., &y > ay > ... > ap > 0); and the (; are complex
numbers that depend on the symmetric polynomial, but only on n modulo O(D).

Hence, for any symmetric polynomial there exists a value ] such that the correlation
is dominated asymptotically by the leading term «3]/D in the sum (2). All the results in
this paper are obtained by analyzing this leading term [; only. Because of its importance,
we refer to B as 5. In the rest of this informal discussion we ignore lower-order terms
(corresponding to ¢ > 1) and we think of the correlation of a symmetric polynomial as

alf/D. (3)

Note the analogy with spectral graph theory. Just as the latter rewrites a transition
matrix in an eigenvector basis and typically proceeds by bounding the maximum (non-
trivial) eigenvalue, spectral analysis of symmetric correlation rewrites correlation in the form
of Equation (2) and proceeds by bounding the leading f;.



To study the relationship between symmetric and block-symmetric, we start by making
the following key observation. If we divide up the variables into n/b blocks of b variables
each, and in each we use a symmetric polynomial with a specific 8, the resulting correlation
multiplies across blocks and becomes:

(e18/D) oy (8/D)"". (4)

Comparing Equations (3) and (4) we see that:

n/b

Block-symmetric beats symmetric if |B|/D > 1.

To obtain our main Theorem 1.2 that block symmetric beats symmetric we exhibit (for
the parameters in the theorem) a polynomial such that |5|/D > 1. In fact, we show how to
approach 2\/3/ m = 1.102... and prove that this is the best possible. Along the way, these
bounds determine the correlation up to a relative error 1 + ¢ where |e| = 27 in the case
d = p' — 1 for some t.

Our proof that there exists a polynomial achieving |5|/D > 1 has multiple steps. First, we
provide in Lemma 2.1 a refined spectral formulation which yields the following key expression
for 5 in Equation (2):

B=2 (—1)’“4’;(1"’) cos(m(n — 2k)/2D), (5)

where r(k) is the value of the polynomial on inputs of Hamming weight k.

The advantage of our above Expression (5) for § over the previous expressions in [CGT96,
Gre99] is that ours depends only on the values of the symmetric polynomial at the first D
Hamming weights. As we show in Lemma 3.4, this grants us complete freedom in the
choice of the r(k), in the case d = p' —1 = D — 1. In other words, for every set of values
r(k),0 < k < D — 1, there exists a symmetric degree-d polynomial achieving those values.
(The case of degree d = p' — ¢ for £ > 1 is reduced to the case £ = 1.)

A minute’s thought now suggests that in order to maximize || we should pick r(k) to
agree with the sign of (—1)* cos(m(n — 2k)/2D) as much as possible. Specifically:

b 0 if (—=1)% cos(m(n — 2k)/2D) > 0,
r(k) = { (p—1)/2 if (—1)* cos(m(n — 2k)/2D) < 0.

And in fact we show this choice is best possible for p = 3 (Theorem 7.1).

At this point, a somewhat technical result in this paper (Theorem 3.1) shows that for
the above choice of r the sum (5) may be rewritten as a simpler expression which does
not involve cancelations and is thus easier to bound. Indeed, we then bound this simpler
expression in Lemma 3.3 to show |3|/D > 1. This concludes the overview of the proof of
our main Theorem 1.2.

Our complementary results, Theorems 1.3 and 1.4, are proved via a similar two-step
approach. That is, we obtain suitable spectral formulations, and then we bound ||, this
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time from above to establish that |§|/D < 1. (Here the disregard for lower-order terms
corresponding to ¢ > 1 in (2) yields the requirements that the blocks are large enough.)

For our results on switch-symmetric polynomials we prove that the maximum correlation,
for a fixed even degree d, decreases “in steps” as a function of n. That is, it stays the same
for n — 1 and n variables, when n is also odd. Then we show that this is incompatible with
(5) for select values of d, using computer search.

The role of computer search. All the main results in this paper, including Theorems
1.2, 1.3, and 1.4 are obtained analytically without any use of computer (a.k.a. brute-force)
search. However, this work builds on a computer search by the authors. In this paragraph,
we wish the elaborate on this to provide some perspective. First, the authors verified using
computer search that symmetric polynomials modulo p have maximum correlation with the
Mod ¢ function for various small values of n,d, p, q, except precisely the case ¢ = 2 and
d = 2, cf. §6. This motivated the authors to investigate further the symmetric case. The
authors then used computer search to compute a few maximum values for || in Expression
(2), cf. §6. To their surprise, the authors observed that in some cases |3|/D > 1, and realized
that this in particular implies that block-symmetric beats symmetric; whence this paper.

Computer search is frequently used in cryptography and combinatorics, see e.g. [BK10,
Rad09]. Despite a few exceptions, e.g. [VW08, Wil07], computer search seems underused in
Theoretical Computer Science. We wish to reverse this trend. We believe that the apparent
lack of progress on fundamental complexity lower bounds lends itself to computer search,
and we see this paper as a step towards a broader use of computer search.

Organization. In §2 we obtain our spectral formulation which refines [CGT96, Gre99],
providing in particular an expression for 5. Various bounds on ( are obtained in §3, estab-
lishing our main Theorem 1.2. For readability, some proofs from this section are postponed
to §7. §4 contains our complementary results about symmetric beating block symmetric,
proving Theorems 1.3 and 1.4. The step-wise behavior of optimal correlation, and switch-
symmetric polynomials are discussed in §5, in particular proving Theorem 1.5. For complete-
ness, we report in §6 the results of a computer search which also sparked the development
of this paper. A number of open problems is discussed in §8.

2 A spectral formulation

In this section we state and prove our spectral formulation. First we fix some notation.
When ¢ is a symmetric polynomial, it can be expressed as a function r : Z, — Z,, where
r(k) = t(z) (mod p) exactly when k = >  x;. We say that t is symmetric through r.
Denoting the degree of t by d, it turns out that the function r is periodic, with a period
which depends on d, and which we denote by D; that is, for any k, r(k + D) = r(k). When
p is prime, we have D = p' where t is the least integer such that d < p'.



Lemma 2.1 (Spectral expression for correlation). Let t be a degree-d polynomial modulo p
that is symmetric through r. Let D be the smallest power of p greater than d. Then the
correlation between t and parity on n variables is

1
=5 > apB (6)
(=1,35...D—2
where for every (:

ay = cos(ml/2D), (7)
D—1

Be=2 Z(—l)k@;(k) cos(ml(n — 2k)/2D). (8)
k=0

For simplicity we use the notation 3 for 5, throughout this paper.
Since maxy, ay is clearly attained for ¢ = 1, and |5,| < 2D, it follows from Lemma 2.1
that the correlation of a symmetric polynomial is

1 D
1] < 032D < Daf. (9)

The proof of Lemma 2.1 uses the following lemma from [Gre99]. For completeness, we
remark that the latter is proved by first rewriting the correlation (cf. Definition 1.1) as

1 o /n\ .. ..
__E r(5)
T ~ <J’)C§C”J’

and then essentially rewriting (?) as a sum of complex numbers via the binomial theorem.

Lemma 2.2 (Lemma 2.6 in [Gre99]). Let t be polynomial modulo p that is symmetric through
r, and let r have period D. Then

11 2L
= 1+ 4me® 10
1= grap LG (10)
where
qD—-1
R A i
k=0

Moreover, 0 =0 if ¢ + D #0 mod q.

Proof of Lemma 2.1. We use the expression for v in Lemma 2.2, in the setting ¢ = 2, corre-
sponding to parity. Because D is odd, from the lemma we know that in the sum for v we can
disregard the even values of £. We may also disregard the value ¢ = D, since (1 + ¢, DD )=0.



Pairing off each term with 0 < ¢ < D — 1 with 2D — ¢, we therefore find,
o ii 1 —l\n ) 1 L \n__(2D-0)
Y= Z [(1+Gp) ot + (1 + Gp)o ]

:zin% > (bt )" (GB" o)+ (G + i) (G - oY)
(wsing 1+2 = (VT + AV 1427 = (Ve 4 yEET)

1 o n _
=35 Z cos(ml/2D)"(Cpt - o) 4+ ¢ - o200

(=1,3,5...D—2
1 n e k »r(k) k(2D—¢)
=5D Z cos(ml/2D) Z (=1)°¢ ( 5'6p + CihGan )
(=1,3,5...D—2 k=0
(using €5 + CipGop " = G + (i ™)
! 2D—1
=5 > cos(ml/2D)" Y (—1)F¢™ cos(nl(n — 2k)/2D)
(=1,3,5..D—2 k=0
] D-1
=5 > cos(ml/2D)"2 > " (—1)F¢™ cos(nl(n — 2k)/2D)
(=1,35..D-2 k=0
== ¢ B
D, 3,5...D—2
where in the second-to-last equality we use the following. First, (—1)¥2 = —(—1)* because k
is odd. Second, r(k) = r(k+ D) because r has period D. Finally, cos(ml(n—2(k+D))/2D) =
cos(ml(n — 2k)/2D — wl) = — cos(ml(n — 2k)/2D) because ¢ is odd. O

3 Block-symmetric beats symmetric

Here we establish that block symmetric polynomials beat symmetric. First we rewrite the
expression for § when r is the specific function discussed in §1.2. We will make contact
between this r and the r of period D that represents a symmetric polynomial ¢ later. For
now, it is not necessary to exploit the periodicity of r, so we take it to be any function
r:Lp — L.

Theorem 3.1. Let p,c be any integers, and let D be any odd integer. Let v = (D —1)/2 =
|D/2|, w1 = |v/2] and uy = [v/2]. If n is even there exists an r : Zp — Z, such that,

gl ()




If n is odd there exists an v : Zp — Zy,

<

B = (1) - gy =Bl (@) .

N

The proof of the above theorem is in §7.
The special values for 5 given in Theorem 3.1 play an important role.

Definition 3.2 (5*). We denote by * = (*(n mod 2,p,c, D) the value for B given in
Theorem 3.1.

Lemma 3.3 (Bounds on *). Let ¢ := (p —1)/2. Then:
For any p, we have limp_,o, |8*(D)/D| = 4sin(wc/p) /7 > 2v/3/7 > 1.102.
For p= D =3, we have |3*| = 3 for n even, and |5*| = 2V/3 if n is odd.
Finally, for any p >3 and D > 5, we |5*|/D > 1.04.

The proof of this lemma is in §7.

The following lemma shows that a symmetric polynomial of degree d can be designed
to output any d + 1 desired values on inputs of hamming weight 0,...,d. This also follows
from a more general result by Bhatnagar, Gopalan, and Lipton [BGL06, Corollary 2.7]. The
following proof of this case is more elementary because it avoids Lucas’ theorem.

Lemma 3.4. For every integers d > 0 and n > d, and any integers ag,ay,...,aq, there is
a symmetric polynomial f; of degree d in n variables and with integer coefficients such that
for any input x € {0,1}" of Hamming weight |x| < d, fq(z) = ajy.

Proof. By induction on d. Let fy := ag. Given fy_1, define fy(z) := fo_1(x) + (aqg —

Note that fd is symmetric and has degree d. On inputs x € {0, 1}" of Hamming weight
< d, each monomial z;, ---x;, will be 0 and so f4(r) = fa—1(v) = a). Finally, on any
input x of Hamming weight d exactly one monomial z;, ---z;, will be 1, and so fy(z) =
faa1(z) +aqg — fa-1(wq) = aq. O

The next lemma summarizes the existence of symmetric polynomials whose 5 approaches
o

Lemma 3.5. For every n, odd p, and D a power of p, and for every £ > 0, there exists a
symmetric polynomial of degree d = D—1—{ in n variables with |5 > |5*] —2|§,§p‘1)/2—1|£ >
|5*| — 4.

Note the case ¢ = 0 is of special interest; in this case we in fact achieve § = g*. It should
be possible to optimize the constant 4 somewhat.

Proof. Let r : Zp — Z, be the function guaranteed by Theorem 3.1.



Obtain from Lemma 3.4 a symmetric polynomial f of degree D — 1 — ¢ that on inputs
x of Hamming weight |x| < D — ¢ gives value f(x) = r(|z|). Let 7'(|x|) denote the value of
f(z) on inputs = of Hamming weight |z|, for || < D. The value of |3| for f is now

= 2k —n
* _ 1Yk [ (k) _ (k) _
g —2 kgzo( 1) (Cp G ) cos ( 5 7r) ‘

/ 2k —
=|f* =2 Z (—1)* (g;(’” -, (k)) cos < 2Dn7r>
k' (k)#£r(k)

> |5*| = 2/¢F 02— 1,

using | cos(x)| <1 and max, |5 — ()| = \C,SHW —1]. O

We now prove our main theorem.

Theorem 1.2 (Block-symmetric beats symmetric.). For every odd p > 3, every n, and every
d that satisfies p' > d > 0.995p" — 1 for some t > 1, let || be the mazimum correlation be-
tween degree-d block-symmetric polynomials in n variables modulo p and the parity function,
and let |ys| be the mazimum for symmetric polynomials instead. Then,

s - 1.01[n/(cd?1gd)]
sl pd ’

where ¢ > 0 depends only on p.

Proof. First recall that from Lemma 2.1 the correlation of degree-d symmetric polynomials
is in absolute value < Daf < pdaf, cf. Equation (9).

The rest of the proof constructs a block-symmetric polynomial of degree d with correlation
> o1 4 €)l*/®12d] from which the theorem follows. The construction proceeds by first
exhibiting a symmetric polynomial with correlation > a?(1+ ¢), for any large enough b, and
then boosting the correlation by dividing the n variables into blocks of size b.

Combining the above Lemma 3.5 with the last bound in Lemma 3.3, we obtain that there
exists a symmetric polynomial in b variables with, say, |3|/D > 1.02 as long as the degree d
satisfies d = D — 1 — /¢ for 1.04 — 4¢/D > 1.02. This is implied by d > 0.995D — 1. This is
the desired polynomial. (In the case p = 3 and d = 2, which is also in [Gre04], we need to
take b odd, which is sufficient for the proof.)

The rest of this proof shows that when b is sufficiently large, the lower-order terms lower
|8|/D to no more than 1.01.

Specifically, recall from Equation (6) that the correlation of this polynomial with parity
on b variables is

2 ¢=35,...,.D—2
>af (|8]/D — D(as/an)"),

s (1910 - 3 _guesdtujo?)



using that |G| < 2D for any polynomial and ¢, as is apparent from Equation (8), and that
ay, for £ = 3,5 ..., D — 2 has its maximum for ¢ = 3, as is again apparent from Equation
(7). Now, using the triple-angle formula cos30 = 4cos®6 — 3cosf and the small-angle
approximation cos®f < 1 — 6?/3 we bound a3/, as follows:

as/ay = 4cos’(n/2D) —3 < 1 —7?/D>.

Hence, recalling D < pd, for any b > cd*1gd for a sufficiently large constant ¢ depending
only on p, we have |3|/D — D(as/a;)? > 1.01, and so the correlation > 1.01a8.

To obtain the desired block-symmetric polynomial, divide the n variables into |n/(cd?1gd) |
blocks of > cd?lg d variables each.

Apply in each block the symmetric polynomial just constructed with correlation > 1.01a8.
Correlation multiplies across blocks, as is evident from Equation (1). Hence we get the

correlation 2 ld
> (1.010[1{)Ln/(c gd)] _ 1'01\_n/(cd21gd)ja7117

concluding the proof. m

4 When symmetric beats large-block-symmetric

In this section we present two settings where symmetric polynomials beat block-symmetric
with large blocks.

4.1 Degree d=D/p

We find, for odd prime p, that if the degree is D/p, symmetric polynomials beat block-
symmetric. The following is the main technical lemma needed for the proof.

Lemma 4.1. Let p be an odd prime, and r(k) represent a symmetric polynomial of degree
d=p"=' t > 1. Let D = p' denote the period of r(k). Then |3| < D. Moreover, there is a
polynomial with |B| > 0.

Proof. Start with,

—_

- 2k —n
_ _1\k (k)
g =2 kzo( 1)"¢," cos < 5 71') :

When d = D/p, wlog we may write r(k) = C(Dk/p) + r'(k), where the degree of the

polynomial for 7’ is at most D /p—1, and hence the period of 7' (k) is D/p. By Lucas’ theorem,

for each ¢ with 0 < ¢ < p — 1, we have (Dk/p) = ( (mod p) for (D/p < k < ({+ 1)D/p.

Hence for the same choices of ¢ and (D /p < k < ({ +1)D/p, r(k) = 1'(k) + £. Therefore,

p—1 (€+1)D/p—1 ok — 1
. cl k ~r'(k -
g = Q;Cp Z (—1) Cp( )cos< 5D 7T).

k=tD/p
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Via the change of variable k — k+¢D /p in the inner sum, and using the facts that (—1)*?/? =
(—1)* (since D/p is odd) and 7'(k + ¢D/p) = r'(k), we find

(Dt 2k —n Dl 2k —n
> (i Weos (Z5 ) = (1 3 (0 eos (Z5 e e )
k=(D/p k=0

Let us now perform the outer sum (over ¢) in :

p—1
Sk = z:(—l)ggf(2 cos (0 + I /p).

=0

where we set § = 2’;’5”71 We now compute s.

15~ o -
S = 5 (_1)€<;Z(619+€27r/p_I_e—zﬁ—ﬁfm/p)
=0
I R
= 5D NG, e D (DG,
=0 =0

Now (—1)" = ggﬁ, SO

c c +1)¢ c
(—1)f¢etct = C,f(éﬁ )’ _ C;ecﬁ(PJrl)/? _ C}E +(p+1)/2)

Similarly, observe that (—1)C‘¢," = (e @=1/2E e are thus faced with the two sums,

p—1 p—1
QSCHP—H)/Q)Z and Z C}(}c—f—(p—l)/?)é. (14)
=0 =0

Taking ¢ = (p — 1)/2, we find that the first sum is p and the second is 0. If ¢ = (p+1)/2,
the first sum is 0 and the second is p. Both choices for ¢ yield the same bound for 5. Any
other choice for ¢ implies both sums in (14) are 0, which yields § = 0. (This includes ¢ = 0,
which implies that || = 0 when the period of r is D/p — 1.)

Thus take, for example, ¢ = (p — 1)/2. Then, since gew = geﬂ%n’r = g@fg‘", it follows
that,

B=p Y (~DGWE™ (15)

Each of the terms in the sum is of unit norm, so |5| <p-D/p = D.
We now show that this inequality is strict, i.e., |3| < D. For the only way we can have
|| = D would be for all terms in Eq. (15) to be the same. Taking the first and the last, this

11



would imply C;,(O)ng = C;l(D/p_l) jD/p 2 , which implies C;l(o)_r/(D/p_l)(Q_pl = CQ_B. But the
latter implies (27 = ¢¥ = 1, which is false since D > p.

To show the “moreover” part that there exists a polynomial for which |3] > 0, note that
by Lemma 3.4 we are free to set the values of r/(k) any way we please. Obviously, one can
set them so that |5| > 0, because given any setting resulting in |3| = 0 we can change a
single value to obtain || > 0. O

Theorem 1.3 (Symmetric beats large-block-symmetric for d = p'.). Fiz any odd prime p
and degree d = p'. There is a constant ¢ such that for n > ¢, any block-symmetric polynomial
with block-size > ¢ correlates with parity worse than symmetric.

Proof. Let D = p'*!. By Lemma 4.1, in any block of size b > ¢, the maximum correlation
is ab(|8|/D)(1 + ¢€), for some |B|/D € (0,1) and some real number ¢ that approaches 0 in
absolute value as c increases.

If there are m blocks, the correlation of a block-symmetric polynomial is < o} (|5|/D)™(1+
e)™. This is < (|8|/D)at} (1 + ¢€) for any m > 1 and sufficiently large c. O

4.2 Other moduli

The next theorem shows that the leading terms in the expression for v (see Eq. (10)) only
pair up (as they do in the derivation of Eq. (6)) when ¢ = 2¢ for ¢ € {0,...,¢ — 1} such
that ¢ = —D modulo ¢. In particular, ¢ = 2 is the only prime for which they pair up.
Then we note that in the case of ¢ = 3 and p = 2, when the terms do not pair up, the
coefficient 3 of the leading term is small, i.e., || < ¢D. This implies that block-symmetric
polynomials, with large enough blocks, correlate with the Mods function exponentially worse
than symmetric.

Theorem 4.2 (When things don’t pair up). Let t be a polynomial of degree d > 2 modulo
p = 2 that is symmetric through r. Let D be the smallest power of p greater than d. Then
the correlation between t and the Mod, function, for ¢ = 3 is

qD—1
1

oD & ot/ D)o

where o is defined as in Lemma 2.2.
Moreover, there is exactly one value ¢ of £ such that o9 # 0 and |cos(nl/(qD))"| is
mazimized. Furthermore, this value satisfies

0< max 0] < ¢D.

Note that the restriction d > 2 is necessary, for there is no useful distinction between
symmetric and block-symmetric polynomials for d = 1.

12



Proof. Beginning with Lemma 2.2, and using similar manipulations as before, we find,

11 qD—-1
_ l —L \n—¥fn __(¢
Y _2_”q_D > (Cogp + Cogp) " Cagp ©
1 9P
=5 Z s(ml/(gD))" nga(z)
qD —0
Now recall from the same lemma that ¢®) # 0 = ¢ = —D modulo ¢. The latter are the values

¢ = c+sq where c € {1,...,q— 1} satisfies c = —D modulo ¢, and s € {0,1,..., D —1}. By
inspection, the corresponding values |cos(w¢/(¢gD))| are maximized for s =0 or s = D — 1.
We now argue that these values of |cos(ml/(¢D))| are different (in fact, all are). Indeed, they
are equal exactly when

T me  w(D—1) B
q—D—7T— (q_D+T> <:>26—q.
Hence, asymptotically, when ¢ is odd, exactly one o(® coefficient matters. In the case
p = 2,q = 3, the one that matters is given either by ¢ = 1 (for D = 2,8,32,...) or by
¢ =gD —1 (for D =4,16,64,...). In this proof we only use that these values of ¢ are odd.
Fix any odd £. We proceed to bound |o¥)| from below and above.
To bound from below for some polynomial ¢, it is convenient to rewrite, for any ¢,

qD—1
k=0
qD—-1
D+£
=2 G
qD 1
=2 ¢
k=0
D—-1
=q> GWe
k=0

where we used that D + ¢ = qu for some u as noted previously, that (k) has period D, and
that ¢} (RiD)w — chu for any j. (Note that u may not be the same as s.)

Note that since D is even, / is odd, and ¢ is odd, we have from the above equation
D + ¢ = qu that u is odd as well.

Recall that d > D /2. We consider symmetric polynomials ¢ of degree D /2 which have the
highest-degree terms. Such a t may be written as a polynomial ¢’ of degree < D/2 plus the
polynomial » ioin g Tiz We have that ¢ and ¢’ are symmetric respectively through

i
r(k) = ' (k) + (Dk/2).

r and 7’ which satisfy
13
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Also note that 7’ has period D /2. Hence, by Lucas’ theorem
r(k+D/2)=r(k)+1,

for any 0 < k < D/2. This allows us to rewrite:

» ” ! w ~uD /2
=g X GO g X GO

k<D/2 k<D/2
=q > WG - (-1
k<D/2
=2¢ Y W
k<D/2

At this point we can apply Lemma 3.4 to argue that for any choice of the D/2 values 7’(k)
we can find a polynomial # symmetric through the same r. Hence, for some ¢, |0(¥| > 0.
We now turn to bounding |o¥)| from above, similarly to the proof of Lemma 4.1. Note
|0 < ¢D trivially. Recall ¢ is a sum of ¢D complex numbers of unit norm. Hence the
only way in which ]a(£)| = ¢D is that these vectors are all equal. However, for k = 0 we get
the number (5*, whereas for k = 1 we get CfDHC;(l). Since D is even and /¢ is odd, D + ¢
is odd. Therefore, D + ¢ # qD/2 modulo ¢D, using that d > 2 and so D > 4. This implies

that CqDD+EC]7)‘(1) £ C;;(O)- ]

We note that the upper bound |¢()| < ¢D can be generalized to any odd ¢ for sufficiently
large D. Indeed, reasoning as in the proof we get that |0(¥| < ¢D implies (7 = ¢4 for

qD
some b € Z,. In turn, this is equivalent to gg)”ggw/? = 1. Since p = 2, D = 2" for some h.

Hence this last equality is equivalent to £+ 2" — ¢b2"~' = 0 (mod ¢2"). This in turn implies
that £ = 0 (mod 2"71). If £ = ¢, this is a clear contradiction for sufficiently large D (since
1 <c<q—1). On the other hand, if { = ¢+ q(D — 1) = ¢+ q(2" — 1), then ¢ — ¢ = 0
(mod 2"71) or, equivalently, ¢ — ¢ = 0 (mod 2"1). But 1 < |¢ — ¢| < ¢ — 1, so again we
arrive at a contradiction for large enough D.

Using the same reasoning presented in the proof of Theorem 1.2, Theorem 4.2 implies that
block-symmetric polynomials, for sufficiently large blocks, correlate worse than symmetric.

Theorem 1.4 (Symmetric mod 2 beats large-block-symmetric in computing Mod 3.). For
any fixed degree d, block-symmetric polynomials modulo 2 with sufficiently large blocks have
worse correlation with the Mods function than symmetric.

5 Step-wise decay and switch-symmetric

In this section we give a different family of polynomials that beats symmetric at correlating
with parity. Here it is convenient to think of variables over —1,1 as opposed to 0, 1.

14



Let

1 n
i=1

ze{l,—-1}"

where t is a polynomial in Z,[xy, ..., x,].

Definition 5.1. A polynomial is even if it only contains monomials of even degree. A
polynomial is odd if it only contains monomials of odd degree.

We first prove the following theorem in §5.1.

Theorem 5.2. For every even n, even d, and odd p: max;|S(t,n — 1)| = max; |S(t,n)|
where each maximum is over polynomials mod p of degree d.
Moreover, lett € Zy[xa, ..., x,] be a polynomial in n—1 variables. Write t = e+ k where

e is even and k is odd. Then |S(t,n —1)| = |S(e + x1k,n)|.

Then we argue in §5.2 that Theorem 5.2 is incompatible with the assumption that sym-
metric polynomials are optimal, for certain degrees which include some not covered by the
block-symmetric result. And we derive an explicit family of polynomials that beat symmet-
ric.

5.1 Proof of Theorem 5.2

We rely on two Lemmas below which are similar to Lemmas 3.4 and 3.5 in [Gre04]. Through-
out this section p denotes any fixed odd integer.

Lemma 5.3 (Even w.lo.g.). Let n be even. Lett € Zy[x1,...,z,) be a polynomial. Write
t = e+ k, where e is even, k odd. Then

|S(t,n)| < max{|S(e + x1k,n)|,|S(e — x1k,n)|}.

Proof. We have:

1 - e(x T
st = 5 3 (TTa) g
ze{l,—1}n \i=1
1 - e(x)—k(x
> ( x) (o) H@
ze{l,—1}» \i=1
11 : (@) (k@) | —h()
ze{l,—1}n \i=1
. 1 1 - e(x) ( rx1k(x) —z1k(z)
- 5 ' 2_71 Z Hxl Cp (Cp + Cp )7
ze{l,—1}n \i=1
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where in the second equality we made the substitution x; — —z;, and in the last we used the
fact! that (8™ + ¢, M) = ¢2F@ o ("% for 2, € {1,—1}. Now by the triangle inequality,

|S(t,n)| < %% Z (H‘T1> e(z)+z1k(z) _i_%% Z (sz) e(z)—z1k(x)

ze{l,—-1}" ze{l,—1}"

1
= §\S(e~|—$1kz,n)| + 5\5(6 — x1k,n)|,

as desired. O

Lemma 5.4 ((n — 1)-var same as n-var, even). Let n be even. Let t € Zy[zs, ..., x,] be
t = e + k where e is even, k odd. Then the (even) polynomial e + w1k € Zy[x1,. .., T,
satisfies

S(e+ x1k,n) = S(e+ k,n—1).

Conversely, let t € Zy[xy, ..., x,) be even. Write t as t = e + x1k, then
S(t,n)=S(e+k,n—1).

Proof. Let t(z) = ea(x) + x1ko(z) be even, where es € Zy[xa, ..., x,) and ky € Z,[xa, . .., xy)

only depend on xs, ..., z,. Then, performing the sum over z1,
1 ex(x T 1 - ex(x —ko(z
S(t,n) = Z (Hx) 2(a) . (ha@) _ o Z (Hx) ¢orl) . (hal@)
ze{l,—1}»—1 \i=2 ze{l,—1}n=1 \i=2
1
— e (3: )+ko(z)
ze{l,—1}n—1 \i=2

where in the second equality we apply the transformation x; — —x; to the second summand,
n
which note keeps ey the same, but flips the sign of ks and [] ;.
i=2
This establishes both implications, since we can work forwards or backwards in the chain
of equalities, and ey and ks are completely general polynomials of n — 1 variables (consisting
of even and odd degree monomials, respectively). O

In the above two lemmas observe that, if deg(t) = d where d is even, then deg(x1k) < d.
The combination of the lemmas and this observation shows that for n even, the values
|S(t,n — 1)| over t of degree d are the same as the values S(t,n) over ¢ of degree d. This
proves the first claim in Theorem 5.2. The second claim is Lemma 5.4.

IThis trick is due to E. M. Luks [Luk03].
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5.2 Switch-symmetric beats symmetric

We call a polynomial ¢ optimal if it maximizes |S(¢,n)| among a pre-specified set of poly-
nomials. Theorem 5.2 shows that, for even degrees, the correlation of optimal polynomials
decays “in steps.” Perhaps surprisingly, the correlation of symmetric polynomials mod 3
with parity also exhibits this behavior for degree 6 and 8 for every n we managed to com-
pute. Hence, for example, the belief that symmetric polynomials are optimal for degree 6 is
consistent with the theorem.

For other degrees and moduli however we can prove that for all sufficiently large n the
correlation does not decay in steps, and hence symmetric polynomials cannot be optimal.

Moreover, using the second claim in Theorem 5.2 we can get our hands on a specific
family of polynomials that beat symmetric. We define this family next.

Definition 5.5. A switch-symmetric polynomial t € Zy[xy, ..., z,] is a polynomial of the
form t = x1s + &' where s,5' € Z,[xa, ..., x,] are symmetric polynomials.

Theorem 1.5 (Switch-symmetric beats symmetric). Let (d,p) € {(4,3),(10,3),(6,5)}. For
all sufficiently large, even n there exists a degree-d switch-symmetric polynomial mod p over
n variables that correlates with parity better than degree-d symmetric polynomials.

Proof. We have computed by brute force the maximum values of |3| for (d,p). Refer to
Table 1 (further discussed in Section 6) for the computed values in the case of p = 3. We
have verified that this value is independent from n. Recalling now Expression (6), and the
fact that (ay/ay) < 1 for £ > 1, and that the |3,| only depend on a finite number of values of
n and hence are bounded, we see that the correlation of optimal symmetric polynomials over
n variables is strictly less than that over n — 1 variables. By the second part of Theorem 5.2
we can devise a switch-symmetric polynomial over n variables that has the same correlation
as the optimal symmetric polynomial over n — 1 variables, thus proving the theorem. O

Note that from the above argument switch-symmetric beats symmetric by only a constant
factor, and only for even n, as opposed to the exponential factor of block symmetric, which
also applies to every n. However, it is conceivable that this constant-factor saving could be
boosted to an exponential saving that beats even block-symmetric polynomials, by forming
block-switch-symmetric polynomials: polynomials divided up in blocks, where in each bock
you have a switch-symmetric polynomial. But at the moment the different ranges of d in
our results on switch- and block-symmetric polynomials obstruct their combination.

6 Computer search

Table 1 reports the maximum values of 8 in Eq. (8) for p = 3. These values are computed
going over every symmetric polynomial (represented as d + 1 coefficients), and exploiting
the fact that 8 only depends on n mod 4D, as is evident from Equation (8). No particular
optimization was used in this computation, which can be reproduced easily.

17



3.4641 if n even

d=2,D=3 18] ~ 3 ifnodd
3<d<4,D=9 |B] = 7.5963

8.5192 if n even
¢=5D="9 |5’“{ 8.6382  if n odd

8.7714 if n even
d=6,D=9 W“‘{ 8.6382 if n odd
9.6877 if n even
d=T7,D=9 W”{ 9.8220 if n odd
i—8.D—9 18 ~ 9.9745 if n even

9.8229 if n odd
9<d<10,D =27 |8] ~ 22.379
18] ~ { 22.652 if n even

<d<14,D=27 22.686 if n odd

. J 25410 if n even
El { 25.449 if n odd
_J 25754 if n even
18] ~ { 25.798 if n odd

15<d<16,D =27

d=17,D =27

Table 1: Values of |3] for p = 3 and various degrees.

We see that |3|/D > 1 for d = 7,8. Our (analytical) results include d = 8. Optimizing
our proofs it should be possible to analyze d = 7 analytically as well.

The next tables consider arbitrary (not necessarily symmetric) polynomials. These results
require non-trivial performance optimizations. They are obtained and can be reproduced
with the code poly.c available on Emanuele Viola’s webpage.

Table 2 lists all the polynomials in n variables of degree d modulo 2 that maximize the
correlation with the Mods function, for various values of d and n. We set the constant term
to 0 since it does not affect correlation. We also report the correlation.

In all the values that we managed to compute, symmetric polynomials maximize the
correlation. (We actually also verified this for n = 9,10 and d = 2, but using a more
complicated code that we omit.) This evidence for d = 2 is in stark contrast with the one
for other moduli [Gre04, DMRS06], where symmetric is not optimal for any n < 10.

Below we denote by s(d) the elementary symmetric polynomial of degree d.

Next in Table 3 we report the results for polynomials mod p = 3 vs. the mod ¢ = 2
function. In order to make it easier to compare our results with the previous ones in the
literature, e.g. [Gre04, DMRS06], in this setting we actually think of the variables as ranging
over {—1,1} as opposed to {0,1}. One can always switch between the two with a linear
transformation, so this does not change the correlation, but it does change the polynomials.
For concreteness, we mention this means that we are computing

1 @
C’(n,d,3,2)::2—nmj§x Z wg()-Hxi.

ze{-1,1}"
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=2 d=3 d=1 d=5
n=2|s(l)
V9/2?
~ 0.7500
n=3|s(1) s(3) + s(1)
5(2) 5(3) + s(2)
VI | VB
~ 0.6495 ~ 0.6960
n=4 1 s(2) s(3) +s(2) | s(3)+s(2)
5(2) 4+ s(1)
\V97/24 Vi121/24 V121/24
~ 0.6156 ~ 0.6875 ~ 0.6875
n=>5|s(2)+s(1) | s(3) s(4) +s(3) +s(1) | s(5) +s(4) + s(2) + s(1)
5(3) + s(2) s(5) + s(3) + s(2)
V/363/2° \V/381/2° \V/441/2° V/463/2°
~ 0.5954 ~ 0.6100 ~ 0.6563 ~ 0.6724
n==6 | s(2) s(3)
5(2) 4+ s(1)
V1351/26 | /1521/26
~ 0.5743 ~ 0.6094
n="71|s(2)
/5043 /27
~ 0.5548
n=381 s(2)
5(2) 4+ s(1)
V/18817/28
~ 0.5358

Table 2: Correlations for ¢ = 3 versus polynomials mod 2.
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V/48/23

~ 0.8660
n=4|s(3)+s(2)+s(1) | s4)
s(3) — s(2) + s(1)

VITL/24 V192/24
~ 0.8173 ~ 0.8660

n=>5 | s(3)+s(1)

V675/2°
~ 0.8119

Table 3: Correlations for parity versus polynomials mod 3.

The results are listed up to multiplying a variable by —1, and up to adding a constant
term — two operations that it is easy to see do not affect C.

For context, we mention that for any n and d = 2 the optimal polynomials are char-
acterized [GR10]. Up to a constant term and permutation of the variables, the optimal
polynomials are

trixe a3y £ L1,
if n is even, and
trixo a3y £ xp_0x,—1 + Tn
if n is odd.
A similar characterization is given in [DMRS06] for n < 10 and any odd p.

7 Missing proofs and details from §3

In this section we prove Theorem 3.1, restated next. Then we show that it cannot be
improved, for p = 3. Finally we restate and prove Lemma 3.3.

Theorem 3.1. Let p,c be any integers, and let D be any odd integer. Let v= (D —1)/2 =
|D/2], uy = |v/2]| and us = [v/2]. If n is even there exists an r : Zp — Z, such that,

SmQ(%) {Sm (2%; 17) —(sin <%W>] : (15)

If n is odd there exists anr : Zp — Zy,

f= (1)

Sin( )
() (14)

B= (-1 V21 =)

P

SRISLE
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Proof. 1f n is even, write n = 2m. Then,

D—

B=2

o
o}
n
I/~
e
S |
3
3
S~

k:O
A change of variable k — k + m gives,

D—m—1

B=2 Z (—1)k+mC;(k+m) cos (%TF) .

k=—m

It is now convenient to extend r to a periodic function with period D defined over the integers.
So for any k, we have r(k+m) = r(D+k+m). We also have (—1)P** = —(—1)* (since D is
odd) and cos (ZEm) = cos (7 + £7) = — cos ($7), hence (—1)D+k(pPHREm) (g (Bhr) =
(—1)ka(k+m) cos (]’3 ) Thus the terms in the above sum for —m < k < 0 are identical to
the terms we get from D —m < k < D. Therefore,

g =2(-1)" (—1)kC;(k+m) oS (%ﬂ') : (14)

Define the function r : Zp — Z, as follows:

0 i
r(k—i—m):{ ¢ if (=1)*cos (

Note that, since D is odd, and cos(m — 0) = — cos(6),

(=1)P* cos (Dl; ’%) — (—1)* cos (7r _ %w) — (=1)* cos (%w) |

This implies that (D — k +m) = r(k + m). Using this we can thus group respective terms
with 1 <k <v=(D - 1)/2 with those such that v +1 < k < 2v = D — 1. In particular,
note that when k£ < v, cos ( o ) > 0, so that in this range the value of r(k + m) is entirely
determined by (—1)F. That is, when 1 < k < v is even, (, P — 1 and when 1 < k < v

is odd, then ;™ = (5. The respective terms for D — k, with k < v, are identical. The
contribution to 8 for k = 0 is 2(—1)™. Summarizing, we have,

=4 E r(m) cos <%7r) +2
=4 E Ccos E’/T -G, E Ccos E?T + 2. (15)
D P D
1<k<y k=1 1<k<v

k=0 (rnod 2), <k< = (mod 2), <k<
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We now show how to evaluate each of the sums in Eq. (15). If k > Oiseven and < v = |D/2],
then k = 2¢ where ¢ < |v/2]| = wu;. Thus the first sum is,

Z CoS (ﬁw) = i cos <2W€) i R ( =R (i Cé) :
k=0 (mod 2),k<v D =1 =1

The geometric series yields,

u1+1 U1 Uy —u1
. —(p o p —1 _ u1+1<2D —Sp u1+131n (T)
ZCD—ZCD T (p-1 _CDgD—1_ PGp—Gp P sin(%)

Since R(¢H™) = cos (“tr), we find,

S cos (%w) - S;ln&_)) cos (“1 ; 17r) . (16)

D
s
k=0 (mod 2),k<v D

We proceed similarly for the second sum in Eq. (15). Note here that if £ < v = | D/2] where
k is odd, then we can write k = 2¢ — 1 where now ¢ < [v/2] = uy. Thus,

5 o) - Son () - (5556 ) - mic )

k=1 (mod 2),k‘<’l}

which yields,

2 k<o - (%W) - <%W> S;?n(—) (17)

k=1 (mod 2),k<
Plugging Eqgs. (16) and (17) into Eq. (15) yields,

B(=1)" =4 [w cos (w - ) ;Sln( ) cos (%w>

D sm(D)

We obtain Eq. (12) from Eq. (18) via the elementary trigonometric identities sin(x + y) =
sin(z) cos(y) + cos(x) sin(y) and cos(z + y) = cos(x) cos(y) — sin(z) sin(y). Combining the
first and last term in Eq. (18), we obtain,

—
ol b|
SN—"

+2. (18)

48;?11((127;) cos (ulg 17r) +2 = 4—8;?11((%)) <COS(H) Cos(%) - sin(u%r) Sin(%)) +2
_ sin(247) cos(%) — 2sin® (") sin( ) + sin(%5)
sin( %)
- sin(247) cos(%) + cos(247) sin(%)
=2 sin( %)
sin({2utT)
sin( %)
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Similarly, the coefficient of (5 in the second term in Eq. (18)
2u27r)

sm(T) cos %W _ Sin( )
TR G D Ryes

Combining these terms in Eq. (18) yields Eq. (12)
We next treat the case of odd n. Write n = 2m + 1. Then, using the same reasoning as
for Eq. (14),
k s
—T — — 19
"= a5)- (19

D—-1
m 2 C?" (k4+m) COS
D
k=0

Define the function r : Zp — 7Z, as
if (—1)Fcos (£7 — &) >0,
if (—1)F cos (£ — 55) < 0.

r(k+m):{ g

The terms for k = 0 and k& = 1 yield the same cosine factor (i.e., cos(n/(2D)) but, due
to the (—1)*, different 7(k 4+ m) values. Thus the contribution to the sum in Eq. (19) from
k=0and k = 11is (1 —(;)cos(m/(2D)). The remaining terms, 2 < k < D — 1, group
together more neatly than for n even. To see this, note that
D-(k-1) —l> cos( —k—ﬂ—l—z—l) —cos(k—ﬂ—l>

" " "D Db 2p) " D 2D)

cos ( D 5D
Thus (—1)% cos (2 — &) and (—1)P~*~V cos <D (1’; U7 — have opposite sign, so r(k+
m) and r(D — (k—1)+m) have different values. Furthermore, for any k,2 < k <v = |D/2|
the terms for k and D — (k—1) sum to (1 —(¢) cos(kn/D —x/(2D)). Summarizing, we find,
B = 2(-1)m(1- ) Y eos (ET - T
B P D 2D

We use the same technique to evaluate 8 in this case, reducing the sum of cosines to a

geometric series.
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sin (%)

Finally, the identity sin(260) = 2sin(f) cos(f) yields Eq. (13). O

The choices for r given in the proof of Theorem 3.1 seem to be optimal, at least intuitively
(in fact, this was the basis for those choices). In the case p = 3 we can prove this. We use
the notation w = (5.

Theorem 7.1 (Optimality of 5*). Let p = 3 and consider any function r in the Equation
(8) for B. Then |B| < |B*| for c = 1.

Proof. We start with the form for § given in Eq. (8). Write,

g/2 = i(—l)kwr(k) cos(m(n — 2k)/2D)

= Z +w Z +w Z (—1)* cos(m(n — 2k)/2D)
k:r(k)=0 kor(k)=2

k:r(k)=1
= AO + U.)Al + GAQ,

where for i = 0,1,2, we define A; = > (=1)¥cos(m(n — 2k)/2D). Note each A; is real.
k:r(k)=t
Then,
‘5/2|2 — (AO —|— Al + A2)2 - 3<AOA1 + A()AQ + A1A2).

In order to maximize ||, we must therefore minimize the expression AgA; + AgAs + A1 As.
Now by the proof of Theorem 3.1, there is a setting for r such that A, = 0 and Ay and A; have
opposite signs. In fact, for this setting of r, Ag+ A; = 0. Because the quantity Ao+ A; + As
is invariant under changes in r, it follows that for all settings of r, Ag + A; + A3 = 0. Now
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since there is some setting of r such that ApA; < 0, there must be such a term in the
optimal case. Thus, in general, assume wlog that the signs of Ag and A; are different, that
Ay # 0, and that sign(A;) = sign(Ay). Define A| = Ay + Ay. Then AgA; + AgAs + A1 Ay =
AgAl + A1Ay > ApA] (since A1 A; > 0). Hence we may assume that the optimal value has
As = 0. By the preceding argument, we also have Ay + A; = 0, so that it follows that
Ay = —A;. Hence, |f] is at most |Ap| - |1 — w|. We thus obtain the optimal value for 5 (i.e.,
Ayp) by choosing r such that the quantity (—1)* cos(m(n — 2k)/2D) has the same sign for all
k such that r(k) = 0 (and, for Ay, for all k such that r(k) = 1). This is precisely the choice
made in the proof of Theorem 3.1. O

We now restate and prove Lemma 3.3.

Lemma 3.3 (Bounds on *). Let ¢:= (p —1)/2. Then:
For any p, we have limp_,o, |3*(D)/D| = 4sin(wc/p)/m > 2v/3/7 > 1.102.
For p= D =3, we have |3*| = 3 for n even, and |5*| = 2v/3 if n is odd.
Finally, for any p >3 and D > 5, we |5*|/D > 1.04.

Proof. If n is even, first note that limp_,.(2/sin(n/D))/D = limp_,.(2D/7)/D = 2/x.
Secondly, limp_,. sin (%7‘() = limp_, sin (2%#) = sin(r/2) = 1. Combining these,
and taking the limit of |3| as given in Eq. (12), yields limp ,.(|3|/D) = 21 — (5|/m =
4sin (we/p) /m. If n is odd, Eq. (13) and the fact that limp_,o sin(vn/D) = sin(7/2) = 1,
and a similar calculation to the above, yields the same limit for |3|/D. To conclude the first
bound note that sin (w¢/p) = sin (3(1 —1/p)) > sin (§) = V3/2.

The case of p = D = 3 can be seen by direct computation from Eqs. (12, 13).

The remaining gate is p > 3 and D > 5. First consider even n. Note that for a,b € R,
la — b(e| = \/a? + b2 — 2abcos(2mc/p). Since cos(2me/p) = cos(m — m/p) = — cos(w/p), and
for p > 3, cos(w/p) > 1/2, we conclude that |a — b(5| > va? + b* + ab, we then find from
Eq. (12),

2 2u +1 \* 2u )’ 2u; +1 2
001 2 g () i () e (e ()

Since sin(r/D) < w/D for any D, we have 2/sin(n/D) > 2D/x. Each of the sine terms
inside the square root (e.g., sin (%ﬂ')) defines a non-decreasing sequence indexed by D
that approaches sin(7/2). The minimal terms in these sequences are thus given by D = 5,
in which case u; = us = 2. Thus each of the sine terms under the square root is at least

sin?(27/5). Therefore,

50D 5 2 fyit(ans) = 22 singar/s) > 104 (20)

The odd n case is somewhat simpler. Here we note that 1/sin (55) > 2D/7 and that

sin (%) > sin (2). Substituting these into Eq. (13) yields Eq. (20). O
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8 Open problems

Are the optimal polynomials modulo p = 2 for the Mod ¢ = 3 function symmetric for every
degree? Again, the results in §6 support this fact, which would be a major step forward.

Less ambitiously, are symmetric polynomials optimal for p = 3,¢ = 2,d = 37

We conjecture that the dependence of the maximum value of || on n is limited to n
modulo 2, regardless of d. Theorem 3.1 establishes this for d = p* — 1.

We conjecture that for any degree of the form d = p” + 1 switch-symmetric polynomial
mod p correlate better than symmetric.

Do block-switch-symmetric polynomials ever beat block-symmetric?

For any fixed d and say p = 3,q¢ = 2, determine the basis a so that the correlation is
(v = 0(1))™. Note Theorem 1.2 obtains improved lower bounds on « for infinitely many d.
Can we have matching upper and lower bounds?

Determine for each d € (3!,3"=!) which of symmetric, block-symmetric, and switch-
symmetric correlates best.

This work focuses on the leading coefficient § = (3;. A natural next step is to consider
other f3; as well and obtain improved bounds.
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A Other notions of correlation

In this section we briefly discuss other notions of correlation that appear in the literature,
and explain how they relate to the exponential sum.

Let f,g:{0,1}" — {0, 1} be Boolean functions over n variables. A notion of “correlation”
between f and g is defined as

C(f,9) = Prif(x) = lg(z) = 1] = Pr[f(z) = 1|g(x) = 0], (21)

where the probability is taken over « chosen uniformly at random from {0, 1}". In this paper
we study the case in which f is defined as follows: Let p € Z, and ¢ be a polynomial in the
n Boolean variables x4, ..., x,. Then,

f(x):{ 1 ift(x) Z0 (mod p),

0 otherwise.

The target function g is defined in terms of the Hamming weight of the inputs mod ¢ for
some ¢ € Z.

0 otherwise.

o) = { L iy " 2, #0  (mod q),

We always assume ¢ and p to be relatively prime, and usually take both ¢ and p to be
primes; we will specify when these conditions apply.

In [CGT96], [Gre99], it was shown how, in this case, C(f, g) can be expressed in terms of
exponential sums. (In fact the quantity considered in [Gre99] was not the same as C(f, g),
but as observed in [ABO1] and explicitly proved in [Bou05], a derivation similar to the one
in [Gre99] works for the choice of f, g given above.) To this end, for any u € Z, define the
primitive complex u'* root of unity ¢, = e*™/*. Then, following a computation similar to
one given in [Bou05] (in which the only difference was that f(x) is 0 iff ¢(x) =0 (mod p)),
we find,

—1qg—1

Clho) = g 00 30 g, 22)

a=1 b=1 ze{0,1}"

Note that, due to the a and b sums, there are (¢ — 1)(p — 1) sums, each one over n variables.
We are ultimately interested in exponential upper bounds on |C(f, g)|, which hold if such
bounds hold for each of the a, b terms.

In the important settings ¢ = 2 and p = 3 (i.e., mod 3 polynomials vs. parity), or ¢ = 3
and p = 2, which are sufficient for all the main results in this paper, one needs only to
consider a = b = 1. This is because (? = (3, so different values of @ and b only conjugate the
correlation.

For p > 3 we also note that, when proving an upper bound for every polynomial, the
value of a can be absorbed in t(x), and so again one can assume a = 1 without loss of
generality.

Our object of study is therefore Definition 1.
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