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#### Abstract

The question whether Identity-Based Encryption (IBE) can be based on the Decisional DiffieHellman (DDH) assumption is one of the most prominent questions in Cryptography related to DDH. We study limitations on the use of the DDH assumption in cryptographic constructions, and show that it is impossible to construct a secure Identity-Based Encryption system using, in a black box way, only the DDH (or similar) assumption about a group. Our impossibility result is set in the generic groups model, where we describe an attack on any IBE construction that relies on oracle access to the group operation of randomly labelled group elements - a model that formalizes naturally DDH hardness.

The vast majority of existing separation results typically give separation from general primitives, whereas we separate a primitive from a class of number theoretic hardness assumptions. Accordingly, we face challenges in creating an attack algorithm that will work against constructions which leverage the underlying algebraic structure of the group. In fact, we know that this algebraic structure is powerful enough to provide generic constructions for several powerful primitives including oblivious transfer and chosen ciphertext secure public-key cryptosystems (note that an IBE generalizes such systems). Technically, we explore statistical properties of the group algebra associated with a DDH oracle, which can be of independent interest.


## 1 Introduction

In 1998 Dan Boneh [Bon98] surveyed the Decisional Diffie-Hellman problem; the survey begins with the proclamation:
"The Decision Diffie-Hellman assumption DDH is a gold mine."

Boneh's statement captured the excitement surrounding a recent spade of seminal works realized from the DDH assumption, including efficient pseudo-random functions [NR04] and efficient chosenciphertext encryption [CS98].

In the last fourteen years, the cryptography landscape has changed drastically. The emergence of pairing-based cryptography (and more recently lattices) has provided elegant and efficient constructions for several cryptosystems not even known to be feasible fourteen years ago. Some of the most prominent examples include Identity-Based Encryption (IBE) [BF01, Coc01, Sha84] and Homomorphic Encryption [Gen09].

While the excitement over this new frontier of results is well justified, we will explore if these new number theoretic techniques are actually required or whether we might be able to build such

[^0]systems from the 1998 "gold mine" of DDH hard groups (e.g., groups of prime order with no efficiently computable bilinear map). Studying the feasibility of cryptography based on DDH hard groups is conceptually an important direction. First, solutions of a positive nature would give new candidate constructions under different hardness assumptions. It is possible (relative to the current state of knowledge) that there exist attacks on bilinear maps or lattice systems, but none against certain DDH groups ${ }^{1}$. Moreover, candidates for DDH hard groups have been scrutinized for relatively long periods of time, potentially increasing our confidence in them. Finally, there is a strong argument that knowing both the possibilities and limitations of DDH hard groups will deepen our fundamental understanding of the cryptographic systems in question. For instance, it is conceivable that a separation through a generic attack against a DDH-based system could provide new insights for existing systems.

We consider constructions of cryptographic primitives based on DDH hard groups that do not exploit any non-generic (or non-black-box) property of the group. Technically, we prove our results in the Generic Groups Model (GGM) of Shoup [Sho97], which has been criticized as too strong for proving positive results [KM07] (here we show a negative result). Our result rules out secure constructions for the whole class of generic constructions, which reflect almost all known uses of these types of DDH hard groups.

Our exploration on the limitations of DDH begins with Identity-Based Encryption (IBE), which is a public-key system where a user can encrypt to any other recipient knowing just the system's public parameters as well as a recipient's identity string. IBE is a natural case study due both to the fact that many of the more advanced crypto primitives imply its existence and the fact that there exist pairing-based [BF01], factoring-based [Coc01], and lattice-based [GPV08] solutions. Indeed, the recent success in building IBE schemes from a diverse set of number theoretic hardness assumptions might give us hope that IBE systems might be realizable from DDH hard groups.

Our Result We show that it is impossible ${ }^{2}$ to securely build IBE generically from a DDH hard group; i.e. when we are given black-box access to the operation of a randomly labelled prime order group. One implication is that in some sense we rule out every IBE construction that doesn't take advantage of any special non-generic property of the group in question.

We prove our result in the generic group model (GGM). Shoup formalized the GGM as a model of computation where the group elements are random by a random embedding of $\mathbb{Z}_{p}:=\mathbb{Z} / p \mathbb{Z}, p \in$ $\mathbb{Z}$, into a finite set of strings; i.e. a group element is both a string and has algebraic meaning. The definition of this model is given in Section 2. Informally, an algorithm in this model makes queries to an oracle realizing the group operation, as induced by the embedding of $\mathbb{Z}_{p}$. An algorithm in the GGM, or generic algorithm, is computationally unbounded and the resource we measure is the number of oracle queries. Each query involves group elements that are either in the input or they appear as answers to previous queries. For example, if $g, h$ are group elements (encoded as strings) listed on the input, one possible query is $g+h$; we assume that these are additive groups. The main point is that since the group element $(g+h)$ is a random string; intuitively, the only relation among group elements an attack algorithm can test is equality among group elements.

Several hardness assumptions, which intuitively rely on the fact that the presented group ele-

[^1]ments look random, can be shown to hold in the GGM. This includes the Decisional Diffie Hellman ( DDH ) assumption, which states that: there is a family of additive groups $\left\{G_{n}\right\}$ of prime order $p_{n}$ that when presented in an appropriate encoding then the distribution of $(a \cdot g, b \cdot g,(a b) \cdot g)$ is computationally indistinguishable from $(a \cdot g, b \cdot g, c \cdot g)$ for randomly chosen $a, b, c \in\left\{0, \ldots, p_{n}-1\right\}$, where $p_{n}$ and the generator are also given to the distinguisher. Additionally, we show that in the GGM model we can break even a weak variant of semantic security of every IBE, which in particular separates in the black-box sense IBE from DDH.

A remark on black-box separations A black-box separation between two cryptographic primitives $A$ and $B$ is performed in a constructive way; loosely speaking, a so-called fully black-box separation is performed in an oracle (the black-box) setting, where what matters is the number of oracle queries. In this setting we show that $A$ exists but $B$ does not. Such a result can be understood as an impossibility result in reducing (in a black-box sense) the security of primitive $B$ to $A$. It is worth noting that such impossibility results rule out only oracle (black-box) constructions. Often, such an oracle has a complex description fine tuned to allow one to break every $B$ but still construct $A$. We stress that our separation result is with respect to a natural oracle that has been used, with the exception of $\left[\mathrm{CDK}^{+} 12\right.$, DHT12], for positive results. In that sense, our work is similar in flavor to the original work of Impagliazzo and Rudich [IR89]. Furthermore, the Generic Groups Model is the model which precisely formalizes the intuition (i.e. the labels of group elements look random) about the hardness of DDH. As such, the techniques developed here can be of independent interest.

What's new? The main challenge in proving an impossibility result in the generic groups setting, as opposed to random oracles or trapdoor permutations, stems from the algebraic structure imposed on the random strings. In principle, an impossibility result in the GGM should employ new techniques, since, for example, in the GGM model Public Key Encryption exists (e.g. ElGamal, Cramer-Shoup [CS98]), whereas there is no black-box PKE construction in the Random Oracle model [IR89]. Furthermore, although DDH yields a trapdoor permutation, there are DDHbased constructions where no such construction is known from generic trapdoors. For example, the Cramer-Shoup public key system ([GMM07] makes a step towards separating DDH from generic trapdoors), and in leakage resilient cryptography [ADVW12]. In principle, things are more involved than just what the above examples suggest. There are very subtle technical challenges raised by the algebraic structure of the oracle in an IBE GGM-based system, exhibited by examples that go beyond the purpose of this exposition. Here is the intuitive reason that makes an attack against an IBE system possible in the GGM. Take any IBE system that makes non-trivial use of its keys and start observing the keys associated with each identity. After a while there are non-trivial algebraic relations that necessarily hold between these secret keys. A key technical step of our contribution is to identify these relations as linear relations (or better: affine) over appropriate vector spaces. This tells us that:

Generic use of DDH hardness relies on a "linear use of the group". Contrast this to bilinear pairings hardness that in practice make "non-linear use" of the group.

Our Attack Intuition We begin by giving an informal description of an IBE in the Generic Groups Model. Then, we sketch out a "first pass" attack algorithm. We put things in context by presenting this attack algorithm, which reflects some of our intuitive ideas of capturing linear
relations in the secret key. Our eventual adversary will need to be much more complex and consists of multiple phases. Sketches about the reasons why the additional phases are needed are given in Sections 3 and 4.

Informally, an IBE system consists of four algorithms: Setup, Key-generation, Encoding and Decoding algorithm. All four algorithms have access to the same randomly chosen group oracle $\mathcal{O}$. Each algorithm's input and output is a string $w$ together with a list of group elements $g_{1}, \ldots, g_{m}$. For consistency with the vector space notation all groups in this paper are additive. Each oracle query is a formal sum of the group elements in its input; e.g. $2 g_{1}+3 g_{4}$ (note that this is only with polynomial loss in the number of queries compared to Shoup's definition of the GGM). The oracle answers by valuating this to a group element. Setup creates the public parameters consisting of the master public key PP and the master private key MSK. Every algorithm (potentially) has access to PP, whereas only the Key-generation has access to MSK. The Key-generation issues for every identity ID a secret key $\mathrm{SK}_{\mathrm{ID}}$. Encryption is done using PP and ID, and decryption using $\mathrm{SK}_{\mathrm{ID}}$. We consider a weak form of semantic security (which makes an impossibility result stronger) where the adversary chooses a polynomial number of identities, for which he sees the secret keys, and a challenge identity $\mathrm{ID}^{*}$ distinct from the ones he chose before. Then, the adversary is presented with a ciphertext $C_{*}$ to decrypt, where $C_{*}$ is the encryption of a single bit. We say that the adversary wins if he decrypts correctly with polynomially many oracle queries and sufficient probability.

Our First Pass Attack: Suppose that each algorithm in the IBE system makes $\leq n$ queries. Choose $\mathrm{ID}_{*}=\mathrm{ID}_{n+1}$ and $n$ identities $\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{n}$, and get $\mathrm{SK}_{\mathrm{ID}_{1}}, \ldots, \mathrm{SK}_{\mathrm{ID}_{n}}$ and the encryption $C_{*}$ of a random bit for $\mathrm{ID}_{*}$. Then, for each identity the adversary encrypts and decrypts (say just once) a random bit, and it records all the query-answer pairs to the oracle. That is, a (query,answer) pair is of the form $\left(\sum_{i} a_{i} g_{i}, g\right)$. After this sampling phase construct a hybrid (random) group oracle $\mathcal{O}_{\text {fake }}$ and an $\mathrm{MSK}_{\text {fake }}$ consistent with (i) the recorded query-answer pairs, and (ii) PP, and simulate Setup and Key-generation to obtain $\mathrm{SK}_{\mathrm{ID}}$, fake and use them to decrypt $C_{*}$. By "consistent" we mean that it is consistent with respect to the actually constructed outputs, but also consistent with respect to any affine algebraic relations that can be deduced by the equalities between two distinct queries with the same oracle answer (see below for more details).

In the computation of a generic algorithm every newly presented group element is presented with its label, which by definition of the GGM is a random string. We wish to formalize the intuition that an adversary can only learn equality relations among distinct queries which evaluate to the same group elements. The main point is that at the same time this is roughly all algorithms of the IBE themselves can "learn" as well. For example, if at some point of the execution we have queries $\mathcal{O}\left(2 g_{1}+3 g_{2}\right) \mapsto u$ and $\mathcal{O}\left(g_{1}+5 g_{2}\right) \mapsto u$ then an adversary that inspects this execution may infer that $2 g_{1}+3 g_{2}-\left(g_{1}+5 g_{2}\right)=g_{1}-2 g_{2}$ corresponds to the identity of the group. Recall that the kernel of a linear map forms a vector space. In our case this vector space of "equality vectors" gives us a way ${ }^{3}$ of expressing queries to a "fake oracle" as linear combinations of elements of the given group elements (one degenerate case is when we can find the discrete logarithms of all group elements $g_{i}$ ).

Although it doesn't work for all IBEs, our first pass attacker can break some natural candidate IBE systems. For instance, suppose that the master secret key consists of random exponents (recall

[^2]though that the group is additive) $a_{1}, \ldots, a_{n} \in \mathbb{Z}_{p}$ for a group of order $p$ and the public parameters consist of group elements $h_{1}, \ldots, h_{n}$ where $h_{i}=a_{i} \cdot g$, where $g$ is a fixed generator which for simplicity we can fix to 1 . Now, consider any publicly computable function $F(\mathrm{ID})=c_{\mathrm{ID}, 1}, \ldots, c_{\mathrm{ID}, n}$ where $c_{\mathrm{ID}, i} \in \mathbb{Z}_{p}$. A natural IBE strategy would be to choose an $F$ so that the secret key for user ID is of the form $\Sigma_{i} c_{\mathrm{ID}, i} \cdot a_{i}$. To encrypt to a given identity one can form an ElGamal type ciphertext as $\left(s g, \Sigma_{i}\left(s \cdot c_{\mathrm{ID}, i}\right) \cdot h_{i}\right)$.

For any such hash function $F$ and whenever we have a set $S$ of more than $n$ identities, the secret key of one of these identities can be expressed as a linear combination of the secret keys of the other identities. While our attack is not geared to this exact system, it will naturally discover with non-negligible probability such relationships.

To obtain our full result that will attack any generic algorithm we will need to describe a significantly more complex attack algorithm that works against every IBE system. Given the conceptual complexity of the problem our attack consists of two independent steps. First, we reduce the security of the general IBE system to an IBE system with no group elements in the individual secret keys. Second, we perform an attack to the restricted system. Each of these steps is technically subtle.

Related Work In [IR89] Impagliazzo and Rudich introduced an approach for showing the impossibility of basing one cryptographic primitive on another in a black box manner. In that seminal paper they prove a separation between one-way permutations and secure key-agreement. Since then a large body of research has followed their basic methodology. We provide a survey of the most relevant results, and recommend reading [RTV04] for a more complete overview. Prior to our paper, there are two innovative works showing negative results in GGM: Dodis et al [DHT12] show the uninstantiability of the RSA Full Domain Hash signature scheme when the representation of the RSA is in the GGM, and Cramer et al $\left[\mathrm{CDK}^{+} 12\right]$ show that a generalization of DDH is stronger than DDH. Part of our work is given in the PhD thesis [Pap10] containing the reduction presented in Section 3. Note that these results hold also for the more abstract/weaker model, where no explicit description of the group element is given, introduced by Maurer [Mau05]. In [ $\left.\mathrm{BPR}^{+} 08\right]$, Boneh et al show an impossibility of secure black box constructions of IBE from trapdoor permutations. The techniques and subtleties that arise in $\left[\mathrm{BPR}^{+} 08\right]$ are largely orthogonal to what we encounter in the current work due to the fact that trapdoor permutations have a very different algebraic structure. Our theorem is about GGM, it uses fundamentally new techniques (see "What's new?" above for a technical discussion); roughly speaking, the group structure allows to extend the "communication" among the parts of the IBE system in substantial ways that before weren't possible. Our novelty is in starting with a (generic model of) a number theoretic assumption; this provides several new challenges since we need to attack any construction that might try to leverage this algebraic structure. We also hope that our work will lead to other new explorations of the limits of DDH hard groups. For example, one interesting question is whether short signatures can be built in the standard model from such groups.

In $\left[\mathrm{GKM}^{+} 00\right]$ Gertner et al show that public key encryption and Oblivious Transfer are incomparable under black-box reductions. They also show that trapdoor permutations cannot be constructed in a black-box way from public key encryption, or from trapdoor functions. In [GMR01] Gertner et al show that there is no black-box reduction from poly-to-one trapdoor functions to semantically secure public key encryption. Intuitively, [GMR01] shows that public key encryption is weaker than trapdoor functions because the latter allows the recovery of the complete input of
the encryption algorithm, including the randomness. In [GGKT05] Gennaro et al show limits on the efficiency of cryptographic primitives constructed in a black-box way from basic tools such as one-way permutations, and trapdoor permutations. In [GMM07] Gertner et al prove that chosen ciphertext secure public key encryption cannot be constructed in a black-box way from semantically secure public key encryption (under some restrictions). In [Vah10] Vahlis showed new limitations on the uses of trapdoor permutations.

Of a slightly different flavor are the separations of [HHRS07, Sim98] that involve collision finding oracles, and [HH09] which is a very general impossibility result that establishes limitations of a very large class of assumptions.

The concept of identity-based encryption was proposed by Shamir [Sha84]. Several years later Boneh and Franklin [BF01, BF03] and Cocks [Coc01] independently gave two different constructions respectively based on bilinear groups and the quadratic residuosity problem, both in the random oracle model. Following their work different standard model constructions of IBE systems were given [BB04a, BB04b, CHK03, Gen06, Wat05]. More recently multiple lattice-based constructions have emerged [ABB10a, ABB10b, CHKP10, GPV08]. Altogether there are IBE constructions based on factoring-type assumptions, bilinear groups, and lattices, but nothing related to DDH hard groups.

## 2 Preliminaries

Linear algebra We shall assume familiarity with basic concepts from linear algebra (see e.g. [Lan87]). We denote matrices by capital bold letters, e.g. A, and vectors by lower case bold letters, e.g. v. Every group is in additive notation; i.e. if $\mathbb{G}$ is a group of order $p$, then for $g \in \mathbb{G}$, $c \in \mathbb{Z}_{p}$ we write $c g$ (rather than $g^{c}$ ), where $c g=\underbrace{g+\cdots+g}_{c \text { times }}$. In our constructions and analyses we often consider formal sums of group elements with coefficients in $\mathbb{Z}_{p}$, i.e. vectors in $\mathbb{Z}_{p}[G]$. For a formal sum $\mathbf{a} \in \mathbb{Z}_{p}[\mathbb{G}]$ with zero coefficients outside $g=\left\{g_{1}, \ldots, g_{n}\right\}, t=\left\{t_{1}, \ldots, t_{m}\right\} \subseteq \mathbb{G}$ we write $\mathbf{a}=\mathbf{a}^{(\mathrm{g})}+\mathbf{a}^{(\mathrm{t})}$ to denote separately its $g_{i}$ 's and $t_{i}$ 's component. For $R \subseteq \mathbb{Z}_{p}[\mathbb{G}]$ and $X \subseteq \mathbb{G}$, $R^{(\mathbf{X})} \stackrel{\text { def }}{=}\left\{\mathbf{q}^{(\mathbf{X})} \mid \mathbf{q} \in R\right\}$.

The Generic Groups Model The Generic Groups Model provides an algorithm with oracle access to a "perfectly secure" finite cyclic group of order $N$, by encoding each group element, through an encoding function, as a random string of length $n \approx \log N$. The following definition is equivalent, up to a polynomial number of queries, to Shoup's [Sho97] original definition.

Definition 1 (Generic Groups Model). Let $p \in \mathbb{Z}^{+}$be a prime. Let $S \subseteq\{0,1\}^{O(\log p)}$ such that $|S| \geq p$. Let $\sigma: \mathbb{Z}_{p} \hookrightarrow S$ be an injection, and let $\mathbb{G}$ be the group induced on $\operatorname{Im}(\sigma)$ by addition in $\mathbb{Z}_{p}$. The function $\sigma$ is called an encoding function for $\mathbb{Z}_{p}$. $\mathbb{Z}_{p}[\mathbb{G}]$ denotes the set of formal sums with coefficients from $\mathbb{Z}_{p}$ over $\mathbb{G}$. We define $\mathcal{O}: \mathbb{Z}_{p}[\mathbb{G}] \rightarrow \mathbb{G}$, where $\mathcal{O}\left(\alpha_{1} g_{1}+\cdots+\alpha_{p} g_{p}\right)=$ $\alpha_{1} g_{1}+_{\mathbb{G}} \cdots+_{\mathbb{G}} \alpha_{p} g_{p}$, where the RHS denotes the evaluation of the formal sum to a group element. When there is no ambiguity we write + instead of $+_{\mathbb{G}}$.
$A$ generic algorithm $A$ is a probabilistic algorithm (or with randomness in its input) that takes inputs and produces outputs of the form $\left(w, g_{1}, \ldots, g_{k}\right) \in\left(\{0,1\}^{*} \times \mathbb{G}^{k}\right)$ for an arbitrary $k \in \mathbb{N}$. A is given access to $\mathcal{O}$ restricted to sums that have non-zero coefficients only for the elements $g_{1}, \ldots, g_{k}$.

To allow meaningful computations every generic algorithm is given in its input a generator $\mathbf{1}$, where for simplicity $\mathbf{1} \stackrel{\text { def }}{=} \sigma(1)$.

Note that generic algorithms can treat $g \in \mathbb{G}$ both as a string and as a group element. In fact, this factors in the technical complication of our attack.

Additional Notation We now describe several notational conventions that we adopt throughout the paper.

Query transcripts. For a generic algorithm $A$ we use the notation $T_{A}$ (the input to $A$ will be clear from context) to denote the set of pairs $(\mathbf{q}, g) \in \mathbb{Z}_{p}[\mathbb{G}] \times \mathbb{G}$, also denoted as $\mathbf{q} \mapsto g$, where $\mathbf{q}$ is a query that was asked during the computation of $A$, and $g=\mathcal{O}(\mathbf{q})$.
Discrete logarithms. Given an encoding function $\sigma$, an oracle query $\mathbf{q} \in \mathbb{Z}_{p}[\mathbb{G}]$ has a corresponding discrete logarithm value under $\sigma$ : if $\mathbf{q}=a_{1} g_{1}+\cdots+a_{p} g_{p}$ then we denote $\operatorname{dlog}_{\sigma}(\mathbf{q}) \stackrel{\text { def }}{=}$ $a_{1} \sigma^{-1}\left(g_{1}\right)+\cdots+a_{p} \sigma^{-1}\left(g_{p}\right)$ with addition over $\mathbb{Z}_{p}$, and omit $\sigma$ from the subscript when there is no ambiguity. Given a set $Q \subseteq \mathbb{Z}_{p}[\mathbb{G}]$ we extend the notation $\operatorname{dlog}_{\sigma}(Q) \stackrel{\text { def }}{=} \bigcup_{\mathbf{q} \in Q}\left\{\operatorname{dlog}_{\sigma}(\mathbf{q})\right\}$. Similarly, for a set $T$ of query-answer pairs, we define $\operatorname{dlog}_{\sigma}(T) \stackrel{\text { def }}{=} \bigcup_{(\mathbf{q}, g) \in T}\left\{\operatorname{dlog}_{\sigma}(\mathbf{q})\right\}$.
Partial encoding functions. Let $T$ be a set of query-answer pairs. We say that $T$ defines a partial encoding function $\sigma_{T}$ if $\sigma_{T}$ is the function of the smallest domain for which $\sigma_{T}(\mathbf{q})$ is defined for all mappings $\{\mathbf{q} \mapsto g\} \in T$, where there exists a unique set $X \subseteq \mathbb{Z}_{p}$ such that for all encoding functions $\sigma, \operatorname{dlog}_{\sigma}(T)=X$, and $\sigma(1)=\mathbf{1}$. We also say that $\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})$ is well-defined if for every $g \in S$ which appears in $\mathbf{q}$ with a non-zero coefficient, $\sigma_{T}^{-1}(g)$ is defined.
Basis replacement. Given a query $\mathbf{q} \in \mathbb{Z}_{p}[\mathbb{G}]$, and a set of mappings (query-answer pairs) $T$, we write $\mathrm{CHB}_{T}(\mathbf{q})$ to denote the following iterative transformation: (i) initially $\mathbf{q}^{\prime} \leftarrow \mathbf{q}$, (ii) repeat the following for each $\{\mathbf{u} \mapsto g\} \in T$ : let $a_{g}$ be the coefficient of $g^{\prime}$ in the formal sum $\mathbf{q}$; set $\mathbf{q}^{\prime} \leftarrow \mathbf{q}^{\prime}-a_{g} g+a_{g} \mathbf{u}$.

Observe that oracle valuations are stable/invariant and independent of the order of rewritings, under this change of base operation, when $T$ contains query transcripts from the same oracle. Intuitively, this operation makes a "best effort" to express a query made over group elements on which we do not have oracle access to group elements where we currently do have oracle access.

Vector space of zero sums. Given a set $T$ of query-answer pairs, we define $\mathrm{Eq}(T)$ to be the set of all equality relations between group elements that can be derived from $T$. Specifically,

$$
\mathrm{Eq}(T) \stackrel{\text { def }}{=} \operatorname{span}\left\{\mathbf{q}-\mathbf{q}^{\prime} \mid \exists g \in \mathbb{G} \text { s.t. } \mathbf{q} \mapsto g, \mathbf{q}^{\prime} \mapsto g \in T\right\}
$$

Identity Based Encryption An IBE system consists of four probabilistic algorithms
(Setup, KeyGen, Enc, Dec). In our case an IBE system also specifies a set $\mathcal{I D}$ of valid identities, and $p, m, n \in \mathbb{N}$, where $p$ is a prime and $\varepsilon \in(1 / 2,1]$ as part of its description, and the algorithms are generic with group size $p$, where $p$ is at most exponentially bigger than $n$. Each IBE algorithm makes at most $m$ queries in a single execution, $n$ determines the number of random bits and output lengths, and $\varepsilon$ determines the level of correctness; i.e. a correctly encrypted ciphertext is decrypted correctly with probability $\geq \varepsilon$.

The functionality of each algorithm is as follows: algorithm $\operatorname{Setup}$ (MSK) takes as input a master secret key MSK $\in\{0,1\}^{n}$; it outputs public parameters $\mathrm{PP}=\left(w_{p p}, g_{1}, \ldots, g_{m}\right)$ where $w_{p p} \in\{0,1\}^{*}$
and $g_{1}, \ldots, g_{m} \in \mathbb{G}$. Algorithm $\operatorname{Key} G e n(M S K, I D)$ is deterministic, and it takes as input the master secret key MSK, and an identity ID $\in \mathcal{I D}$. It outputs the private key $\mathrm{SK}_{\mathrm{ID}}=\left(w_{\mathrm{ID}}, z_{1}, \ldots, z_{m}\right)$ for identity ID. The encryption algorithm $\operatorname{Enc}(\mathrm{PP}, \mathrm{ID}, b ; r)$ encrypts a bit $b$ for a given identity ID using public parameters PP and randomness $r \in\{0,1\}^{n}$; it outputs a ciphertext $C=\left(w_{c}, t_{1}, \ldots, t_{m}\right)$. The decryption algorithm $\operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C\right)$ decrypts a ciphertext $C$ using the private key $\mathrm{SK}_{\mathrm{ID}}$ and is deterministic. Note that making the algorithm $K$ deterministic does not restrict the type of IBE constructions that our results cover since any secure IBE with a randomized $K$ can be converted into a secure IBE with a deterministic $K$ by applying a pseudo-random function to the identity in order to obtain (pseudo) random bits for $K$.

An IBE system must satisfy the following correctness property, for correctness parameter $\epsilon$ : for every $\mathrm{ID} \in\{0,1\}^{n}, b \in\{0,1\}$

$$
\operatorname{Pr}\left[\begin{array}{l}
\mathrm{PP} \leftarrow \operatorname{Setup}(\mathrm{MSK}), \\
\mathrm{SK}_{\mathrm{ID}} \leftarrow \operatorname{Key} \operatorname{Gen}(\mathrm{MSK}, \mathrm{ID}), \quad ; \operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C\right)=b \\
C \leftarrow_{\mathrm{R}} \operatorname{Enc}(\mathrm{PP}, \mathrm{ID}, b)
\end{array}\right] \geq \varepsilon
$$

Definition of Security For security we use a weakened version of the IBE semantic security, which is defined in [BF03]. The weak semantic security is defined using a game in which the attacker starts by choosing a polynomially long (in $n$ ) sequence of identities for which it wishes to obtain private keys, along with the challenge identity that it is going to try and break. This is done even before the adversary is given the public parameters. The adversary is then given the public parameters, a sequence of private keys for the above identities (except the challenge identity), and an encryption of a random bit for the challenge identity using the public parameters. More precisely, weak semantic IBE security is defined using a game between a challenger and an adversary $\mathcal{A}$ in which both parties are given a security parameter $\lambda$.

Setup: The adversary submits a challenge identity $\mathrm{ID}_{*}$, and a sequence of identities $\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{l}$ where $l$ where $l(\cdot)$ is some polynomial.

Private Keys: The challenger chooses at random MSK $\in\{0,1\}^{n}$. It then computes PP $\leftarrow$ $\operatorname{Setup}(\mathrm{MSK})$, and $\mathrm{SK}_{i} \leftarrow \operatorname{Key} G e n\left(1^{\lambda}, \mathrm{MSK}, \mathrm{ID}_{i}\right)$ for $1 \leq i \leq l$. The tuple $\left(\mathrm{PP}, \mathrm{SK}_{1}, \ldots, \mathrm{SK}_{l}\right)$ is given to the adversary.

Challenge: The challenger chooses at random $r \in\{0,1\}^{n}, b \in\{0,1\}$. It then computes $C_{*} \leftarrow$ $\operatorname{Enc}(\mathrm{PP}, \mathrm{ID}, b ; r)$, and $C_{*}$ is given to the adversary.

Guess: The adversary outputs a guess $b^{\prime} \in\{0,1\}$, and wins if $b^{\prime}=b$.
We define the advantage of the adversary $\mathcal{A}$ in attacking the scheme $\mathcal{E}$ as $\operatorname{Adv}_{\mathcal{E}, \mathcal{A}} \stackrel{\text { def }}{=}\left|\operatorname{Pr}\left[b=b^{\prime}\right]-\frac{1}{2}\right|$. The probability is over the random bits used by the challenger and the adversary.

## 3 Eliminating Group Elements From Individual Private Keys

The impossibility is shown in two steps. Here we present the first step, where we show that every IBE in the Generic Groups Model can be converted to one that does not have any group elements in the private keys issued to the individual identities. This happens with a subconstant loss in
correctness. In Section 4 we show how to attack a not-perfectly-correct ${ }^{4}$ IBE restricted not to have group elements in the private keys.

Theorem 1. Let $\mathcal{I B E}$ be an IBE with parameters ( $n, m, \varepsilon$ ), then $\mathcal{R} \mathcal{I B E}$ obtained from $\mathcal{I B E}$ through the transformation in Section 3.1 is an IBE with parameters ( $n,{ }^{\prime} m^{\prime}, \varepsilon-1 / \operatorname{poly}(n)$ ), where $n^{\prime}$ and $m^{\prime}$ are polynomials in $n$ and $m$ respectively.

Converting the key generation algorithm Let us consider the significance of group elements in individual private keys. Let us denote by $g_{1}, \ldots, g_{m}$ the group elements in the master public key, by $t_{1}, \ldots, t_{m}$ the group elements in a ciphertext that is encrypted to an identity ID, and by $z_{1}, \ldots, z_{m}$ the elements in a secret key $\mathrm{SK}_{\text {ID }}$ of identity ID. Now, the encryption and decryption algorithms can use their oracles to generate formal sums of the group elements $g_{1}, \ldots, g_{m}$ and $z_{1}, \ldots, z_{m}$ respectively. As we already discussed in the introduction, intuitively the only queries that are useful for security are pairs of queries ( $\mathbf{q}, \hat{\mathbf{q}}$ ) where $\mathbf{q}$ is asked by the encryption algorithm, $\hat{\mathbf{q}}$ is asked by the decryption algorithm, and $\mathcal{O}(\mathbf{q})=\mathcal{O}(\hat{\mathbf{q}})$. If we break up each query into the components that correspond to the different sets of group elements (constant term, $g_{i}$ 's, $t_{i}$ 's, and $z_{i}$ 's):

$$
\mathbf{q}=\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathbf{g})} \quad \text { and } \quad \hat{\mathbf{q}}=\hat{\mathbf{q}}^{(\mathbf{1})}+\hat{\mathbf{q}}^{(\mathrm{t})}+\hat{\mathbf{q}}^{(\mathbf{z})}
$$

we obtain the relation $\hat{\mathbf{q}}^{(\mathbf{z})}=\mathbf{q}^{(\mathbf{1})}-\hat{\mathbf{q}}^{(\mathbf{1})}+\mathbf{q}^{(\mathbf{g})}-\hat{\mathbf{q}}^{(\mathbf{t})}$, where $\mathbf{q}^{(\mathbf{1})}=a \mathbf{1}$ for some $a \in \mathbb{Z}_{p}$. We would like to express each group element $z_{i}$ in the secret key $\mathrm{SK}_{\mathrm{ID}}$ as a formal sum of other group elements that are available to the decryption. Let us examine what these elements are: the decryption algorithm has access, in addition to the group elements in $\mathrm{SK}_{\mathrm{ID}}$, to the group elements $t_{i}$ in ciphertext that is being decrypted. Without loss of generality assume that Dec has access to the group elements $g_{i}$ from the public key. We can now attempt to convert any KeyGen algorithm that produces keys that contain group elements into a new algorithm KeyGen' that outputs only a string: KeyGen ${ }^{\prime}$ will first simulate KeyGen to obtain $\mathrm{SK}_{\mathrm{ID}}$ (which may contain group elements). It will then encrypt and decrypt a random bit many times, using $\mathrm{SK}_{\mathrm{ID}}$ for decryption, and observe which relations of the above form appear.

The above relation seemingly allows us to express formal sums of $z_{i}$ as a combination of $g_{i}$ 's and $t_{i}$ 's. The trouble is that unlike the $g_{i}$ 's that are fixed in the global public key, the group elements $t_{i}$ in the ciphertext can be different during each decryption. Therefore, the more encryptions we do the more the $t_{i}$ 's. Also, learning relations between $z_{i}$ 's and the $t_{i}$ 's for one ciphertext can be completely useless for decrypting others. In the above (oversimplified) description, KeyGen' generated the ciphertexts to be decrypted on its own, and can observe the oracle queries that are made by Enc. Consequently, for each group element $t_{i}$ in the ciphertext, KeyGen' observes at least one query $\mathbf{q}_{i}$ of the form $\mathbf{q}_{i}=\mathbf{q}_{i}^{(\mathbf{1})}+\mathbf{q}_{i}^{(\mathbf{g})}$ such that $\mathcal{O}\left(\mathbf{q}_{i}\right)=t_{i}$. This allows us to express each $t_{i}$ as a formal sum of $g_{i}$ 's, which in turn allows us to convert any relation of the form $\hat{\mathbf{q}}^{(z)}=\mathbf{q}^{(1)}-\hat{\mathbf{q}}^{(1)}+\mathbf{q}^{(\mathrm{g})}-\hat{\mathbf{q}}^{(\mathrm{t})}$ to one that describes $\hat{\mathbf{q}}^{(z)}$ as a formal sum of $g_{i}$ 's only by replacing $\hat{\mathbf{q}}^{(\mathrm{t})}$ with the appropriate formal sum of $g_{i}$ 's.

Let us now go back to our modified key generation algorithm $K_{e y G e n}{ }^{\prime}$. Let $T$ be the set of all formal sums $\mathbf{q}^{(z)}$ for which we learn an equal formal sum of $g_{i}$ 's during the repeated encryptiondecryption process. Now, consider a new formal sum $\hat{\mathbf{q}}^{(\mathrm{z})}$. If $\hat{\mathbf{q}}^{(\mathrm{z})} \in \mathrm{Eq}(T)$ then we already know

[^3]how to express $\hat{\mathbf{q}}^{(z)}$ as a formal sum of $g_{i}$ 's. On the other hand, the event $\hat{\mathbf{q}}^{(z)} \notin \mathrm{Eq}(T)$ can only occur $m$ times, where $m$ is the number of group elements in the key $\mathrm{SK}_{\mathrm{ID}}$ (and therefore the dimension of $\mathrm{Eq}(T)$ ). Therefore, relying on the dimension of $\mathrm{Eq}(T)$ (which is exponentially smaller than the order of the group), and by sampling the number of repetitions of the simulated encryption-decryption from $m^{c}$ times we obtain that in the "actual" encryption and decryption the probability that a linearly independent $\hat{\mathbf{q}}^{(z)}$ appears is at most $1 / \mathrm{m}^{c-1}$. Therefore, after this simulation the new key-generation algorithm outputs $T$ instead of the group elements, in the hope that all algebraic relations useful to the decryption algorithm are already there. That is, now the secret key of ID is now just a string containing the description of the set $T$.

The modified decryption algorithm The following is a high level overview of the decryption algorithm, which is the most involved part of the transformation. To decrypt using just the table $T$ instead of the group elements $z_{i}$, we change the decryption algorithm as follows. The new decryption algorithm simulates $D e c$, and $\operatorname{let} \mathbf{q}=\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{z})}+\mathbf{q}^{(\mathrm{t})}$ be a query. If $\mathbf{q}^{(\mathrm{z})} \in \mathrm{Eq}(T)^{(\mathrm{z})}$ then using elementary linear algebra we can syntactically replace the $z_{i}$ 's and construct a semantically equivalent (i.e. same discrete logarithm) one, $\hat{\mathbf{q}}=\hat{\mathbf{q}}^{(\mathbf{1})}+\hat{\mathbf{q}}^{(\mathrm{g})}+\mathbf{q}^{(\mathrm{t})}$. The difficulty occurs when $\mathbf{q}^{(\mathrm{z})} \notin \mathrm{Eq}(T)^{(\mathrm{z})}$. One thing we could try to do is to respond with a random element from $S$. This works only when there is no query $\mathbf{q}^{\prime}$ that was asked before and such that $\mathcal{O}(\mathbf{q})=\mathcal{O}\left(\mathbf{q}^{\prime}\right)$ (there are interesting examples showing that such $\mathbf{q}^{\prime}$ can exist). Therefore, before responding with a random element we make sure that there is no equivalent ${ }^{5}$ query that can already be inferred from $T$. Dealing with this notion of equivalence is the bulk of the transformation and its analysis.

### 3.1 The Transformation

Let $\mathcal{I B E}=\langle$ Setup, KeyGen, Enc, Dec $\rangle$ be an IBE in the generic group model with parameters $p, m, n, \varepsilon$. Let $c \in \mathbb{N}$ be a constant to be determined later. We construct an IBE $\mathcal{R I B E}=$ $\left\langle S^{\prime} e t u p^{\prime}, K e y G e n^{\prime}, E n c^{\prime}, D e c^{\prime}\right\rangle$ as follows:
$\boldsymbol{S e t u p}^{\prime}(\mathbf{M S K}):$ Run $\mathrm{PP}=\left(w_{\mathrm{PP}}, g_{1}, \ldots, g_{m}\right) \leftarrow S e t u p(\mathrm{MSK})$ and output PP.
KeyGen ${ }^{\prime}$ (MSK, ID): Run
$\mathrm{SK}_{\mathrm{ID}}=\left(w_{\mathrm{ID}}, z_{1}, \ldots, z_{m}\right) \leftarrow \operatorname{Key} G e n(\mathrm{MSK}, \mathrm{ID})$. For sufficiently large constant $c>0$, randomly choose $k \in\left\{n^{c}, \ldots, 2 n^{c}\right\}$ and construct a table $T \in\left(\mathbb{Z}_{p}[\mathbb{G}] \times \mathbb{G}\right)^{k n}$ mapping queries to answers whose entries are from the following procedure. Repeat the following $k$ times:

1. Choose a random $b \in_{\mathrm{R}}\{0,1\}$ and compute
$\left(C, T_{E n c}\right) \leftarrow_{\mathrm{R}} \operatorname{Enc}(\mathrm{PP}, \mathrm{ID}, b)$ where $C=\left(w_{c}, t_{1}, \ldots, t_{m}\right)$. Record in $T$ all query-answer pairs asked by Enc by setting $T \leftarrow T \cup T_{E n c}$. Note that $T_{E n c}$ contains only mappings of the form $\left\{a_{0} \mathbf{1}+a_{1} g_{1}+\cdots+a_{m} g_{m} \mapsto t\right\}$, the coefficients of all elements except $\mathbf{1}, g_{1}, \ldots, g_{m}$ are zero.
2. Run $\operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C\right)$, and let $\mathbf{q}_{\mathrm{dec}, 1}, \ldots, \mathbf{q}_{\mathrm{dec}, n}$ be the queries asked during this computation. For each $1 \leq i \leq n$ let $\mathbf{q}_{\mathrm{dec}, i}^{\prime} \leftarrow \mathrm{CHB}_{T_{E n c}}\left(\mathbf{q}_{\mathrm{dec}, i}\right)$. For intuition: this transformation is to express each group element $t_{j}$ from the ciphertext as a combination of $g_{j}$ 's (which are elements of the public key).
[^4]Add the entries $\left(\mathbf{q}_{\text {dec }, i}^{\prime}, \mathcal{O}\left(\mathbf{q}_{\text {dec }, i}^{\prime}\right)\right)$ to $T$. Note that each $\mathbf{q}_{\text {dec }, i}^{\prime}$ has non-zero coefficients only for the group elements $\left(\mathbf{1}, g_{1}, \ldots, g_{n}, z_{1}, \ldots, z_{n}\right)$.

Output $\mathrm{SK}_{\mathrm{ID}}^{\prime}=\left(w_{\mathrm{ID}}, T, \bar{z}\right) \in\{0,1\}^{*}$ where $\bar{z}$ is a concatenation of the elements $z_{1}, \ldots, z_{m}$ as strings.
$\boldsymbol{E n c}^{\prime}(\mathbf{P P}, \mathbf{I D}, b):$ Run $C \leftarrow_{\mathrm{R}} \operatorname{Enc}(\mathrm{PP}, \mathrm{ID}, b)$ and output $C$.
$\boldsymbol{D e c}^{\prime}\left(\mathbf{S K}_{\mathrm{ID}}^{\prime}, C\right)$ : Let $\mathrm{SK}_{\mathrm{ID}}^{\prime}$ be ( $\left.w_{\mathrm{ID}}, T, \bar{z}\right)$. Create an empty table $T^{\prime}$ with the same structure as $T$ ( $T^{\prime}$ will be modified during the computation of $\left.D e c^{\prime}\right)$. Set $\mathrm{SK}_{\mathrm{ID}}=\left(w_{\mathrm{ID}}, \bar{z}\right)$ and simulate $\operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C\right)$ as follows. For each oracle query $\mathbf{q}=\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{z})}+\mathbf{q}^{(\mathrm{t})}$ asked by Dec informally we proceed as follows: either (i) determine that an equivalent query was asked before, and use the previous answer, or (ii) use $T$ to represent $\mathbf{q}^{(\mathrm{z})}$ as a sum of $g_{i}$ 's, and then use $\mathcal{O}$ to evaluate the modified query. Formally, first let $R=\mathrm{Eq}\left(T \cup T^{\prime}\right)$ be the set of all equality relations among $z_{i}$ 's and $g_{i}$ 's deduced from $T \cup T^{\prime}$. Note that $R$ contains linear combinations of the form $\mathbf{e}=\mathbf{q}^{\mathbf{1}}+\mathbf{q}^{(\mathrm{z})}+\mathbf{q}^{(\mathrm{g})}$ such that $\mathcal{O}(\mathbf{e})=0$. To answer a query $\mathbf{q}=\mathbf{q}^{\mathbf{1}}+\mathbf{q}^{(\mathrm{z})}+\mathbf{q}^{(\mathrm{t})}$ where

$$
\mathbf{q}^{(\mathrm{z})}=\sum_{i=1}^{m} b_{i} z_{i} \text { and } \mathbf{q}^{(\mathrm{t})}=\sum_{i=1}^{m} c_{i} t_{i}
$$

proceed as follows:
Step 1: If $\mathbf{q}^{(z)} \in \operatorname{span}\left(R^{(z)}\right)$, let $\left\{c_{\mathbf{e}} \mid \mathbf{e} \in R\right\}$ be coefficients such that $\mathbf{q}^{(\mathrm{z})}=\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}^{(\mathrm{z})}$. Set $\hat{\mathbf{q}}=\mathbf{q}-\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}$. Note that the subtracted value is equal to zero. The modified query $\hat{\mathbf{q}}$ is of the form $\hat{\mathbf{q}}=\hat{\mathbf{q}}^{(\mathbf{1})}+\hat{\mathbf{q}}^{(\mathbf{g})}+\mathbf{q}^{(\mathrm{t})}$ (the coefficients of the group elements $z_{i}$ are all zero). Therefore, to answer $\mathbf{q}$, query $\alpha \leftarrow \mathcal{O}(\hat{\mathbf{q}})$ and answer $\mathbf{q}$ with $\alpha$.
Step 2: If there is no way to express $\mathbf{q}^{(z)}$ as a combination of $g_{i}$ 's then check whether a query equivalent to $\mathbf{q}$ was asked before, where equivalence is defined as follows: for every query $\mathbf{q}_{\text {old }} \in T^{\prime} \cup T$ check if $\mathbf{q}^{(z)} \in \mathbf{q}_{\text {old }}^{(\mathrm{z})}+\operatorname{span}\left(R^{(\mathrm{z})}\right)$. If so, let $\left\{c_{\mathbf{e}} ; \mathbf{e} \in R\right\}$ be coefficients such that $\mathbf{q}^{(\mathrm{z})}=\mathbf{q}_{\text {old }}^{(\mathrm{z})}+\sum_{\mathbf{e} \in R} c_{\mathrm{e}} \mathbf{e}^{(\mathrm{z})}$. Check if

$$
\begin{equation*}
\mathcal{O}\left(\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{t})}\right) \stackrel{?}{=} \mathcal{O}\left(\mathbf{q}_{o l d}^{(\mathbf{1})}+\mathbf{q}_{o l d}^{(\mathrm{g})}+\mathbf{q}_{o l d}^{(\mathrm{t})}+\sum_{\mathbf{e} \in R} c_{\mathbf{e}}\left(\mathbf{e}^{(\mathbf{1})}+\mathbf{e}^{(\mathrm{g})}\right)\right) \tag{1}
\end{equation*}
$$

and if both checks succeeded, answer $\mathbf{q}$ with $g$ where $\left\{\mathbf{q}_{o l d} \mapsto g\right\} \in T^{\prime} \cup T$.
Step 3: Finally, if the above procedure fails, choose $s \in_{\mathrm{R}} S$, add the entry $\{\mathbf{q} \mapsto s\}$ to $T^{\prime}$, and return $s$.
Output: when the simulation of Dec concludes, output whatever Dec outputs.
It is not hard to see why the above transformation preserves the security of the IBE system. In what follows we bound the loss in the correctness by formalizing the intuition preceding this transformation, i.e. show why the performed tests in the above transformation are necessary and sufficient.

### 3.2 Analysis of the reduction of the security of $\mathcal{I B E}$ to $\mathcal{R} \mathcal{I B E}$

We prove theorem 1. Security is straightforward, and follows from the fact that KeyGen ${ }^{\prime}$ uses KeyGen as a black box. Consequently, given an adversary $A d v$ that breaks WSS security of $\mathcal{R I B E}$, we can obtain an adversary $A d v^{\prime}$ for $\mathcal{I B E}$ by simulating $A d v$. To answer a private key query made by $A d v$ for ID, $A d v^{\prime}$ first queries KeyGen to obtain $\mathrm{SK}_{\mathrm{ID}}$, and then simulates KeyGen'. We omit the details, and focus on the correctness in the remainder of the section. We prove the following theorem:

Remark: Throughout the analysis we assume that $p$, the order of the group, is larger than any polynomial in $n$. We treat the case where $p$ is a polynomial separately in the obvious way. That is, query all the elements of the group. This way, we can compute the discrete logarithms of all elements. Given that we know the whole oracle we can exhaustively check off-line (i.e. after we learn the entire oracle) the possible bits and random strings for Enc.

Notational remark: The $z_{i}$ 's group elements depend on the ID. Throughout, this proof we denote by $z_{i}$ the $z_{i}$ 's which are relevant to the challenge identity which we fix.

The crux of the proof is in showing that $D e c^{\prime}$ is mostly successful in answering oracle queries asked by Dec. The argument proceeds in two parts. First, we show that whenever a query is answered according to steps 1 or 2 , the answer is determined by previous queries, and that $\operatorname{Dec}{ }^{\prime}$ provides the correct answer. Second, we show that when a query is answered according to step 3 , then with high probability the answer is undetermined by previous queries, and is in fact close to being uniformly distributed in $S$. To formalize this we shall consider the following distribution defined for each ID:

$$
D_{\mathrm{ID}} \stackrel{\text { def }}{=}\left\{\begin{array}{ll}
\mathrm{MSK} \leftarrow_{\mathrm{R}}\{0,1\}^{n} ; b_{0} \leftarrow_{\mathrm{R}}\{0,1\} ; & \left(\mathrm{PP}, T_{\text {setup }}\right) \leftarrow \operatorname{Setup}(\mathrm{MSK}) ; \\
\left(\mathrm{SK}_{\mathrm{ID}}, T_{\mathrm{kg}}\right) \leftarrow \operatorname{KeyGen}(\mathrm{MSK}, \mathrm{ID}) ; & \left(\mathrm{SK}_{\mathrm{ID}}^{\prime}, T_{\mathrm{kg}}^{\prime}\right) \leftarrow_{\mathrm{R}} \operatorname{KeyGen}^{\prime}(\mathrm{SK} \\
\mathrm{ID}, \mathrm{ID}) ; \\
\left(C, T_{\text {enc }}\right) \leftarrow_{\mathrm{R}} \operatorname{Enc}\left(\mathrm{PP}, \mathrm{ID}, b_{0}\right) ; & \left(b, T_{\text {dec }}\right) \leftarrow_{\mathrm{R}} \operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C\right) ;
\end{array}\right\}
$$

Recall that the correctness guarantee of $\mathcal{I B E}$ is that $\operatorname{Pr}_{D_{\text {ID }}}\left[b=b_{0}\right] \geq \varepsilon$ for all ID. We also define a distribution $D^{\prime}$ to be the same as $D$ with the following exception:

$$
\left(b, T_{\mathrm{dec}}\right) \leftarrow_{\mathrm{R}} \operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C\right) \quad \text { is replaced by } \quad\left(b, T_{\mathrm{dec}}^{\prime}\right) \leftarrow_{\mathrm{R}} \operatorname{Dec}^{\prime}\left(\mathrm{SK}_{\mathrm{ID}}^{\prime}, C\right)
$$

where query-answer map $T_{\text {dec }}^{\prime}$ contains the queries asked by the simulated Dec, and the simulated answers given by $D e c^{\prime}$ to these queries. Note that the sample spaces of $D$ and $D^{\prime}$ are identical (as sets). In our analysis we show that $D$ and $D^{\prime}$ are similar by arguing that the two distributions are close if we restrict our attention to the first $i$ queries in $T_{\text {dec }}$ and $T_{\text {dec }}^{\prime}$.

To further facilitate the comparison of $D$ and $D^{\prime}$ we define an intermediate distribution $D_{0}$ that is the same as $D$ with the following exception: the encoding function $\sigma$ is generated "on the fly" according to the following rules:

1. All the queries asked during the computation of Setup, KeyGen, KeyGen', and Enc are answered as before. Namely, to answer query $\mathbf{q}$, let $T$ be the $\operatorname{set}^{6}$ of all query-answer pairs that appeared before $\mathbf{q}$. If $\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})$ is defined, $\mathbf{q}$ is answered by $\sigma_{T}\left(\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})\right)$. Otherwise, an element $g$ is chosen randomly from $S \backslash \operatorname{Im}\left(\sigma_{T}\right)$, and $\mathbf{q}$ is answered with $g$.

[^5]2. For each query $\mathbf{q}$ asked by Dec during its simulation by $D e c^{\prime}$, if $\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})$ is not defined, and for all $\mathbf{q}_{\text {old }} \in T, \mathbf{q}^{(\mathrm{z})} \notin \mathbf{q}_{\text {old }}^{(\mathrm{z})}+\operatorname{span}\left(R^{(\mathrm{z})}\right)$, an element $g$ is chosen randomly from $S$, and $\mathbf{q}$ is answered with $g$. Note that here $\sigma_{T}$ may become not 1-1 (thus, not a valid encoding function).

The conceptual difference between $D$ and $D_{0}$ is that in $D_{0}$ two queries with distinct discrete logarithms may receive the same answer if that answer happens to be chosen randomly twice from $S$. Notice also that this type of collision can occur in $D^{\prime}$ when queries are answered according to step 3 of $D e c^{\prime}$. We shall argue that, barring such collisions, $D$ and $D_{0}$ are identical with significant probability.
Claim 1. Let $R=\mathrm{Eq}\left(T_{\mathrm{kg}}^{\prime}\right)$, and let $R_{\mathrm{dec}}=\mathrm{Eq}\left(T_{\mathrm{kg}}^{\prime} \cup T_{\mathrm{enc}} \cup \mathrm{CHB}_{T_{\text {enc }}}\left(T_{\mathrm{dec}}\right)\right)$. Then,

$$
\operatorname{Pr}\left[R_{\text {dec }} \nsubseteq \operatorname{span}(R)\right] \leq \frac{1}{n^{c}}
$$

Proof. The claim is shown by a dimension argument. Let $V$ be the vector space of all sums of the form $\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{z})}+\mathbf{q}^{(\mathbf{g})}$. There are exactly $n$ coordinates in $\mathbf{q}^{(z)}$ and $\mathbf{q}^{(\mathrm{g})}$, so $\operatorname{dim}(V)=2 n+1$. Let $T_{i}$ be the set of queries and answers recorded in $T$ during iteration $i$ in KeyGen'. Recall that in each iteration a random bit is encrypted and decrypted, and all the queries that are asked in the process are recorded in $T$. We now observe that the process of encrypting and decrypting the bit $b$ in $D$ is identical to a single round of the repetitive sampling in $K e y G e n^{\prime}$, and so the set $T_{\text {enc }} \cup T_{\text {dec }}$ has the same distribution as each of the sets $T_{i}$. It is therefore sufficient to find the probability of the event new $_{k}=\left\{R_{k+1} \nsubseteq \operatorname{span}\left(R_{n^{c}} \cup \cdots \cup R_{2 n^{c}}\right)\right\}$, where $k \in_{\mathrm{R}}\left\{n^{c}, \ldots, 2 n^{2 c}\right\}$.

Note that for all $i, R_{1} \cup \cdots \cup R_{i} \subseteq V$ and that new ${ }_{k}$ implies $\operatorname{dim}\left(R_{1} \cup \cdots \cup R_{k+1}\right)>\operatorname{dim}\left(R_{1} \cup\right.$ $\cdots \cup R_{k}$ ). Since $\operatorname{dim}(V)=2 n+1$, there may be at most that many indices $i$ for which new ${ }_{i}$ occurs. Consequently, by choosing $k$ randomly, we hit such an $i$ with probability at most $\frac{2 n+1}{n^{2 c}}$. That is, $\operatorname{Pr}\left[\right.$ new $\left._{k}\right] \leq \frac{1}{n^{c}}$.

Claim 2. Fix an encoding function $\sigma$, and values $M S K, P P, S K_{I D}$, and let $S_{\delta}$ be the set of $x \in \mathbb{Z}_{p}$ such that

$$
\operatorname{Pr}\left[x \in \operatorname{dlog}\left(T_{\mathrm{enc}} \cup T_{\mathrm{dec}}\right) ; \quad \begin{array}{c}
\left(C, T_{\mathrm{enc}}\right) \leftarrow_{R} \operatorname{Enc}\left(P P, I D, b_{0}\right) \\
\left(b, T_{\mathrm{dec}}\right) \leftarrow_{R} \operatorname{Dec}\left(S K_{I D}, C\right)
\end{array}\right] \geq \delta
$$

Then, $\operatorname{Pr}\left[S_{1 / n^{c-1}} \subseteq \mathrm{~d} \log (T)\right] \geq 1-n / e^{n}$ where the random variable $T$ is the table constructed by KeyGen' $\left(S K_{I D}, I D\right)$.
Proof. We start with a counting argument to show that there are at most $n / \delta$ elements in $S_{\delta}$. Let $Y$ be the set of strings $\left\{\left(b, r_{\text {enc }}, r_{\text {dec }}\right)\right\}$ where $b$ is the bit to be encrypted, and $r_{\text {enc }}$ and $r_{\text {dec }}$ are the randomness used by Enc and Dec respectively. For each $y \in T$ let $\operatorname{dlog}(y):=$ $\operatorname{dlog}\left(T_{\text {enc }} \cup T_{\text {dec }}\right)$ (note that $\operatorname{dlog}(y)$ is a set notation) where $T_{\text {enc }}$ and $T_{\text {dec }}$ are the query-answer sets generated by $\operatorname{Enc}\left(\mathrm{PP}, \mathrm{ID}, b ; r_{\text {enc }}\right)$ and $\operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C ; r_{\mathrm{dec}}\right)$. Then, on the one hand we have $|Y| \geq\left|\left\{y \in Y \mid \operatorname{dog}(y) \cap S_{\delta} \neq \emptyset\right\}\right|$. On the other hand, for each $x \in S_{\delta}$, there are at least $\delta|Y|$ values $y$ such that $x \in \operatorname{dlog}(y)$, and for each $y$ it holds that $|\operatorname{dlog}(y)| \leq n$. Consequently, we obtain

$$
|Y| \geq\left|\left\{y \in Y \mid \operatorname{dlog}(y) \cap S_{\delta} \neq \emptyset\right\}\right| \geq \delta|Y| \cdot\left|S_{\delta}\right| / n
$$

and so $n / \delta \geq\left|S_{\delta}\right|$. Now, consider the first $n^{c}$ iterations of the loop in KeyGen ${ }^{\prime}$. For each $x \in S_{1 / n^{c-1}}$ we have $\operatorname{Pr}[x \notin \operatorname{dlog}(T)] \leq\left(1-1 / n^{c-1}\right)^{n^{c}} \leq 1 / e^{n}$. Applying the union bound for all such $x$ we get $\operatorname{Pr}\left[S_{1 / n^{c-1}} \nsubseteq \operatorname{dlog}(T)\right] \leq n / e^{n}$.

Lemma 1. Let $\delta \leftarrow_{R} D$, let $R=\mathrm{Eq}\left(T_{\mathrm{kg}}^{\prime}\right)$, and let $\mathbf{q}_{1}, \ldots, \mathbf{q}_{n}$ be the queries in $T_{\mathrm{dec}}$. For each $1 \leq i \leq n$ let

$$
\begin{aligned}
& F_{i}=\left\{\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\text {setup }} \cup T_{\mathrm{kg}} \cup T_{\mathrm{enc}} \cup T_{\text {dec }, i-1}\right)\right\} \\
& E_{1, i}=\left\{\mathbf{q}_{i}^{(\mathrm{z})} \in \operatorname{span}\left(R^{(\mathrm{z})}\right)\right\} \\
& E_{2, i}=\left\{\exists \mathbf{q} \in T_{i-1}^{\prime} \text { s.t. } \mathbf{q}_{i}^{(\mathrm{z})} \in \mathbf{q}^{(\mathrm{z})}+\operatorname{span}\left(R^{(\mathrm{z})}\right) \text { and } \operatorname{dlog}\left(\mathbf{q}_{i}\right)=\operatorname{dlog}(\mathbf{q})\right\}
\end{aligned}
$$

and fail ${ }_{i}=F_{1, i} \wedge \neg\left(E_{1, i} \vee E_{2, i}\right)$. Then, $\operatorname{Pr}\left[\right.$ fail $\left._{i}\right] \leq \frac{n}{e^{n}}+\frac{1}{n^{c}}+\frac{6 n}{n^{c-1}}$.
Proof. We consider the following subcases of $F_{i}$ separately: $F_{1, i}=\left\{\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\text {setup }} \cup T_{\text {kg }}\right)\right\}$, $F_{2, i}=\left\{\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\text {enc }}\right)\right\}$, and $F_{3, i}=\left\{\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\text {dec }, i-1}\right)\right\}$. Then $F_{i}=F_{1, i} \cup F_{2, i} \cup F_{3, i}$.
Case 1: event $F_{1, i}$ occurs. Fix $W=\operatorname{dlog}\left(T_{\text {setup }} \cup T_{\text {kg }}\right)$, and consider any $y \in W$, and let $S=S_{n^{c-1}}$ be the set defined in Claim 2. Then we can write

$$
\begin{align*}
\operatorname{Pr}\left[\operatorname{dlog}\left(q_{i}\right) \in W \wedge \neg E_{2, i}\right] & =\sum_{y \in W} \operatorname{Pr}\left[\operatorname{dlog}\left(q_{i}\right)=y \wedge \neg E_{2, i}\right] \\
& =\sum_{y \in W \cap S} \operatorname{Pr}\left[\operatorname{dlog}\left(q_{i}\right)=y \wedge \neg E_{2, i}\right]+\sum_{y \in W \backslash S} \operatorname{Pr}\left[\operatorname{dlog}\left(q_{i}\right)=y \wedge \neg E_{2, i}\right] \\
& \leq \sum_{y \in W \cap S} \operatorname{Pr}\left[\operatorname{dlog}\left(q_{i}\right)=y \wedge \neg E_{2, i}\right]+\frac{2 n}{n^{c-1}} \tag{2}
\end{align*}
$$

Where the last inequality follows from the definition of $S$ and the fact that $|W| \leq 2 n$. Let us now focus on the remaining probability. For the moment we only consider $y \in W$. We can therefore restrict out attention to an event $\neg E_{2, i}^{\prime}$ where $\operatorname{Pr}\left[\neg E_{2, i}^{\prime}\right] \geq \operatorname{Pr}\left[\neg E_{2, i}\right]$, and $\neg E_{2, i}^{\prime}$ is defined as the union of the following two events:

$$
B=\{y \notin \operatorname{dlog}(T)\} \quad \text { and } \quad B^{\prime}=\left\{\exists q \in T \text { s.t. } \operatorname{dlog}(q)=y \text { and } \mathbf{q}_{i}^{(\mathrm{z})} \notin \mathbf{q}^{(\mathrm{z})}+\operatorname{span}\left(R^{(\mathrm{z})}\right)\right\}
$$

Since $y \in S$, we get from Claim 2 that $\operatorname{Pr}[B] \leq n / e^{n}$. To bound the probability of event $B^{\prime}$ note that $\mathbf{q}_{i}^{(\mathrm{z})} \notin \mathbf{q}^{(\mathrm{z})}+\operatorname{span}\left(R^{(\mathrm{z})}\right)$ implies $\mathbf{q}_{i}-\mathbf{q} \notin \operatorname{span}(R)$. However, since $\operatorname{dlog}\left(\mathbf{q}_{i}\right)=\operatorname{dlog}(\mathbf{q})$ we have that $\mathbf{q}_{i}-\mathbf{q} \in R_{\text {dec }}$. Therefore, by Claim $1, \operatorname{Pr}\left[B^{\prime}\right] \leq \frac{1}{n^{c}}$. Getting back to our calculation of (2) we get:

$$
\begin{align*}
\operatorname{Pr}\left[\operatorname{dlog}\left(q_{i}\right) \in W \wedge \neg E_{2, i}\right] & \leq \sum_{y \in W \cap S} \operatorname{Pr}\left[\operatorname{dlog}\left(q_{i}\right)=y \wedge\left(B \vee B^{\prime}\right)\right]+\frac{2 n}{n^{c-1}}  \tag{3}\\
& \leq \frac{n}{e^{n}}+\frac{1}{n^{c}}+\frac{2 n}{n^{c-1}} \tag{4}
\end{align*}
$$

Case 2: event $F_{2, i}$ occurs. In this case we have $\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\text {enc }}\right)$. Let $\mathbf{q} \in T_{\text {enc }}$ be a query such that $\operatorname{dlog}(\mathbf{q})=\operatorname{dlog}\left(\mathbf{q}_{i}\right)$. Then $\mathbf{q}_{i}-\mathbf{q} \in R_{\text {dec }}$, and by Claim $1, \operatorname{Pr}\left[\mathbf{q}_{i}-\mathbf{q} \notin \operatorname{span}(R)\right] \leq \frac{2 n}{n^{c-1}}$. The following is a crucial point in the argument: recall that for all $\mathbf{q} \in T_{\text {enc }}, \mathbf{q}^{(z)}=0$. Therefore, $\mathbf{q}_{i}-\mathbf{q} \in \operatorname{span}(R)$ implies $\mathbf{q}_{i}^{(\mathrm{z})} \in \operatorname{span}\left(R^{(\mathrm{z})}\right)$. Consequently, we get

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\mathrm{enc}}\right) \wedge \neg E_{1, i}\right] \leq \frac{2 n}{n^{c-1}} \tag{5}
\end{equation*}
$$

Case 3: event $F_{3, i}$ occurs. In this case we have $\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in d \log \left(T_{\text {dec }, i-1}\right)$. First, suppose that $\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{i-1}^{\prime}\right)$, and let $\mathbf{q} \in T_{i-1}^{\prime}$ such that $\operatorname{dog}\left(\mathbf{q}_{i}\right)=\operatorname{dlog}(\mathbf{q})$. This implies that $\mathbf{q}_{i}-$ $\mathbf{q} \in R_{\mathrm{dec}}$, and therefore $\neg E_{1, i}$ holds only if $\mathbf{q}_{i}-\mathbf{q} \notin \operatorname{span}(R)$. Second, suppose that $\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in$ $\operatorname{dlog}\left(T_{\mathrm{dec}, i-1}^{\prime}\right) \backslash \operatorname{dlog}\left(T_{i-1}^{\prime}\right)$. Then, by definition of $T_{i-1}^{\prime}$, either $\mathbf{q}_{i}^{(\mathrm{z})} \in \operatorname{span}\left(R^{(\mathrm{z})}\right)$ (the part of the query that involves $z_{i}$ 's can be rewritten as a combination of $g_{i}$ 's), or there is a query $\mathbf{q} \in T_{i-1}^{\prime}$ and coefficients $\left\{c_{\mathbf{e}} ; \mathbf{e} \in R\right\}$ such that $\mathbf{q}^{(\mathrm{z})}=\mathbf{q}_{\text {old }}^{(\mathrm{z})}+\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}^{(\mathrm{z})}$ and equality (1) from Dec ${ }^{\prime}$ holds. But this implies

$$
\begin{align*}
\mathcal{O}\left(\mathbf{q}_{i}\right) & =\mathcal{O}\left(\mathbf{q}_{i}^{(\mathbf{1})}+\mathbf{q}_{i}^{(\mathrm{z})}+\mathbf{q}_{i}^{(\mathrm{t})}\right)=\mathcal{O}\left(\mathbf{q}_{i}^{(\mathbf{1})}+\mathbf{q}_{i}^{(\mathrm{t})}+\mathbf{q}_{o l d}^{(\mathrm{z})}+\sum_{\mathbf{e} \in R} c_{\mathrm{e}} \mathbf{e}^{(\mathrm{z})}\right)  \tag{6}\\
& =\mathcal{O}\left(\mathbf{q}_{o l d}^{(\mathbf{1})}+\mathbf{q}_{o l d}^{(\mathrm{g})}+\mathbf{q}_{o l d}^{(\mathrm{t})}+\sum_{\mathbf{e} \in R} c_{\mathrm{e}}\left(\mathbf{e}^{(\mathbf{1})}+\mathbf{e}^{(\mathrm{g})}\right)+\mathbf{q}_{o l d}^{(\mathrm{z})}+\sum_{\mathbf{e} \in R} c_{\mathrm{e}} \mathbf{e}^{(\mathrm{z})}\right)  \tag{7}\\
& =\mathcal{O}\left(\mathbf{q}_{o l d}^{(\mathbf{1})}+\mathbf{q}_{o l d}^{(\mathrm{g})}+\mathbf{q}_{o l d}^{(\mathrm{t})}+\mathbf{q}_{o l d}^{(\mathrm{z})}\right)=\mathcal{O}(\mathbf{q}) \tag{8}
\end{align*}
$$

Equality (7) holds because condition (1) from Dec holds. The first equality in (8) holds because for all $\mathbf{e} \in \operatorname{span}(R), \mathcal{O}(\mathbf{e})=0$ and because $\mathcal{O}$ is linear. We have shown $\operatorname{dlog}\left(\mathbf{q}_{i}\right)=\operatorname{dlog}(\mathbf{q})$, but this contradicts our assumption that $\operatorname{dlog}\left(\mathbf{q}_{i}\right) \notin \operatorname{dlog}\left(T_{i-1}^{\prime}\right)$. Thus, we have:

$$
\begin{equation*}
\operatorname{Pr}\left[\left(\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\mathrm{dec}, i-1}\right)\right) \wedge \neg\left(E_{1, i} \vee E_{2, i}\right)\right] \leq \frac{2 n}{n^{c-1}} \tag{9}
\end{equation*}
$$

Combining (4), (5), and (9) we get: $\operatorname{Pr}\left[\right.$ fail $\left._{i}\right] \leq \frac{n}{e^{n}}+\frac{1}{n^{c}}+\frac{6 n}{n^{c-1}}$.
Lemma 2. Let $E$ be any event in the sample space $\operatorname{supp}(D) \cup \operatorname{supp}\left(D_{0}\right)$. Then,

$$
\left|\operatorname{Pr}_{\delta \leftarrow R D}[\delta \in E]-\operatorname{Pr}_{\delta \leftarrow R D_{0}}[\delta \in E]\right| \leq 4 n / p
$$

Proof. We use a coupling argument to show that $D$ and $D_{0}$ are close. Consider the following alternative method for generating distribution $D$. Run the process for sampling from $D_{0}$. If at any point during the computation of Dec an assignment $\sigma\left(\mathrm{d} \log \left(\mathbf{q}_{i}\right)\right) \leftarrow_{\mathrm{R}} S$ is performed, and

$$
\begin{equation*}
\operatorname{dlog}\left(\mathbf{q}_{i}\right) \in \operatorname{dlog}\left(T_{\text {setup }} \cup T_{\mathrm{kg}} \cup T_{\mathrm{kg}}^{\prime} \cup T_{\text {enc }} \cup T_{\text {dec }, i-1}\right) \tag{10}
\end{equation*}
$$

holds, then resample $\sigma\left(\operatorname{dlog}\left(\mathbf{q}_{i}\right)\right) \leftarrow_{\mathrm{R}} S$ until (10) no longer holds. That is, instead of keeping the first sampled value, we keep sampling random strings in $S$ until no collision occurs. Since the only difference between $D_{0}$ and $D$ is that the answer to $q_{i}$ in $D$ is random among all values that do not cause a collision, it is clear that this alternate procedure generates exactly distribution $D$.

Now we run the procedure for generating $D_{0}$ and the alternate procedure for $D$ in a coupled manner up to the first query $\mathbf{q}_{i}$ for which (10) holds. Then, conditioned on (10) never occurring, $E$ occurs in $D_{0}$ if and only if it occurs in $D$. Let $F$ be the event that (10) holds at some point during the generation of $D$. Then we obtain $\operatorname{Pr}_{\delta \leftarrow_{\mathrm{R}} D}[\delta \in E \mid \neg F]=\operatorname{Pr}_{\delta \leftarrow_{\mathrm{R}} D_{0}}[\delta \in E \mid \neg F]$, and

$$
\begin{aligned}
\operatorname{Pr}_{\delta \leftarrow \mathrm{R} D}[\delta \in E] & =\operatorname{Pr}_{\delta \leftarrow \mathrm{R} D}[\delta \in E \mid F] \operatorname{Pr}[F]+\operatorname{Pr}_{\delta \leftarrow \mathrm{R} D}[\delta \in E \mid \neg F] \operatorname{Pr}[\neg F] \\
& =\operatorname{Pr}_{\delta \leftarrow \mathrm{R} D}[\delta \in E \mid F] \operatorname{Pr}[F]+\operatorname{Pr}_{\delta \leftarrow \mathrm{R} D_{0}}[\delta \in E]-\operatorname{Pr}_{\delta \leftarrow{ }_{\mathrm{R}} D_{0}}[\delta \in E \mid F] \operatorname{Pr}[F] \\
& =\operatorname{Pr}[F]\left(\operatorname{Pr}_{\delta \leftarrow_{\mathrm{R}} D}[\delta \in E \mid F]-\operatorname{Pr}_{\delta \leftarrow \leftarrow_{\mathrm{R}} D_{0}}[\delta \in E \mid F]\right)+\operatorname{Pr}_{\delta \leftarrow_{\mathrm{R}} D_{0}}[\delta \in E]
\end{aligned}
$$

which immediately implies the conclusion.

Lemma 3. Let $E$ be any event in the sample space $\operatorname{supp}\left(D_{0}\right) \cup \operatorname{supp}\left(D^{\prime}\right)$. Then,

$$
\left|\operatorname{Pr}_{\delta \leftarrow R_{0} D_{0}}[\delta \in E]-\operatorname{Pr}_{\delta \leftarrow R^{\prime} D^{\prime}}[\delta \in E]\right| \leq 1 / n^{c / 2}
$$

Proof. Again, we apply a coupling argument to show that $D_{0}$ and $D^{\prime}$ are close. Consider the following alternative way of generating distribution $D_{0}$. Proceed as $D^{\prime}$ up to the first query $i$ of the simulated Dec for which the event fail ${ }_{i}=F_{i} \wedge \neg\left(E_{1, i} \vee E_{2, i}\right)$ occurs. If fail ${ }_{i}$ has occurred then answer query $q_{j}$ for $j \geq i$ (that is, including query $q_{i}$ ) as follows: if $F_{j}$ occurs then reply $\sigma\left(\operatorname{dlog}\left(q_{j}\right)\right)$.

To show that this procedure generates $D_{0}$ we must argue that (i) unless fail occurs for some $i$, the algorithm $D e c^{\prime}$ always replies with $\sigma\left(\operatorname{dlog}\left(q_{j}\right)\right)$ for all $1 \leq j \leq n$ where $F_{j}$ occurs, and (ii) when $F_{j}$ and $E_{1, j}$ do not hold, $D e c^{\prime}$ replies with a random element of $S$.
We first show property (i): consider an index $j$ for which $F_{j}$ occurs, and yet fail has not occurred for $1 \leq i \leq j$. This means that either $E_{1, j}$ or $E_{2, j}$ must also occur. We deal with each case separately.

Case 1: $E_{1, j}$ occurs. Then $\mathbf{q}_{j}^{(z)} \in \operatorname{span}\left(R^{(\mathbf{z})}\right)$ so there exist $d_{1}, \ldots, d_{l}$ such that $\mathbf{q}_{j}^{(z)}=$ $\sum_{i=1}^{l} d_{i} \mathbf{e}_{i}^{(\mathrm{z})}$. Consider a new query $\hat{\mathbf{q}}=\mathbf{q}_{j}-\sum_{i=1}^{l} d_{i} \mathbf{e}_{i}$. Then we have

$$
\begin{aligned}
& \operatorname{dlog}(\hat{\mathbf{q}})=\operatorname{dlog}\left(\mathbf{q}_{j}\right)-\operatorname{dlog}\left(d_{1} \mathbf{e}_{1}+\cdots+d_{l} \mathbf{e}_{l}\right)=\operatorname{dlog}\left(\mathbf{q}_{j}\right) \quad \text { and } \\
& \hat{\mathbf{q}}^{(z)}=\mathbf{q}_{j}^{(\mathrm{z})}-\left(d_{1} \mathbf{e}_{1}^{(\mathrm{z})}+\cdots+d_{l} \mathbf{e}_{l}^{(\mathrm{z})}\right)=0
\end{aligned}
$$

In this case Dec' follows step 1 by querying $\alpha \leftarrow \mathcal{O}(\hat{\mathbf{q}})$, and returning $\alpha=\sigma(\operatorname{dlog}(\hat{\mathbf{q}}))$ as the answer to $\mathbf{q}_{j}$.

Case 2: $E_{2, j}$ occurs. Then, there is a query $\mathbf{q} \in T_{j-1}^{\prime}$ such that $\mathbf{q}_{i}^{(\mathrm{z})} \in \mathbf{q}+\operatorname{span}\left(R^{(\mathrm{z})}\right)$ and $\operatorname{dlog}\left(\mathbf{q}_{j}\right)=\operatorname{dlog}(\mathbf{q})$. Then, there exist $d_{1}, \ldots, d_{l}$ such that $\mathbf{q}_{j}^{(\mathrm{z})}=\mathbf{q}^{(\mathrm{z})}+\sum_{i=1}^{l} d_{i} \mathbf{e}_{i}^{(\mathrm{z})}$. We can then write
$\mathcal{O}\left(\mathbf{q}_{j}\right)=\mathcal{O}\left(\mathbf{q}_{j}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{z})}+\sum_{i=1}^{l} d_{i} \mathbf{e}_{i}^{(\mathrm{z})}+\mathbf{q}_{j}^{(\mathrm{t})}\right)$ and $\mathcal{O}(\mathbf{q})=\mathcal{O}\left(\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{z})}+\sum_{i=1}^{l} d_{i} \mathbf{e}_{i}^{(\mathrm{z})}+\mathbf{q}^{(\mathrm{g})}+\mathbf{q}^{(\mathrm{t})}\right)$

Using the fact that $\operatorname{dlog}\left(\mathbf{q}_{j}\right)=\operatorname{dlog}(\mathbf{q})$ we get $\mathcal{O}\left(\mathbf{q}_{j}\right)=\mathcal{O}(\mathbf{q})$ which together with (11) implies $\mathcal{O}\left(\mathbf{q}_{j}^{(\mathbf{1})}+\mathbf{q}_{j}^{(\mathrm{t})}\right)=\mathcal{O}\left(\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{g})}+\mathbf{q}^{(\mathrm{t})}\right)$. Therefore, all the conditions of step 2 in $D e c^{\prime}$ hold and the query is answered with $g$ where $\{\mathbf{q} \mapsto g\} \in T_{j-1}^{\prime}$. Assuming that all queries prior to $\mathbf{q}_{j}$ were answered correctly we get $g=\sigma(\operatorname{dlog}(\mathbf{q}))=\sigma\left(\operatorname{dlog}\left(\mathbf{q}_{j}\right)\right)$.
To show property (ii) we must argue that when $F_{j}$ and $E_{1, j}$ do not hold Dec ${ }^{\prime}$ will not enter step 2, and will proceed to answer the query according to step 3. Clearly if $E_{1, j}$ does not hold the algorithm will not enter step 1. Suppose that Dec ${ }^{\prime}$ answers $\mathbf{q}_{j}$ according to step 2. Then there exists a query $\mathbf{q} \in T_{j-1}^{\prime}$, and linear combination of $\mathbf{e}_{i}^{\prime}$ s such that $\mathbf{q}_{j}^{(\mathrm{z})}=\mathbf{q}^{(\mathrm{z})}+\sum_{i=1}^{l} d_{i} \mathbf{e}_{i}^{(\mathrm{z})}$, and condition (1) holds. However, in this case (11) implies that $F_{j}$ must hold, a contradiction.

To conclude the proof consider running the procedure for generating $D^{\prime}$ and the alternative procedure for $D_{0}$ in a coupled manner until the first $i$ for which fail ${ }_{i}$ occurs. At that point each procedure continues on its own. Clearly, if fail $i_{i}$ does not occur for any $i$ then event $E$ occurs in $D_{0}$ if and only if it occurs in $D^{\prime}$. From Lemma 1 and Lemma 2 we know that for each $i$, $\operatorname{Pr}_{D^{\prime}}\left[F_{1, i} \wedge \neg\left(E_{1, i} \vee E_{2, i}\right)\right] \leq \frac{n}{e^{n}}+\frac{1}{n^{c}}+\frac{6 n}{n^{c-1}}+4 n / p$. Applying the union bound we obtain $\operatorname{Pr}_{D^{\prime}}\left[\right.$ fail ${ }_{1} \vee$ $\cdots \vee$ fail $\left._{n}\right] \leq \frac{n}{e^{n}}+\frac{1}{n^{c}}+\frac{6 n}{n^{c-1}}+4 n / p \leq \frac{1}{n^{c-3}} \leq \frac{1}{n^{c / 2}}$. The conclusion follows.

## 4 The Attack on Restricted IBE

We describe an attack on any Identity Based Encryption scheme where individual private keys do not contain any group elements. Our adversary recovers the plaintext of a challenge ciphertext with a probability that is close to the correctness guarantee of the restricted IBE.

Theorem 2. Let $\mathcal{R I B E}=\langle$ Setup, KeyGen, Enc, Dec be a restricted IBE with parameters $p, m, n, \varepsilon$. Then, for every $c>0$ and sufficiently large $n$, there exists an adversary which breaks the security of the $\mathcal{R I B E}$ with poly $(m, n)$ oracle queries and advantage $\varepsilon-\frac{1}{2}-\frac{1}{n^{c}}$.

Our adversary is determined by the parameters $c_{1}, c_{2}, c_{3}, c_{4}$, which when set to $c_{1}=c_{2}=c_{4}=$ $c+3$ and $c_{3}=2 c+4$ yield the theorem.

Sampling procedures We use the following two sampling procedures. The first procedure SampleED (PP, ID, SK ID ), where ED stands for Enc-Dec, samples query transcripts by encrypting and decrypting many random bits: for $1 \leq i \leq n^{c_{4}}$ choose $b_{i} \in_{\mathrm{R}}\{0,1\} ; r_{i} \leftarrow_{\mathrm{R}} \operatorname{Rand}(E n c)$, where $\operatorname{Rand}(E n c)$ denotes a uniformly random string of the appropriate length for Enc; compute $C_{i} \leftarrow_{\mathrm{R}}$ $\operatorname{Enc}\left(\mathrm{PP}, \mathrm{ID}, b_{i} ; r_{i}\right)$; and compute $\operatorname{Dec}\left(\mathrm{SK}_{\mathrm{ID}}, C_{i}\right)$. Let $T_{\text {enc }}$ be the set of query-answer pairs that appear during all the encryptions. For each query $\mathbf{q}=\mathbf{q}^{(1)}+\mathbf{q}^{(\mathrm{g})}+\mathbf{q}^{(\mathrm{t})}$ of the decryption algorithm, let $\hat{\mathbf{q}}=\mathrm{CHB}_{T_{\text {enc }}}\left(\mathbf{q}^{(\mathrm{t})}\right)$. Add the entry $\{\hat{\mathbf{q}} \mapsto \mathcal{O}(\mathbf{q})\}$ to a set $T_{\text {dec }}$. The output of SampleED is $\left(\left(b_{1}, r_{1}\right), \ldots,\left(b_{n^{c_{4}}}, r_{n^{c_{4}}}\right), T_{\text {enc }}, T_{\text {dec }}\right)$. Note that we do not include the ciphertexts in the output because they are determined by $b_{i}, r_{i}$, and the query-answer pairs recorded in $T_{\text {enc }}$ and $T_{\text {dec }}$. In the second sampling procedure SampleEnc(PP, ID) we only sample the encryption: choose $b \in_{\mathrm{R}}\{0,1\}$; $r \leftarrow_{\mathrm{R}} \operatorname{Rand}(E n c)$; and compute $C \leftarrow_{\mathrm{R}} E n c(\mathrm{PP}, \mathrm{ID}, b ; r)$. Let $T_{\text {enc }}$ be the set of queries and answers that appear during the encryption. The output of SampleEnc is $\left(b, r, T_{\text {enc }}\right)$.

Initialize. Randomly choose $k_{1}, k_{2} \in_{\mathrm{R}}\left\{n^{2 c}, \ldots, 2 n^{2 c}\right\}$, let $l=k_{1}+k_{2}, \mathrm{ID}_{*}, \mathrm{ID}_{1}, \ldots, \mathrm{ID}_{l} \in_{\mathrm{R}} \mathcal{I} \mathcal{D}$. Submit $\mathrm{ID}_{*}$ as the challenge identity, and $\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{k_{1}}$ as the identities for which the adversary wishes to obtain private keys. Note that the adversary requests private keys only for the first $k_{1}$ identities among the $l$ that were chosen. The adversary is then given public parameters $\mathrm{PP}=\left(w_{\mathrm{PP}}, g_{1}, \ldots, g_{m}\right)$, private keys $\mathrm{SK}_{i} \in\{0,1\}^{n}$ for $\mathrm{ID}_{i}, 1 \leq i \leq l$, and a challenge ciphertext $C_{*}$.

## Step 1: Learning linear relations among public key group elements.

For each $1 \leq i \leq k_{1}$, run SampleED (PP, $\left.\mathrm{ID}_{i}, \mathrm{SK}_{i}\right)$
to obtain a tuple
$\gamma^{(i)}=\left(\left(b_{1}^{(i)}, r_{1}^{(i)}\right), \ldots,\left(b_{n^{4}}^{(i)}, r_{n^{c_{4}}}^{(i)}\right), T_{\text {enc }}^{(i)}, T_{d e c}^{(i)}\right)$.
Step 2: Learning frequently accessed elements of $\mathbb{Z}_{p}$. For each $k_{1}+1 \leq i \leq l$, run
SampleEnc $\left(\mathrm{PP}, \mathrm{ID}_{i}\right)$ to obtain a tuple $\delta^{(i)}=\left(b^{(i)}, r^{(i)}, T_{\text {enc }}^{(i)}\right)$.
Step 3: Generating a fake private key for $\mathbf{I D}_{*}$. Choose $k_{3} \in_{\mathrm{R}}\left\{n^{2 c}, \ldots, 2 n^{2 c}\right\}$, and repeat the following online and offline phases $k_{3}$ times. For consistency with previous steps we index each repetition with $l+1 \leq j \leq l+k_{3}$ :

Offline phase $j$ (note that the numbering of the phases starts from $l+1$ ). Let view be the view of the adversary at this point. The view includes the public key PP, the identities $\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{l}, \mathrm{ID}_{*}$, the $k_{1}$ many outputs of SampleED and the $k_{2}$ many outputs of SampleEnc,
and the sets
$\left(T_{e n c}^{(l+1)}, T_{d e c}^{(l+1)}\right), \ldots,\left(T_{e n c}^{(j-1)}, T_{d e c}^{(j-1)}\right)$ that are defined in the phase below.
We define a distribution $D$ on master secret keys and transcripts of Setup and KeyGen as follows. For every $(\alpha, \beta) \in\{0,1\}^{n} \times\left(\mathbb{Z}_{p}[G] \times S\right)^{2 m}$ we set

$$
\operatorname{Pr}[(\alpha, \beta)] \stackrel{\text { def }}{=} \operatorname{Pr}\left[\left.\begin{array}{cc}
\mathrm{MSK}=\alpha, & \mathrm{MSK} \in_{\mathrm{R}}\{0,1\}^{n}, \\
\underbrace{T_{\text {setup }} \cup T_{k g}}_{T}=\beta ; & \left(\mathrm{PP}, T_{\text {setup }}\right) \leftarrow \operatorname{Setup}(\mathrm{MSK}), \\
\left(\mathrm{SK}_{*}, T_{k g}\right) \leftarrow \operatorname{Key} \operatorname{Gen}\left(\mathrm{MSK}, \mathrm{ID}_{*}\right)
\end{array} \right\rvert\, \text { view }\right]
$$

and sample (MSK, $T) \leftarrow_{\mathrm{R}} D$. Note that here PP, MSK, $\mathrm{SK}_{*}$ denote the sampled ("fake") world. Let $\sigma_{T}$ be the partial encoding function defined by $T$; and note that this $\sigma_{T}$ is welldefined. We now generate a private key for $\mathrm{ID}_{*}$ by evaluating $\operatorname{Key} G e n\left(\mathrm{MSK}, \mathrm{ID}_{*}\right)$. Note that all the queries asked by KeyGen can be answered using $T_{k g}$. Let $\mathrm{SK}_{*}$ be the output of the simulated KeyGen.

Online phase $j$. Initialize an empty set $T_{d e c}^{(j)}$ of query answer pairs. Choose $b_{1}, \ldots, b_{n^{c_{4}}} \in_{\mathrm{R}}$ $\{0,1\}$, and compute $\left(C_{i}, T_{e n c, i}\right) \leftarrow_{\mathrm{R}} \operatorname{Enc}\left(\mathrm{PP}, \mathrm{ID}_{*}, b_{i}\right)$. Let
$T_{e n c}^{(j)}=\bigcup_{i=1}^{n^{c_{4}}} T_{e n c, i}$ be the set of all query-answer pairs that appear during the generation of $C_{1}, \ldots, C_{n^{c_{4}}}$. Then, simulate $D e c\left(\mathrm{SK}_{*}, C_{i}\right)$ for $1 \leq i \leq n^{c_{4}}$ as follows. For each oracle query $\mathbf{q}$ during decryption of $C_{i}$, let $\hat{\mathbf{q}}=\operatorname{CHB}_{T_{e n c, i}}(\mathbf{q})$. The modified query is of the form $\hat{\mathbf{q}}=\hat{\mathbf{q}}^{(\mathbf{1})}+\hat{\mathbf{q}}^{(\mathrm{g})}$. If $\sigma_{T}(\operatorname{dlog}(\hat{\mathbf{q}}))$ is defined, respond to $\mathbf{q}$ with $\sigma_{T}(\operatorname{dlog}(\hat{\mathbf{q}}))$. Otherwise, query the actual oracle, and respond with $\mathcal{O}(\mathbf{q})$. In both cases, add the pair $(\hat{\mathbf{q}}, \mathcal{O}(\mathbf{q}))$ to $T_{d e c}^{(j)}$.
Note that all the oracle queries of $K e y G e n$ are of the form $\mathbf{q}=a \mathbf{1}$ for some $a \in \mathbb{Z}_{p}$. Therefore, the adversary can determine whether $\sigma_{T}(\mathbf{q})$ is defined by checking if $\sigma_{T}(a)$ is defined. Clearly, this will no longer be true in the next phase, when we attempt to decrypt the challenge ciphertext.

Step 4: Preparing to decrypt the challenge. Perform another iteration of the offline and online phases of step 3 with the exception that in the online phase, only $n^{c_{4}}-1$ ciphertexts are encrypted and decrypted. Let $T_{d e c}^{\text {step4 }}$ be the set of query-answer pairs constructed during decryption. We think of the last encryption of the online phase to be the actual encryption that generated the challenge ciphertext $C_{*}$.

Step 5: The decryption procedure. Recall that in $\mathcal{R I B E}$ the SK's do not contain any group elements. To decrypt the challenge ciphertext the adversary simulates $\operatorname{Dec}\left(\mathrm{SK}_{*}, C_{*}\right)$ (where $\mathrm{SK}_{*}$ is the private key generated in step 4), and answers oracle queries as follows: let $\mathbf{q}=\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{g})}+\mathbf{q}^{(\mathrm{t})}$ be a query. The adversary queries the oracle to obtain $\alpha=\mathcal{O}(\mathbf{q})$. If there exists a query $\mathbf{q}^{\prime}$ such that $\left\{\mathbf{q}^{\prime} \mapsto \alpha\right\} \in T_{d e c}^{\text {step4 }}$, then the adversary responds to $\mathbf{q}$ with $\sigma_{T}\left(\mathbf{q}^{\prime}\right)$, if it is defined, and with $\alpha$ otherwise. Finally, the adversary outputs what Dec outputs.

## 5 Overview of the analysis of the attack

We will show that our adversary succeeds in decrypting the challenge ciphertext with probability arbitrarily close to the correctness probability of the IBE. The full details of this argument are complex. We start by presenting a high level, complete, description of our analysis, whereas the actual proof is given in Section 6.

The strategy of our adversary can be summarized as follows: the adversary first performs various operations to learn information about the encoding function $\sigma$, to which he has access through the oracle $\mathcal{O}$. The adversary then constructs, in an offline manner (without accessing the oracle), a partial encoding function $\sigma_{T}$ which is consistent with what the adversary has learned about $\sigma$, and a master secret key MSK. Note that $\sigma_{T}$ is defined only on a small subset of $\mathbb{Z}_{p}$ (just enough to compute $\operatorname{Setup}(\mathrm{MSK})$ without making any queries to the actual oracle), and most likely disagrees with the actual encoding function on some elements in that subset. Similarly, the master secret key MSK generated by the adversary is only consistent with adversary's view, but may very well be different from the actual master secret key that was used by the challenger.

After choosing $\sigma_{T}$ and MSK our adversary should be viewed as trying to generate a private key for $\mathrm{ID}_{*}$, and then decrypting the challenge ciphertext, using an encoding function $\hat{\sigma}$ which overlays $\sigma_{T}$ on top of $\sigma$. Although we will not refer to $\hat{\sigma}$ directly in the formal part of our analysis, we shall use it in the current (informal) part to illustrate the difficulties and pitfalls that we must avoid. More specifically, the encoding function that the adversary attempts to present to KeyGen and Dec is defined as $\hat{\sigma}(x)=\sigma_{T}(x)$ for all $x \in \mathbb{Z}_{p}$ on which $\sigma_{T}$ is defined, and $\hat{\sigma}(x)=\sigma(x)$ for all the remaining inputs. Before proceeding, we note that $\hat{\sigma}$ may contain collisions (i.e. $x \neq y$ such that $\hat{\sigma}(x)=\hat{\sigma}(y)$ ), and is therefore not a valid encoding function. However, such collisions are extremely unlikely to be discovered, and we shall ignore them in this informal description of our analysis.

To show that our adversary succeeds with high probability it suffices to show three things: (i) the adversary successfully simulates KeyGen and Dec using $\hat{\sigma}$ (we will explain why this is non-trivial in a moment), (ii) the challenge ciphertext is generated by the challenger using $\sigma$. Thus, we must show that for all queries asked by the encryption algorithm during the generation of the challenge ciphertext, $\hat{\sigma}$ and $\sigma$ are identical. Finally, we must show that (iii) the distribution of the view of the decryption algorithm during its simulation by the adversary is close to the view it would have if all values were generated honestly by a party that knows the entire correct encoding function and the actual master secret key. The last property requires the first two to hold (but needs additional treatment), and also relies on the correctness property of the IBE. We next informally describe how our adversary achieves each of the above three properties.

Exposing an alternate encoding function $\hat{\sigma}$. Let us first consider the computation of $K e y G e n\left(M S K, \mathrm{ID}_{*}\right)$ during step 4. The only group element given to KeyGen as input is the identity 1. Therefore, for all oracle queries $\mathbf{q}=a \mathbf{1}$ asked by $K e y G e n$, we have $d \log _{\sigma_{T}}(\mathbf{q})=\operatorname{dlog}_{\sigma}(\mathbf{q})$. Therefore, all we need is to observe that our adversary responds with $\sigma_{T}(a)$ when it is defined, and with $\sigma(a)$ otherwise.

The case of decryption is much more complex. One difficulty stems from the fact that now oracle queries are of the form $\mathbf{q}=\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{g})}+\mathbf{q}^{(\mathrm{t})}$, where $t_{i}$ are the group elements in the ciphertext. The problem is that even though each $t_{i}$ was generated by Enc as a linear combination of the group elements in the public key (the $g_{i}$ 's), the adversary does not know these linear combinations since the encryption was computed by the challenger, and so is unable to compute $\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})$ (recall that $\operatorname{dlog}_{\sigma_{T}}(\cdot)$ is defined only for $\left.g \in S \cap \operatorname{Im}\left(\sigma_{T}\right)\right)$.

To address this problem, in Step 5, we first query the actual oracle on $\mathbf{q}$ to obtain a value $\alpha$, and then check if we have already seen $\alpha$ as an answer to an oracle query in the past. Since for all past encryption-decryption computations we know how to represent the $t_{i}$ 's as linear combinations of $g_{i}$ 's, if we find such a combination that maps to $\alpha$ we are able to check whether $\sigma_{T}(\mathbf{q})$ is defined, and give the correct answer. If we haven't seen $\alpha$ as an answer to a query then, unless a new linearly independent equality could be discovered during the encryption-decryption of the challenge, $\sigma_{T}(\mathbf{q})$
is undefined, and it is safe to respond with the newly obtained random value $\alpha$.
We note that showing that it is unlikely that a new linearly independent relation will appear in Step 5 is quite subtle because the way oracle queries of $D e c$ are answered is different from Step 3 , which may in turn induce a different distribution on the queries asked by Dec (this is property (iii) described above). Nevertheless, we are able to show by careful analysis of the distribution of each query in the sequence that the probability of encountering a new linear relation is a polynomial fraction that can be made arbitrarily low. The details of the analysis are given in the next section.

Finally, showing that property (ii) holds is relatively straightforward: we show that after performing sufficiently many encryptions of a random bit, it is unlikely that a new frequently accessed point or a new linear relation will be discovered when the challenge ciphertext is generated. Note that this property is independent from the fake encoding function $\sigma_{T}$ and the fake secret key $\mathrm{SK}_{*}$ since encryption is always performed using the actual oracle.

## 6 Analysis of RIBE adversary

### 6.1 Hybrid Experiments

In our analysis we compare the view generated by our adversary to several other experiments involving the algorithms of the IBE. For each experiment we show the unlikelihood of certain events which would correspond to bad events for the run of our attack. Relying on the unlikelihood of the bad events, we show that with high probability, our adversary presents a consistent and appropriately distributed view to the decryption algorithm, which allows us to use the correctness property to conclude that our adversary decrypts the challenge ciphertext with high probability. Specifically, the experiments we consider are the following:

## Experiment $\mathrm{Exp}_{0}$

This is the game of IBE security played with our adversary. Our goal is to show that our adversary wins in this experiment with high probability.

## Experiment Exp ${ }_{1}$

This experiment proceeds as $\operatorname{Exp}_{0}$ except step 5, which is modified as follows:
Step 5. Let $T_{\text {enc }}^{(*)}$ be the set of query-answer pairs that appear during the generation of the challenge ciphertext $C_{*}$. Simulate $\operatorname{Dec}\left(\mathrm{SK}_{*}, C_{*}\right)$, where $\mathrm{SK}_{*}$ is the sampled private key for $\mathrm{ID}_{*}$ and $C_{*}$ is the challenge ciphertext. To answer a query $\mathbf{q}=\mathbf{q}^{(\mathbf{1})}+\mathbf{q}^{(\mathrm{g})}+\mathbf{q}^{(\mathrm{t})}$ let $\hat{\mathbf{q}}=\mathrm{CHB}_{T_{\text {enc }}^{(*)}}(\mathbf{q})$. The query $\hat{\mathbf{q}}$ is of the form $\hat{\mathbf{q}}=\hat{\mathbf{q}}^{(\mathbf{1})}+\hat{\mathbf{q}}^{(\mathbf{g})}$. If $\sigma_{T}\left(\operatorname{dlog}_{\sigma_{T}}(\hat{\mathbf{q}})\right)$ is defined, respond to $\mathbf{q}$ with $\sigma_{T}\left(\operatorname{dlog}_{\sigma_{T}}(\hat{\mathbf{q}})\right)$. Otherwise, query the actual oracle, and respond with $\mathcal{O}(\hat{\mathbf{q}})$.

## Experiment Exp ${ }_{2}$

Experiment $\operatorname{Exp}_{2}$ proceeds as $\operatorname{Exp}_{1}$, except for the following modification of steps 4 and 5:
Step 4, 5. Let $T_{j}^{*}$ be the sets of the first $j$ query-answer pairs that appear during the challenge encryption, and the encryption and decryption procedures in steps 4 and 5 . Note that this includes both the sampling of step 4, the generation of the challenge ciphertext, and its
decryption in step 5. Specifically, $j$ is in the range $\left[2 n^{c_{4}+1}\right]$ (each of the $n^{c_{4}}$ encryptiondecryption processes generates exactly $2 n$ queries); note that this is a new use of the notation $j$.
For each $0 \leq j \leq 2 n$ let

$$
T_{\text {step } 1}^{(j)} \stackrel{\text { def }}{=} T \cup T_{j}^{*} \cup \bigcup_{i=1}^{k_{1}}\left(T_{e n c}^{(i)} \cup T_{d e c}^{(i)}\right)
$$

Let $\sigma^{(j)}$ be the minimal partial encoding function ${ }^{7}$ that is defined for all mappings $\{\mathbf{q} \mapsto g\} \in$ $T_{\text {step } 1}^{(j)}$.
To answer the $j$ th oracle query $\mathbf{q}$ of $E n c$ or $D e c$, for $1 \leq j \leq 2 n$, respond with $\sigma^{(j)}\left(\operatorname{dlog}_{\sigma_{T}}(\hat{\mathbf{q}})\right)$ if it is defined. Otherwise, respond with $\mathcal{O}(\mathbf{q})$.

## Experiment Exp ${ }_{3}$

Experiment $\operatorname{Exp}_{3}$ proceeds as $\operatorname{Exp}_{2}$, except that step 3 is omitted, and the following modifications are made to steps 4 and 5 :

Steps 4, 5. Proceed as in $\operatorname{Exp}_{2}$, except to answer the $j$ th oracle query q of Enc or Dec, for $1 \leq j \leq 2 n$ do: respond with $\sigma^{(j)}\left(\operatorname{dlog}_{\sigma_{T}}(\hat{\mathbf{q}})\right)$ if it is defined. Otherwise, choose uniformly at random $g \in_{\mathrm{R}} S \backslash\left\{g \mid \exists \mathbf{q}\right.$ s.t. $\left.(\mathbf{q}, g) \in T_{\text {step } 1}^{(j-1)}\right\}$, and respond to $\mathbf{q}$ with $g$.

## Experiment Exp ${ }_{4}$

Experiment $\operatorname{Exp}_{4}$ is essentially identical to $\operatorname{Exp}_{3}$, with the following conceptual modification of steps 4 and 5:
Steps 4 and 5. Let $\hat{\sigma}$ be a complete encoding function (i.e. $\hat{\sigma}$ is defined on all of $\mathbb{Z}_{p}$ ) that is chosen at random from all encoding functions consistent with the view of the adversary view at the last iteration of step 3 , and the set $T$ (of query-answer pairs generated by the adversary offline). Let $\hat{\mathcal{O}}$ be the generic group oracle for $\hat{\sigma}$.
Choose $b_{*} \in_{\mathrm{R}}\{0,1\}$, and using $\hat{\mathcal{O}}$ generate $C_{*} \leftarrow_{\mathrm{R}} \operatorname{Enc}\left(\mathrm{PP}, \mathrm{ID}_{*}, b\right)$. Then, using $\hat{\mathcal{O}}$ again, compute $\operatorname{Dec}\left(\mathrm{SK}_{*}, C_{*}\right)$.

## Experiment Exp ${ }_{5}$

The final experiment $\operatorname{Exp}_{5}$ is identical to $\operatorname{Exp}_{4}$ except that in steps 4 and 5, the ciphertexts are decrypted using the correct oracle and private key. Specifically, let $\mathrm{MSK}_{0}$ be the global secret key generated by the challenger, and compute $\mathrm{SK}_{*}=\operatorname{Key} \operatorname{Gen}\left(\mathrm{MSK}_{0}, \mathrm{ID}_{*}\right)$, and $\operatorname{Dec}\left(\mathrm{SK}_{*}, C_{*}\right)$ using the actual oracle $\mathcal{O}$.
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### 6.2 Comparing the intermediate experiments

In this section we present a formal comparison of the above hybrid experiments. Intuitively, our goal is to show that the probability that the adversary decrypts the challenge ciphertext $C_{*}$ correctly in $\operatorname{Exp}_{0}$ is close the probability that $C_{*}$ is decrypted correctly in $\operatorname{Exp}_{4}$, and to relate the latter probability to the correctness parameter of the IBE.

We start our analysis from the last experiment, establishing properties of $\operatorname{Exp}_{5}$ first, and proceeding to show that experiments $\operatorname{Exp}_{3}$, $\operatorname{Exp}_{4}$, and $\operatorname{Exp}_{5}$ are essentially identical, and comparing experiments $\operatorname{Exp}_{3}$ and $\operatorname{Exp}_{2}$, and finally $\operatorname{Exp}_{2}$ and $\operatorname{Exp}_{1}$.

## Properties of $\operatorname{Exp}_{5}$

We make use of the following two properties of $\operatorname{Exp}_{5}$. First, we observe that the probability that $C_{*}$ is decrypted correctly in step 5 is exactly the correctness parameter $\varepsilon$ of the IBE. Second, we show that it is unlikely that during step 5 we will see any affine relationships among the group elements of the public key (the $g_{i}$ 's) that are not in the span of the relationships that were discovered in step 1.

The following claim follows in a straightforward manner from the fact that in $\operatorname{Exp}_{5}$ the challenge ciphertext is decrypted using the correct oracle and private key for $\mathrm{ID}_{*}$.

Claim 3. Let $b$ be the random variable representing the output of the decryption algorithm in step 5 of $\operatorname{Exp}_{4}$. Then, $\operatorname{Pr}\left[b=b_{*}\right]=\varepsilon$, where $\varepsilon$ is the correctness parameter of $\mathcal{I B E}$.

We now formally state the second property of experiment $\operatorname{Exp}_{5}$. The proof is a straightforward adaptation of the proof of Claim 1.
Claim 4. Let $R=\mathrm{Eq}\left(\bigcup_{i=1}^{l}\left(T_{\text {enc }}^{(i)} \cup T_{\text {dec }}^{(i)}\right)\right.$, and let $R_{*}=\mathrm{Eq}\left(T_{e n c}^{\text {step4 }} \cup T_{\text {dec }}^{\mathrm{step} 4} \cup T_{\text {enc }}^{(*)} \cup T_{\text {dec }}^{(*)} \cup \bigcup_{i=1}^{l}\left(T_{\text {enc }}^{(i)} \cup\right.\right.$ $\left.T_{d e c}^{(i)}\right)$. Then, $\operatorname{Pr}\left[R_{*} \nsubseteq R\right] \leq 1 / n^{c_{1}-1}$

## Comparing $\operatorname{Exp}_{4}$ and $\operatorname{Exp}_{5}$

We now show that any (appropriately defined) event is equally likely to occur in experiments $\operatorname{Exp}_{4}$ and $\operatorname{Exp}_{5}$. To prove the following claim we also make use of the following simple fact.

Fact 1. Let $\Omega$ be a probability space, and let $f$ be function with domain $\Omega$. Consider the following experiment: 1. sample $x$ from $\Omega$; 2. sample $x^{\prime}$ from $\Omega$ conditioned on $f(x)=f\left(x^{\prime}\right)$. Then, for every $y \in \Omega, \operatorname{Pr}\left[x^{\prime}=y\right]=\operatorname{Pr}[x=y]$.

Claim 5. Let view be the view of the adversary in the last iteration of step 3. Then the tuples (view, MSK, $\hat{\sigma}$ ) and (view, $M S K_{0}, \sigma$ ) from experiments $\operatorname{Exp}_{4}$ and $\operatorname{Exp}_{5}$ respectively are identically distributed.

Proof. From the description of $\operatorname{Exp}_{4}$ it is clear that there all oracle queries of Dec will be answered according to the encoding function $\hat{\sigma}$. Therefore, all we need to show is that the global secret key MSK generated in the last iteration of step 3, and the encoding function $\hat{\sigma}$ are uniformly distributed among all strings of length $n$ and injective functions from $\mathbb{Z}_{p}$ to $S$.

Let $\mathrm{MSK}_{0}$ and $\sigma$ be the actual master secret key and encoding function chosen by the challenger. We show that (MSK, $\hat{\sigma}$ ) have the same distribution as $\left(\mathrm{MSK}_{0}, \sigma\right)$. Consider an alternative way of
choosing the encoding function $\sigma$ : first compute $\operatorname{Setup}\left(\mathrm{MSK}_{0}\right)$, answering each oracle query with a random element from $S$ (without repetition). Let $T_{0}$ be the set of query-answer pairs that appeared during the computation. Then, choose $\sigma$ uniformly at random from all encoding functions such that for every mapping $\{a \mathbf{1} \mapsto g\} \in T_{0}, \sigma(a)=g$. Clearly this procedure yields the same distribution over $\left(\mathrm{MSK}_{0}, \sigma\right)$ as in the case where we first choose $\sigma$ randomly and use it to compute $\operatorname{Setup}\left(\mathrm{MSK}_{0}\right)$.

Now, notice that view is simply a probabilistic (but non-adaptive) function of $\mathrm{MSK}_{0}, T_{0}$, and $\sigma$. We can therefore apply Fact 1 to obtain that (MSK, $T, \hat{\sigma}$ ) are distributed identically to $\left(\mathrm{MSK}_{0}, T_{0}, \sigma\right)$.

## Comparing $\operatorname{Exp}_{3}$ and $\operatorname{Exp}_{4}$

The difference between experiments $\operatorname{Exp}_{3}$ and $\mathrm{Exp}_{4}$ is purely conceptual: in $\mathrm{Exp}_{3}$ we essentially generate the needed part of $\hat{\sigma}$ online, as needed, rather than choosing the entire encoding function at once. We therefore have the following property:
Claim 6. Let view be the view of the adversary in the last iteration of step 3, and let $T_{\text {enc }}^{(*)}$ and $T_{\text {dec }}^{(*)}$ be the sets of query and answer pairs that appear during the generation of the challenge ciphertext $C_{*}$ and its decryption. Then, the tuple (view, MSK, $T_{\text {enc }}^{(*)}, T_{\text {dec }}^{(*)}$ ) is identically distributed in experiments $\mathrm{Exp}_{3}$ and $\mathrm{Exp}_{4}$.

## Comparing $\operatorname{Exp}_{2}$ and $\operatorname{Exp}_{3}$

The difference between experiments $\mathrm{Exp}_{2}$ and $\mathrm{Exp}_{3}$ is in the way that we answer oracle queries $\mathbf{q}$ for which the response is not determined by the view of the adversary and the set $T_{\text {step1 }}^{(j)}$. In experiment $\mathrm{Exp}_{3}$ we generate a response at random from among all the available elements of $S$, while in $\operatorname{Exp}_{2}$ the oracle $\mathcal{O}$ is used. The difference is subtle: the response in $\operatorname{Exp}_{3}$ is what we expect if the view of adversary had been correct. However, in $\operatorname{Exp}_{2}$ there are three cases: the first case is when there has been a previous query $\mathbf{q}^{\prime}$ such that $\mathcal{O}(\mathbf{q})=\mathcal{O}\left(\mathbf{q}^{\prime}\right)$ and $\mathbf{q}^{\prime}$ has not been seen by the adversary, and is not one of the queries asked during the generation of the challenge ciphertext. The only candidates for such queries $\mathbf{q}^{\prime}$ are oracle queries that were asked by Setup or KeyGen when the challenger generated the public parameters PP and the private keys $\mathrm{SK}_{1}, \ldots, \mathrm{SK}_{k_{1}}$.

The second case is when $\mathbf{q}$ is the first query with discrete $\operatorname{logarithm~} \operatorname{dog}_{\sigma}(\mathbf{q})$ that is submitted to $\mathcal{O}$ in the experiment. Then, the response will be random among all unused elements of $S$. A minor problem is caused by the fact that the unused elements of $S$ in the view of the adversary, and in the view of $\mathcal{O}$ can be different. However, this difference has a very minor effect on events in the two experiments for large enough sets $S$ (when the order of the group is small any IBE scheme can be broken by querying $\mathcal{O}$ on all points of $\mathbb{Z}_{p}$ ).

Finally, we must handle queries that were observed by the adversary in step 3. Note that these queries are not included in $T_{\text {step1 }}^{(j)}$, and so in $\operatorname{Exp}_{3}$ answers to these queries will be generated at random, rather than using the answers that were previously obtained from $\mathcal{O}$. To handle this last issue we explicitly exclude step 3 from the comparison.

In both the following claims we use the following notation:

$$
T_{\text {extended }}^{(j)} \stackrel{\text { def }}{=} T \cup T_{j}^{(*)} \cup \bigcup_{i=1}^{l+k_{3}}\left(T_{e n c}^{(i)} \cup T_{d e c}^{(i)}\right)
$$

The following two claims show that case (i) is unlikely to occur. The proof of the first claim is similar to Claim 1 and is omitted.

Claim 7. Let $M S K_{0}$ be the global private key generated by the challenger. Let $T_{\text {init }}$ be the set of query-answer pairs that appear during the computation of $\operatorname{Setup}\left(M S K_{0}\right)$, and $\operatorname{KeyGen}\left(M S K_{0}, I D_{i}\right)$ for $1 \leq i \leq l$, that are performed by the challenger. Let $R=\operatorname{Eq}\left(T_{\text {init }} \cup \bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{\text {enc }}^{(j)} \cup T_{\text {dec }}^{(j)}\right)\right)$, and let $R_{*}=\mathrm{Eq}\left(T_{\text {init }} \cup T_{\text {enc }}^{(*)} \cup T_{\text {dec }}^{(*)} \cup \bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{\text {enc }}^{(j)} \cup T_{\text {dec }}^{(j)}\right)\right)$. Then, in $\operatorname{Exp}_{2}, \operatorname{Pr}\left[R_{*} \not \subset R\right] \leq$ $1 / n^{c_{3}-1}$.

Claim 8. For a set $\hat{T}$ of query-answer pairs, let $S(\hat{T})=\{g \mid \exists \mathbf{q}$ s.t. (qu,g) $\hat{T}\}$. Then, in $\operatorname{Exp}_{2}$

$$
\operatorname{Pr}\left[S\left(T_{e n c}^{(*)} \cup T_{d e c}^{(*)}\right) \cap S\left(T_{i n i t}\right) \nsubseteq S\left(\bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{e n c}^{(j)} \cup T_{d e c}^{(j)}\right)\right)\right] \leq 1 / n^{c_{3}-c_{1}-1}
$$

Proof. The claim follows from the fact that the encryption and decryption of the challenge in $\mathrm{Exp}_{2}$ proceed identically to the online phases of step 3 . Therefore, step 5 can be viewed as iteration $k_{3}+1$ of step 3 , and therefore a random iteration among $n^{c_{3}}$ iterations of the procedure described in step 3. There are at most $n^{c_{1}+1}$ elements in $S\left(T_{i n i t}\right)$. Therefore, the probability that a new one is discovered during the encryption and decryption of the challenge is at most $1 / n^{c_{3}-c_{1}-1}$.

The following claim shows that experiments $\operatorname{Exp}_{2}$ and $\operatorname{Exp}_{3}$ proceed identically with high probability.

Claim 9. Let view-3 be the view of the adversary in the last iteration of step 2, let $\left(T_{\text {enc }}^{\text {step } 4}, T_{d e c}^{\text {step } 4}\right)$, and let $\left(T_{\text {enc }}^{(*)}, T_{\text {dec }}^{(*)}\right)$ be the sets of query and answer pairs that appear during the generation of the challenge ciphertext $C_{*}$ and its decryption in step 5 . Let $\Gamma$ be the set of all tuples of the form

$$
\left(\text { view }_{-3}, T, M S K, T_{e n c}^{\text {step4 }}, T_{d e c}^{\text {step4 }}, T_{e n c}^{(*)}, T_{d e c}^{(*)}\right)
$$

and let $D_{2}$ and $D_{3}$ be the distributions on $\Gamma$ induced by experiments $\operatorname{Exp}_{2}$ and $\operatorname{Exp}_{3}$ respectively. Then, for all events $E \subseteq \Gamma,\left|\operatorname{Pr}_{\gamma \leftarrow_{R} D_{2}}[\gamma \in E]-\operatorname{Pr}_{\gamma \leftarrow{ }_{R} D_{3}}[\gamma \in E]\right| \leq 8 n / p+1 / n^{c_{3}-1}+1 / n^{c_{3}-c_{1}-1}$

Proof. We prove the claim through a coupling argument. Consider an alternative way of running experiment $\operatorname{Exp}_{2}$. Instead of choosing the encoding function $\sigma$ in advance, generate it one point at a time. Now, consider the following intermediate distributions $D_{2}^{\prime}$ and $D_{3}^{\prime}$ where each query with a new discrete logarithm is answered using a random element from $S$ (and so collisions may occur). Using a straightforward adaptation of the analysis in Lemma 2, we obtain that

$$
\begin{aligned}
& \left|\operatorname{Pr}_{\gamma \leftarrow \mathrm{R} D_{2}}[\gamma \in E]-\operatorname{Pr}_{\gamma \leftarrow \mathrm{R} D_{2}^{\prime}}[\gamma \in E]\right| \leq 4 n / p \quad \text { and } \\
& \left|\operatorname{Pr}_{\gamma \leftarrow \mathrm{R} D_{3}}[\gamma \in E]-\operatorname{Pr}_{\gamma \leftarrow \mathrm{R}_{3}^{\prime} D_{3}^{\prime}}[\gamma \in E]\right| \leq 4 n / p
\end{aligned}
$$

Therefore, by the triangular inequality it is sufficient to compare the distributions $D_{2}^{\prime}$ and $D_{3}^{\prime}$. Consider generating both distributions together in a coupled manner (using identical randomness) up to step 3 of $D_{2}^{\prime}$. Then, proceed to run step 3 of $D_{2}^{\prime}$ and let $T_{\text {step } 3}$ be the set of query-answer pairs (from the actual oracle $\mathcal{O}$ ) that are recorded. Finally, we run steps 4 and 5 of both $D_{2}^{\prime}$ and $D_{3}^{\prime}$
as follows. To answer an oracle query $\mathbf{q}$, let $\hat{\mathbf{q}}=\mathbf{q}$ if $\mathbf{q}$ is a query of $E n c$, and $\hat{\mathbf{q}}=\mathrm{CHB}_{T_{\text {enc }}}(\mathbf{q})$, if $\mathbf{q}$ is a query of $D e c$, where $T_{\text {enc }}$ is the set of query-answer pairs that appeared during the generation of the ciphertext being decrypted.

We consider the following cases:

1. If $\sigma^{(j)}\left(\operatorname{dlog}_{\sigma_{T}}(\hat{\mathbf{q}})\right)$ is defined, then the answer to $\mathbf{q}$ is determined and identical in both experiments.
2. Else, if there exists $\mathbf{q}^{\prime}$ such that $\left\{\mathbf{q}^{\prime} \mapsto \mathcal{O}\left(\mathbf{q}^{\prime}\right)\right\} \in T_{\text {init }}$ and $\mathcal{O}(\mathbf{q})=\mathcal{O}\left(\mathbf{q}^{\prime}\right)$ it is answered as follows. If

$$
\begin{aligned}
& \mathcal{O}(\mathbf{q}) \in S\left(\bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{e n c}^{(j)} \cup T_{d e c}^{(j)}\right)\right) \text { and } \\
& \mathbf{q}-\mathbf{q}^{\prime} \in \operatorname{span}\left(\mathrm{Eq}\left(\bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{e n c}^{(j)} \cup T_{d e c}^{(j)}\right)\right)\right)
\end{aligned}
$$

then in both $\operatorname{Exp}_{2}$ and $\operatorname{Exp}_{3}$, the response to $\mathbf{q}$ is $\mathcal{O}\left(\mathbf{q}^{\prime}\right)$. Otherwise, if $\mathbf{q}-\mathbf{q}^{\prime}$ is not in the span, we give up on generating both distributions together, and generate the remaining answers to queries for each of the distributions $D_{2}^{\prime}$ and $D_{3}^{\prime}$ separately.
 defined. In this case, $\mathcal{O}(\mathbf{q})$, which is the answer given to $\mathbf{q}$ in $\operatorname{Exp}_{2}$ is a value that has already been observed by the adversary, while in Exp ${ }_{3}$ a fresh random answer is generated. It remains to show that even though $\mathcal{O}(\mathbf{q})$ is part of the adversary's view (and in particular this value has influenced the choice of $T$ ), it is still uniformly distributed given view-3.
Let $g$ be a random variable representing the response to $\mathbf{q}$ in $\operatorname{Exp}_{3}$. Let $\mathcal{E}$ be the event that $\sigma^{(j)}\left(\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})\right)$ is not defined, and the events in 1 and 2 above do not occur.

$$
\operatorname{Pr}\left[g=\mathcal{O}(\mathbf{q}) \mid \text { view }_{-3}, \mathcal{E}\right]=\frac{\operatorname{Pr}\left[\text { view }_{-3} \mid g=\mathcal{O}(\mathbf{q}), \mathcal{E}\right] \operatorname{Pr}[g=\mathcal{O}(\mathbf{q}) \mid \mathcal{E}]}{\operatorname{Pr}\left[\text { view }{ }_{-3} \mid \mathcal{E}\right]}
$$

We shall now argue that $\operatorname{Pr}\left[\right.$ view $\left._{-3} \mid g=\mathcal{O}(\mathbf{q}), \Gamma\right]=\operatorname{Pr}\left[\right.$ view $\left._{-3} \mid \Gamma\right]$. This will in turn imply that view $w_{-3}$ does not provide any information about $\mathcal{O}(g)$. First, let us argue that view $w_{-3}$ does not contain any queries $\mathbf{q}^{\prime}$ for which $\operatorname{dlog}_{\sigma}\left(\mathbf{q}^{\prime}\right)=\operatorname{dlog}_{\sigma}(\mathbf{q})$. Otherwise, since $\sigma^{(j)}\left(\operatorname{dlog}_{\sigma_{T}}(\hat{\mathbf{q}})\right)$ is not defined, we would have $\mathbf{q}-\mathbf{q}^{\prime} \notin \operatorname{span}\left(\mathrm{Eq}\left(\bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{e n c}^{(j)} \cup T_{\text {dec }}^{(j)}\right)\right)\right)$, which contradicts the conditioning on $\mathcal{E}$.

Clearly, both experiments proceed identically unless there is a query $\mathbf{q}$ that is asked during the encryption or decryption of the challenge ciphertext for which from Claim 7 and Claim 8, we obtain that this occurs with probability at most $1 / n^{c_{3}-1}+1 / n^{c_{3}-c_{1}-1}$, which gives us the claim.

Notational remark: in every experiment in the remaining comparisons, the "view" of the adversary does not include step 3 . From this point on we denote by view what we defined as view-3.

## Comparing $\operatorname{Exp}_{1}$ and $\operatorname{Exp}_{2}$

The difference between $\operatorname{Exp}_{1}$ and $\operatorname{Exp}_{2}$ is in the way that we handle oracle queries $\mathbf{q}$ for which the partial encoding function $\sigma_{T}$ does not determine a response (i.e. $\sigma_{T}\left(\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})\right)$ is not defined). In $\operatorname{Exp}_{1}$, we forward all such queries to the actual oracle $\mathcal{O}$, whereas in $\operatorname{Exp}_{2}$ we first check if answer to an equivalent query has already been given, and if so, use that answer instead of querying the oracle.

We start by showing that in $\operatorname{Exp}_{1}$ it is unlikely that during step 5 new linear relations (under the original oracle encoding function $\sigma$ ) among the group elements $g_{i}$ of the public key are discovered.

Claim 10. Let $R=\mathrm{Eq}\left(\bigcup_{1 \leq j \leq l}\left(T_{e n c}^{(j)} \cup T_{\text {dec }}^{(j)}\right) \cup \bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{e n c}^{(j)} \cup T_{d e c}^{(j)}\right)\right)$, and let

$$
R_{*}=\mathrm{Eq}\left(T_{e n c}^{(*)} \cup T_{d e c}^{(*)} \cup \bigcup_{1 \leq j \leq l}\left(T_{e n c}^{(j)} \cup T_{d e c}^{(j)}\right) \cup \bigcup_{l+1 \leq j \leq l+k_{3}}\left(T_{e n c}^{(j)} \cup T_{d e c}^{(j)}\right)\right)
$$

Then, in $\operatorname{Exp}_{1}, \operatorname{Pr}\left[R_{*} \nsubseteq R\right] \leq 1 / n^{c_{3}-1}$; i.e. with probability $\geq 1-n^{c_{3}-1}$ these two vector spaces are equal.

Proof sketch. The proof of this claim is similar to the proof of Claim 1. Essentially, it follows from the fact that in $\operatorname{Exp}_{1}$, step 5 is identical to an iteration of step 3 where in the online phase oracle queries are answered as in $\operatorname{Exp}_{1}$ (and the $T_{e n c}^{(i)}$ and $T_{\text {dec }}^{(i)}$ are constructed). Therefore, step 5 can be viewed as the online phase of another iteration of the procedure described in step 3. Since step 3 is repeated $k_{3}$ times, which is a uniformly chosen integer between 1 and $n^{c_{3}}$, step 5 can be viewed as a random iteration among $n^{c_{3}}$ iterations of step $3 . R$ and $R_{*}$ both contain formal sums of dimension $\leq n$. Therefore, at most $n$ out of the $n^{c_{3}}$ iterations may introduce linearly independent affine relations between the $g_{i}$. The probability that this occurs during step 5 is therefore at most $1 / n^{c_{3}-1}$.

The following claim shows that with high probability our adversary learns all the points of $\mathbb{Z}_{p}$ (and their corresponding encodings) that are accessed with high probability by the encryption algorithm. The proof is similar to the proof of Claim 2 and is omitted.

Claim 11. Let $S_{\delta}$ be the set of $x \in \mathbb{Z}_{p}$ such that

$$
\operatorname{Pr}\left[x \in \operatorname{dlog}_{\sigma}\left(T_{\text {enc }}\right) ; \begin{array}{c}
I D \leftarrow_{R} \mathcal{I D}, b \leftarrow\{0,1\}, \\
\left(C, T_{\text {enc }}\right) \leftarrow_{R} \operatorname{Enc}\left(P P, I D, b_{0}\right)
\end{array}\right] \geq \delta
$$

Then, $\operatorname{Pr}\left[S_{1 / n^{c_{2}-1}} \subseteq \operatorname{dlog}_{\sigma}\left(\bigcup_{i=k_{1}+1}^{l} T_{\text {enc }}^{(i)}\right)\right] \geq 1-n / e^{n}$
We are now ready to compare experiments $\operatorname{Exp}_{1}$ and $\operatorname{Exp}_{2}$.
Claim 12. Let $\Gamma$ be the set of all tuples of the form ${ }^{8}\left(\right.$ view, $\left.T, M S K, T_{\text {enc }}^{(*)}, T_{d e c}^{(*)}\right)$, and let $D_{1}$ and $D_{2}$ be the distributions on $\Gamma$ induced by experiments $\operatorname{Exp}_{1}$ and $\operatorname{Exp}_{2}$ respectively. Then, for all events $E \subseteq \Gamma,\left|\operatorname{Pr}_{\gamma \leftarrow{ }_{R} D_{1}}[\gamma \in E]-\operatorname{Pr}_{\gamma \leftarrow{ }_{R} D_{2}}[\gamma \in E]\right| \leq 4 / n^{c_{3}-1}+1 / n^{c_{3}-c_{1}-1}+1 / n^{c_{1}-1}+1 / n^{c_{2}-2}+9 n / p$

[^7]Proof. Once again, we apply a coupling argument. Consider running both experiments together using identical randomness. Then, $\operatorname{Exp}_{1}$ and $\operatorname{Exp}_{2}$ proceed identically unless one of the following bad events occurs:

Event $F_{1}$ : during the generation of the challenge ciphertext Enc submits a query $\mathbf{q}$ such that $\sigma_{T}\left(\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})\right)$ is defined and equal to some $\alpha \in S$, but $\mathcal{O}(\mathbf{q}) \neq \alpha$.

Event $F_{2}$ : For queries $\mathbf{q}_{j}$ of Enc $(1 \leq j \leq n)$, define $\hat{\mathbf{q}}_{j}=\mathbf{q}_{j}$ (this is for notational convenience; for $n+1 \leq j \leq 2 n, \hat{\mathbf{q}}_{j}$ is defined as before: $\left.\hat{\mathbf{q}}_{j}=\operatorname{CHB}_{T_{e n c}^{(*)}}\left(\mathbf{q}_{j}\right)\right)$. Event $F_{2}$ is defined as follows: event $F_{1}$ does not occur, and during the computation of Enc (generation of the challenge ciphertext) or Dec a query $\mathbf{q}_{j}$ is asked for which $\sigma^{(j-1)}\left(\operatorname{dlog}_{\sigma_{T}}(\hat{\mathbf{q}})\right)$ is defined and equal to some $\alpha \in S$, but $\mathcal{O}(\hat{\mathbf{q}}) \neq \alpha$.

Event $F_{3}$ : during the computation of Enc or Dec two queries $\mathbf{q}_{i}$ and $\mathbf{q}_{j}, i<j$, are asked such that $\mathcal{O}\left(\mathbf{q}_{i}\right)=\mathcal{O}\left(\mathbf{q}_{j}\right)$ but $\operatorname{dlog}_{\sigma_{T}}\left(\hat{\mathbf{q}_{i}}\right) \neq \operatorname{dlog}_{\sigma_{T}}\left(\hat{\mathbf{q}_{j}}\right)$.

Let us bound the probability that any of the above events occur.
First, we bound the probability of $F_{1}$. Let $X=\left\{x \in \mathbb{Z}_{p} \mid \exists g \in S\right.$ s.t. $\left.\sigma_{T}(x)=g\right\}$; i.e. $X$ is the domain of the partial encoding function $\sigma_{T}$. Consider a query $\mathbf{q}$ asked by the encryption algorithm. If $\operatorname{dlog}_{\sigma}(\mathbf{q}) \in S_{1 / n^{c_{2}-1}}$ then by Claim 11 we know that with probability $\geq 1-n / e^{n}$ there exists another query $\mathbf{q}^{\prime} \neq \mathbf{q}$ such that $\mathcal{O}\left(\mathbf{q}^{\prime}\right)=\mathcal{O}(\mathbf{q})$ and $\mathbf{q}^{\prime}$ appeared during an encryption that was simulated by the adversary in step 2 . From Claim 10 we know that with probability $\geq 1-1 / n^{c_{3}-1}$, $\mathbf{q}-\mathbf{q}^{\prime} \in R$.

Let $\left\{c_{\mathbf{e}} \in \mathbb{Z}_{p} \mid \mathbf{e} \in R\right\}$ be coefficients such that $\mathbf{q}-\mathbf{q}^{\prime}=\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}$. Then,

$$
\mathrm{d} \log _{\sigma_{T}}(\mathbf{q})=\operatorname{dlog}_{\sigma_{T}}\left(\mathbf{q}^{\prime}-\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}\right)=\operatorname{dlog} \sigma_{\sigma_{T}}\left(\mathbf{q}^{\prime}\right)
$$

Therefore, if $\operatorname{dlog}_{\sigma_{T}}(\mathbf{q}) \in X$ then $\sigma_{T}(x)=\mathcal{O}\left(\mathbf{q}^{\prime}\right)=\mathcal{O}(\mathbf{q})$ (since $\sigma_{T}$ is chosen to be consistent with the view of the adversary). Combining the above we get

$$
\operatorname{Pr}\left[F_{1} \text { for an } F_{1} \text { which is caused by } \mathbf{q} \text { s.t. } \operatorname{dlog}_{\sigma}(\mathbf{q}) \in S_{1 / n^{c_{2}-1}}\right] \leq 1 / n^{c_{3}-1}+n / e^{n}
$$

Now, consider all elements $x \in X \backslash S_{1 / n^{c_{2}-1}}$. There are at most $n$ such elements (since $|X| \leq$ $n$ ). Therefore, by the union bound, the probability that during the generation of the challenge ciphertext a query $\mathbf{q}$ is asked such that $\operatorname{dog}_{\sigma}(\mathbf{q}) \in x \in X \backslash S_{1 / n^{c_{2}-1}}$ is at most $n / n^{c_{2}-1}$. Consequently we get

$$
\operatorname{Pr}\left[F_{1}\right] \leq 1 / n^{c_{2}-2}+1 / n^{c_{3}-1}+n / e^{n}
$$

Next, we consider the event $F_{2}$. Let $R_{\text {step } 1}=\mathrm{Eq}\left(\bigcup_{i=1}^{k_{1}}\left(T_{\text {enc }}^{(i)} \cup T_{d e c}^{(i)}\right)\right)$. $F_{2}$ can only occur when $F_{1}$ does not occur, therefore we can only consider queries $\mathbf{q}_{j}$ for which $\sigma_{T}\left(\operatorname{dlog}_{\sigma_{T}}\left(\mathbf{q}_{j}\right)\right)$ is not defined. Let $\mathbf{q}^{\prime}$ be a query for which $\left\{\mathbf{q}^{\prime} \mapsto \mathcal{O}\left(\mathbf{q}_{j}\right)\right\} \in T_{\text {extended }}^{(j-1)}$. Then, if $\hat{\mathbf{q}} j-\mathbf{q}^{\prime} \in \operatorname{span}\left(R_{\text {step } 1}\right)$ we have $\mathcal{O}\left(\hat{\mathbf{q}}_{j}-\mathbf{q}^{\prime}\right)=\mathcal{O}(0)$, and therefore $\mathcal{O}\left(\hat{\mathbf{q}}_{j}\right)=\mathcal{O}\left(\mathbf{q}^{\prime}\right)$. On the other hand, combining Claims $9,6,5$ and 4 we get

$$
\operatorname{Pr}\left[F_{2}\right] \leq \operatorname{Pr}\left[\exists j \text { s.t. } \hat{\mathbf{q}_{j}}-\mathbf{q}^{\prime} \notin \operatorname{span}\left(R_{\text {step } 1}\right)\right] \leq 8 n / p+1 / n^{c_{3}-1}+1 / n^{c_{3}-c_{1}-1}+1 / n^{c_{1}-1}
$$

To conclude our analysis we bound the probability of event $F_{3}$. If event $F_{3}$ occurs, then $\mathbf{q}_{i}-\mathbf{q}_{j} \notin$ $R$, but according to Claim 10 this can happen with probability at most $1 / n^{c_{3}-1}$.

Combining the above analysis, we obtain that $\operatorname{Pr}\left[F_{1} \vee F_{2} \vee F_{3}\right] \leq 2 / n^{c_{3}-1}+8 n / p+1 / n^{c_{3}-1}+$ $1 / n^{c_{3}-c_{1}-1}+1 / n^{c_{1}-1}+1 / n^{c_{2}-2}+n / e^{n}$.

## Comparing $\operatorname{Exp}_{0}$ and $\operatorname{Exp}_{1}$

The proof of the following claim follows similarly to the proof of Claim 2 (and 11) and it is omitted. Having three instead of one more general lemma improves readability (note that the individual claims are in principle the same, but the setting is different).

Claim 13. For $x \in \mathbb{Z}_{p}$, let $E_{x}$ be the event that during a decryption of a ciphertext in step 4 of the adversary, a query $\mathbf{q}$ is asked such that $\operatorname{dlog}_{\sigma_{T}}\left(\mathrm{CHB}_{T_{\text {enc }}}(\mathbf{q})\right)=x$. Let $X=\left\{x \mid \operatorname{Pr}\left[E_{x}\right] \geq 1 / n^{c_{2}}-1\right\}$, then $\operatorname{Pr}\left[X \subseteq \operatorname{dlog}_{\sigma_{T}}\left(T_{d e c}^{\text {step4 }}\right)\right] \geq 1-n / e^{n}$.

Claim 14. Let $\Gamma$ be the set of all tuples of the form (view, $T, M S K, T_{\text {enc }}^{(*)}, T_{\text {dec }}^{(*)}$ ), and let $D_{0}$ and $D_{1}$ be the distributions on $\Gamma$ induced by experiments $\operatorname{Exp}_{0}$ and $\operatorname{Exp}_{1}$ respectively. Then, for all events $E \subseteq \Gamma,\left|\operatorname{Pr}_{\gamma \leftarrow R D_{0}}[\gamma \in E]-\operatorname{Pr}_{\gamma \leftarrow R D_{1}}[\gamma \in E]\right| \leq \frac{2}{n^{c_{1}-1}}+\frac{2}{n^{c 3}-c_{1}-1}+\frac{4}{n^{c_{3}-1}}+\frac{2}{n^{c_{2}-1}}+\frac{n+1}{e^{n}}+\frac{16 n}{p}$.

Proof. Let $T_{\text {enc }}^{(*)}$ be the set of query-answer pairs asked during the generation of the challenge ciphertext. We couple the two experiments. Clearly, both experiments proceed identically, unless in step 5 the decryption algorithm asks a query $\mathbf{q}$ for which $\sigma_{T}\left(\mathrm{CHB}_{T_{e n c}^{(*)}}(\mathbf{q})\right)$ is defined, and yet the adversary responds to $\mathbf{q}$ with $\alpha \neq \sigma_{T}\left(\mathrm{CHB}_{T_{e n c}^{(*)}}(\mathbf{q})\right)$.

Let us consider an arbitrary $x \in \operatorname{dlog}_{\sigma_{T}}(T)$. For each query $\mathbf{q}$ of $D e c$, if $\operatorname{dlog}_{\sigma_{T}}\left(\mathrm{CHB}_{T_{e n c}^{(*)}}(\mathbf{q})\right)=x$ we must respond with $\sigma_{T}(x)$. If $x \in X$ (where $X$ is the set defined in Claim 13), then by Claim 13 we know that with probability $1-n / e^{n}$ there exists a pair (mapping) $\left\{\mathbf{q}^{\prime} \mapsto \alpha\right\} \in T_{d e c}^{\text {step } 4}$ such that $\operatorname{dlog}_{\sigma_{T}}\left(\mathbf{q}^{\prime}\right)=x$. Let $R=\mathrm{Eq}\left(\bigcup_{i=1}^{l}\left(T_{e n c}^{(i)} \cup T_{d e c}^{(i)}\right)\right)$. Then, if $\mathbf{q}-\mathbf{q}^{\prime} \in R$ then there exists a linear combination $\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}$ such that $\mathbf{q}=\mathbf{q}^{\prime}-\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}$, and $\mathcal{O}(\mathbf{q})=\mathcal{O}\left(\mathbf{q}^{\prime}-\sum_{\mathbf{e} \in R} c_{\mathbf{e}} \mathbf{e}\right)=\mathcal{O}\left(\mathbf{q}^{\prime}\right)$. In this case, our adversary responds to $\mathbf{q}$ with $\sigma_{T}(x)$. By combining Claims $12,9,6,5$ and 4 we get that

$$
\operatorname{Pr}\left[\mathbf{q}-\mathbf{q}^{\prime} \notin R\right] \leq \frac{2}{n^{c_{1}-1}}+\frac{2}{n^{c_{3}-c_{1}-1}}+\frac{4}{n^{c_{3}-1}}+\frac{2}{n^{c_{2}-1}}+\frac{n}{e^{n}}+\frac{16 n}{p}
$$

Now, consider arbitrary $x \notin X$. There are at most $2 n$ elements $x \in \operatorname{dlog}_{\sigma_{T}}(T)$. Therefore, by the union bound the probability that Dec asks a query $\mathbf{q}$ for which $\operatorname{dlog}_{\sigma_{T}}(\mathbf{q})=x$ is at most $1 / n^{c_{2}-2}$.
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[^1]:    ${ }^{1}$ Several bilinear map assumptions are actually strictly stronger than assuming the existence of DDH hard groups. For instance, Decisional Bilinear Diffie-Hellman relies on the target group of the bilinear map to be DDH hard.
    ${ }^{2}$ Our result can also be stated as it is commonly the case for fully black-box separations [RTV04]. Given the nature of our result, it seems more intuitive to state it in terms of oracle queries.

[^2]:    ${ }^{3}$ Consider all possible rewritings (affine relations) of the formal sums in the queries given this vector space of equality relations. At a high level, this is all that both the adversary and the IBE algorithms can learn about the "syntax" of the exposed algebraic relations in the oracle. A fake oracle emulates answers of the actual oracle by creating a consistent hybrid and by making up "semantics" (discrete logarithms) which are correctly distributed.

[^3]:    ${ }^{4}$ Note that even if the original IBE is perfectly correct, since perfect correctness is lost in the transformation our attack in Section 4 should necessarily work against $\epsilon$-correct IBEs.

[^4]:    ${ }^{5}$ A prior query that should have the same answer as current one.

[^5]:    ${ }^{6}$ Note that this $T$ is not the same as the $T$ in the description of $\mathcal{R I B E}$.

[^6]:    ${ }^{7}$ Obviously there is a well-defined partial encoding function induced by $T$. Now, by definition of the sampling (drawn uniformly from a consistent view) the $T_{\text {enc }}^{(i)}$ 's start by computing on the $g_{i}$ 's for which we already have a well-defined discrete logarithm. Similarly, for $T_{d e c}^{(i)}$. The issue exists with $T_{j}^{*}$ and in particular with the queries made during the computation of the challenge ciphertext by Enc. The problem is that there may be a collision, i.e. by accident the actual oracle returns a group element which also appears in some of the other tables. In this case, $\sigma^{(j)}$ may not be well-defined. However, due to step 2 a very similar claim as Claim 2 yields that such an event happens with probability $\leq n / e^{n}$. This issue affects the comparison of $\operatorname{Exp}_{2}, \operatorname{Exp}_{3}, \operatorname{Exp}_{4}$, and $\operatorname{Exp}_{5}$. To simplify the exposition we carry the comparisons conditioned that this even does not happen and we account for it at the end.

[^7]:    ${ }^{8}$ Recall that view $:=$ view $_{-3}$.

