# Explicit Subspace Designs 

Venkatesan Guruswami＊<br>Swastik Kopparty ${ }^{\dagger}$

March 2013


#### Abstract

A subspace design is a collection $\left\{H_{1}, H_{2}, \ldots, H_{M}\right\}$ of subspaces of $\mathbb{F}_{q}^{m}$ with the property that no low－dimensional subspace $W$ of $\mathbb{F}_{q}^{m}$ intersects too many subspaces of the collection．Subspace designs were introduced by Guruswami and Xing（STOC 2013）who used them to give a randomized construction of optimal rate list－decodable codes over constant－sized large alphabets and sub－logarithmic（and even smaller）list size．Subspace designs are the only non－explicit part of their construction．In this paper，we give explicit constructions of subspace designs with parameters close to the probabilistic construction， and this implies the first deterministic polynomial time construction of list－decodable codes achieving the above parameters．


Our constructions of subspace designs are natural and easily described，and are based on univariate polynomials over finite fields．Curiously，the constructions are very closely related to certain good list－ decodable codes（folded RS codes and univariate multiplicity codes）．The proof of the subspace design property uses the polynomial method（with multiplicities）：Given a target low－dimensional subspace $W$ ， we construct a nonzero low－degree polynomial $P_{W}$ that has several roots for each $H_{i}$ that non－trivially intersects $W$ ．The construction of $P_{W}$ is based on the classical Wronskian determinant and the folded Wronskian determinant，the latter being a recently studied notion that we make explicit in this paper． Our analysis reveals some new phenomena about the zeroes of univariate polynomials，namely that polynomials with many structured roots or many high multiplicity roots tend to be linearly independent．

## 1 Introduction

This paper gives explicit constructions of certain pseudorandom objects known as subspace designs．A collection of linear subspaces $H_{1}, \ldots, H_{M}$ of the vector space $\mathbb{F}_{q}^{m}$ is called an $(s, A)$－subspace design if for every $s$－dimensional space $W \subseteq \mathbb{F}_{q}^{m}$ ，at most $A$ of the $H_{i}$ intersect $W$ non－trivially．Being a subspace design is a kind of＂well－spread－out＂property，and so a random collection of linear spaces turns out to be a good subspace design with high probability．Like in the case of many other such design－like objects（error－ correcting codes，combinatorial designs，expander graphs，dimension expanders，subspace－evasive sets），the main challenge is to develop techniques that can analyze this＂well－spread－out＂phenomenon，and to use this to give explicit constructions of such objects．

[^0]Subspace designs were defined in a recent paper of Guruswami and Xing [10], who gave a randomized polynomial time (or a deterministic quasipolynomial time) construction of efficiently list-decodable errorcorrecting codes of optimal rate over constant size alphabets with nearly-constant list-size (the exact parameters are discussed below). The only step of their construction which required randomness/quasipolynomial time was in constructing appropriate subspace designs to pick a subcode of the underlying algebraicgeometric code. Using explicit subspace designs, we can make this construction deterministic polynomial time. This implies the first explicit construction for optimal rate list decoding over constant-sized (large) alphabets and a near-constant list size.

Starting with the constructions of Parvaresh-Vardy [16], and Guruswami-Rudra [7], there have been several recent works [6, 8, 12, 9, 10] constructing successively improved list-decodable error-correcting codes with rate $R$ which can correct ( $1-R-\varepsilon$ ) fraction errors in polynomial time. We do not survey the parameters of all these constructions here, and instead point the interested reader to the introductions of [10] or [11]. Below we mention the "maximal" results which are not dominated in terms of parameters, and then discuss the impact of this work on them. (The results are for $n^{O(1)}$ time list decoding up to error fraction $1-R-\varepsilon$ with rate $R ; n$ refers to the block length of the code which we assume, for ease of notation when stating asymptotic bounds, to be sufficiently large compared to $1 / \varepsilon$.)

1. For randomized (Monte Carlo) constructions that work with high probability, subcodes based on hierarchical subspace evasive (h.s.e) sets of folded algebraic-geometric codes [9] or AG codes with evaluation points with coordinates in a subfield [10], achieve constant alphabet size $\left(\operatorname{of} \exp \left(\tilde{O}\left(1 / \varepsilon^{2}\right)\right)\right)$ and constant list size (of $O(1 / \varepsilon)$ ). The alphabet size is nearly best possible $(\exp (1 / \varepsilon)$ being a lower bound), and the list size matches the bound achieved by pure random codes.
2. For explicit (deterministic polynomial time) constructions, subcodes based on subspace-evasive sets of folded Reed-Solomon or multiplicity codes [8, 3], achieve constant list size of $(1 / \varepsilon)^{O(1 / \varepsilon)}$ and an alphabet size $n^{O\left(1 / \varepsilon^{2}\right)}$. 1
3. With a quasi-polynomial time construction, subcodes based on cascaded subspace designs of certain AG codes [10], achieve constant alphabet size $\left(\right.$ of $\exp \left(\tilde{O}\left(1 / \varepsilon^{2}\right)\right)$ ) and a near-constant list size of $\exp _{1 / \varepsilon}\left(\exp \left(O\left(\left(\log ^{*} n\right)^{2}\right)\right) .\left(\right.\right.$ Here $\exp _{a}(x)$ denotes $a^{x}$.)

Plugging in our explicit subspace design into [10], we obtain a deterministic polynomial time construction of the subcodes mentioned in Part 3 above (we lose another exponent in the list size bound, but it remains a very slowly growing function):

Theorem 1. For every $R \in(0,1)$ and $\varepsilon>0$, there is a deterministic polynomial time constructible family of error-correcting codes of rate $R$ over an alphabet of size $(1 / \varepsilon)^{O\left(1 / \varepsilon^{2}\right)}$ that can be list decoded in $n^{O(1)}$ time from a fraction $(1-R-\varepsilon)$ of errors, outputting a list of size at most $\exp _{1 / \varepsilon}\left(\exp _{1 / \varepsilon}\left(\exp \left(O\left(\log ^{*} n\right)\right)\right)\right)$ where $n$ is block length of the code.

The above yields the first deterministic polynomial time construction of codes of rate $R$ over constantsized alphabets that can be list decoded in $n^{O(1)}$ time up to an error fraction $(1-R-\varepsilon)$ with a list size that is nearly a constant (say, sub-logarithmic in the code length). We note that this result blends the better

[^1]aspects of the parameters mentioned in Parts 1 and 2 above: it achieves constant alphabet size like 1 , and a deterministic construction like 2, with a list size that only slightly super-constant.

Using our subspace designs in the Reed-Solomon based construction of [10], we can also get explicit subcodes of Reed-Solomon codes that can be list decoded up to a radius $1-R-\varepsilon$. This result is stated in Section 6 where the applications of subspace designs to list decoding from [10] are described.

We conclude this discussion by noting that an explicit construction of codes for list decoding up to error fraction $1-R-\varepsilon$ with rate $R$ in $n^{O(1)}$ time, that achieve alphabet size and list size both constants depending on $\varepsilon$, remains an open problem.

### 1.1 Techniques behind our subspace design construction and analysis

Suppose we are looking for an $(s, A)$ subspace design $H_{1}, \ldots, H_{M} \subseteq \mathbb{F}_{q}^{m}$ where each $H_{i}$ has codimension $\varepsilon m$. The probabilistic method guarantees the existence of such a subspace design with $M=q^{\Omega(\varepsilon m)}$ and $A=O\left(\frac{s}{\varepsilon}\right)$ (and in fact these parameters are essentially optimal). Our main result gives explicit ( $s, A$ ) subspace designs, with each subspace in the design having codimension $\varepsilon m$, with $A=\frac{s}{\varepsilon}$ and $M=q^{\Omega(\varepsilon m / s)}$. Crucially, these constructions also work when $q=O(1)$, and this is what enables the application to listdecoding via [10].

We now give a brief overview of our constructions. The motivating example comes from the $s=1$ case. Here the problem is to find a collection of subspaces such that no nonzero point of $\mathbb{F}_{q}^{m}$ is in too many of them. One well known construction for this problem is based on the moment curve: let $\alpha_{1}, \ldots, \alpha_{M}$ be distinct elements of $\mathbb{F}_{q}$, and define

$$
H_{i}=\left\{x \in \mathbb{F}_{q}^{m} \mid\left\langle x, v_{\alpha_{i}}\right\rangle=0\right\},
$$

where $v_{\alpha} \in \mathbb{F}_{q}^{m}$ equals $\left(1, \alpha, \ldots, \alpha^{m-1}\right)$. Then using the fact that a nonzero polynomial cannot have more roots than its degree, no nonzero point of $\mathbb{F}_{q}^{m}$ will lie $\geqslant m$ of these subspaces. Equivalently, this can be viewed as follows: we identify $\mathbb{F}_{q}^{m}$ with the space of all univariate $\mathbb{F}_{q}$ polynomials of degree $<m$; then $H_{i}$ equals the space of all polynomials that vanish at the point $\alpha_{i}$. Our constructions will be natural generalizations of this.

We present two algebraic constructions of subspace designs, both using only elementary properties of polynomials and finite fields. The constructions are closely related to certain algebraic error-correcting codes: folded Reed-Solomon codes, and multiplicity codes. Curiously enough, both these codes have very good list-decoding properties, but this seems to be a coincidence; as far as we know their list-decodability does not have any formal relation with the fact that subspace designs eventually get used in the construction of good (in fact, even better) list-decodable codes.

We describe the simplest special cases of our constructions below. The first of these constructions requires the underlying field to be large, while the second requires the field to have large characteristic. Later we will use a concatenation-like trick to transform constructions from big fields to small fields.

1. Construction based on folded Reed-Solomon codes: Identify $\mathbb{F}_{q}^{m}$ with the space of all polynomials $P(X)$ of degree $<m$. Let $\gamma \in \mathbb{F}_{q}^{*}$ be a generator. Define $t=\varepsilon m$. For $i \in\left\{0,1, \ldots, \frac{q}{t}-1\right\}$, define:

$$
H_{i}=\left\{P(X) \mid P\left(\gamma^{i t+j}\right)=0 \text { for each } 0 \leqslant j<t\right\} .
$$

2. Construction based on multiplicity codes: Identify $\mathbb{F}_{q}^{m}$ with the space of all polynomial $P(X)$ of degree $<m$. Define $t=\varepsilon m$. For $\alpha \in \mathbb{F}_{q}$, define:

$$
H_{\alpha}=\{P(X) \mid P \text { vanishes with multiplicity at least } t \text { at } \alpha\} .
$$

These construction both have the property that for every subspace $W \subseteq \mathbb{F}_{q}^{m}$ of dimension $s$, the number of subspaces $H_{i}$ or $H_{\alpha}$ which intersect $W$ is at most $O\left(\frac{s}{\varepsilon}\right)$. While the above constructions have $\leqslant q$ spaces in them, both of them admit generalizations using extension fields of $\mathbb{F}_{q}$, and this gives exponentially large subspace designs.

The analyses of these constructions use the polynomial method/method of multiplicities. For every subspace $W \subseteq \mathbb{F}_{q}^{m}$ of dimension $s$ we define a nonzero low-degree polynomial $P_{W}$. In the first construction, $P_{W}$ which has the property that for every $H_{i}$ in the subspace design that intersects $W, P_{W}$ vanishes at all points in a large set $S_{i}$ (where the $S_{i}$ are all pairwise disjoint). This implies that there cannot be too many $H_{i}$ in the first construction which intersect $W$. In fact, a more refined statement holds - $P_{W}$ must vanish with multiplicity at least $\operatorname{dim}\left(W \cap H_{i}\right)$ at each point in $S_{i}$, yielding a "strong" subspace design (defined in Section 22. In the second construction, $P_{W}$ has the property that for every $H_{\alpha}$ in the subspace design that intersects $W, P_{W}$ vanishes at $\alpha$ with high multiplicity (here too, the multiplicity is proportional to $\operatorname{dim}\left(W \cap H_{\alpha}\right)$, giving a strong subspace design). This implies that there cannot be too many $H_{\alpha}$ in the second construction which intersect $W$.

The definition of the relevant $P_{W}$ in the second construction uses a classical linear independence criterion for polynomials based on the Wronskian determinant. For the first construction, we use a different linear independence criterion, based on something which we call the folded Wronskian determinant.

We also would like to point out an interesting algebraic consequence of our results (in particular, the analysis of the second construction). Let $\mathbb{F}$ be a field (possibly infinite) with characteristic $>m$. Suppose we have a collection of polynomials $P_{1}(X), \ldots, P_{s}(X) \in \mathbb{F}[X]$ of degree at most $m$. For each $i \in[s]$, the number of points $\alpha \in \mathbb{F}$ at which $P_{i}(X)$ vanishes with multiplicity at least $t$ is at most $\frac{m}{t}$. By a union bound, the number of points $\alpha \in \mathbb{F}$ at which some $P_{i}(X)$ vanishes with multiplicity at least $t$ is at most $\frac{m}{t} \cdot s$. It is easy to see that this bound is tight. Now suppose we ask how many points $\alpha$ can there be such that some element of the span of $P_{1}(X), \ldots, P_{s}(X)$ vanishes with multiplicity at least $t$ at $\alpha$. A naive union bound would suggest that the answer is $|\mathbb{F}|^{s} \cdot \frac{m}{t}$. Our results imply that the number of such $\alpha$ is at most $\frac{m}{t-s+1} \cdot s$. Thus for $t \gg s$, the number of such points almost does not change when we include the full span of the polynomials $P_{1}(X), \ldots, P_{s}(X)$. This expresses some kind of linear independence of polynomials which have many disjoint high-multiplicity zeroes.

Remark: Our constructions are both of the following form: Fix a collection $R_{1}(X), \ldots, R_{M}(X)$ of pairwise relatively prime polynomials of degree $\varepsilon m$. Define $H_{i}=\left\{P(X) \mid R_{i}(X)\right.$ divides $\left.P(X)\right\}$. One may be tempted to conjecture that any such collection is a $\left(s, O_{s, \varepsilon}(1)\right)$ subspace design. This turns out to be false, and we give a counterexample in Appendix B . Note that any such collection of $H_{i}$ is slightly design-like: no nonzero point of $\mathbb{F}_{q}^{m}$ is in more than $\frac{1}{\varepsilon}$ of these spaces. But the property of being a subspace design seems to lie deeper.

## 2 Subspace designs: Definitions and result statements

We being by formally defining weak and strong subspace designs. Both notions are very natural, and our basic constructions will be strong subspace designs. En route to constructing strong subspace designs over
small fields (which is what is needed for the list-decoding application), our arguments will deal with weak subspace designs too.

Definition 2 (Weak subspace designs). A collection $\mathcal{H}$ of $\mathbb{F}_{q}$-subspaces $H_{1}, \ldots, H_{M} \subseteq \mathbb{F}_{q}^{m}$ is called a $(s, A)$ weak subspace design over $\mathbb{F}_{q}$, if for every $\mathbb{F}_{q}$-linear space $W \subset \mathbb{F}_{q}^{m}$ of dimension $s$, the number of $i \in\{1,2, \ldots, M\}$ for which $\operatorname{dim}_{\mathbb{F}_{q}}\left(H_{i} \cap W\right)>0$ is at most $A$.

Definition 3 (Strong subspace designs). A collection $\mathcal{H}$ of $\mathbb{F}_{q}$-subspaces $H_{1}, \ldots, H_{M} \subseteq \mathbb{F}_{q}^{m}$ is called a $(s, A)$ strong subspace design over $\mathbb{F}_{q}$, if for every $\mathbb{F}_{q}$-linear space $W \subset \mathbb{F}_{q}^{m}$ of dimension s, we have

$$
\sum_{i=1}^{M} \operatorname{dim}_{\mathbb{F}_{q}}\left(H_{i} \cap W\right) \leqslant A
$$

Strong and weak subspace designs have following (trivial) relations:

- Every $(s, A)$ strong subspace design over $\mathbb{F}_{q}$ is also an $(s, A)$ weak subspace design over $\mathbb{F}_{q}$.
- Every $(s, A)$ weak subspace design over $\mathbb{F}_{q}$ is also an $(s, s A)$ strong subspace design over $\mathbb{F}_{q}$.

We will be focusing on subspace designs consisting of subspaces of codimension $\varepsilon m$ for some constant $\varepsilon>0$. Using the probabilistic method one can show the existence of exponentially large strong (and hence weak) subspace designs consisting of subspaces of codimension $\varepsilon m$.

Lemma 4 (Probabilistic construction of subspace designs [10]). Let $\varepsilon>0$ and $q$ be a prime power. Let $s, m$ be integers such that $m \geqslant 8 / \varepsilon$ and $s \leqslant \varepsilon m / 2$. Consider a collection $\mathcal{H}$ of subspaces of $\mathbb{F}_{q}^{m}$ obtained by picking, independently at random, $q^{\varepsilon m / 8}$ subspaces of $\mathbb{F}_{q}^{m}$ of dimension $(1-\varepsilon) m$ each. Then, with probability at least $1-q^{-m s}, \mathcal{H}$ is an $(s, 8 s / \varepsilon)$ strong subspace desifn.

We will be interested in explicit constructions of subspace designs. For this we need to talk about sequences $\left(q_{j}, m_{j}, \mathcal{H}_{j}\right)$, where $\mathcal{H}_{j}$ is a collection of $M_{j}$ subspaces of $\mathbb{F}_{q_{j}}^{m_{j}}$ which forms a $\left(s_{j}, A_{j}\right)$ subspace design. We say a sequence of subspace designs is explicit if there is an algorithm which given $j$, produces bases for all spaces in $\mathcal{H}_{j}$ in time $\operatorname{poly}\left(q_{j}, m_{j}, M_{j}\right)$.

We now state our main theorems on the explicit construction of subspace designs. The first theorem gives an explicit construction of exponentially large strong subspace designs over growing fields. The second theorem gives an explicit construction of exponentially large weak subspace designs over significantly smaller fields (in particular, this theorem is interesting even for fields of size 2 or $O(1)$, and will be useful for the main list-decoding application).

Theorem 5 (Explicit strong subspace designs). For every $\varepsilon \in(0,1)$, positive integers $s$, $m$ with $s \leqslant \varepsilon m / 4$, and a prime power $q>m$, there exists an explicit collection of $M=q^{\Omega(\varepsilon m / s)}$ subspaces in $\mathbb{F}_{q}^{m}$, each of codimension at most $\varepsilon m$, which form $a\left(s, \frac{2 s}{\varepsilon}\right)$ strong subspace design.

Theorem 6 (Explicit weak subspace designs). For every $\varepsilon \in(0,1)$, positive integers $s, m$ with $s \leqslant \varepsilon m / 4$, and a prime power $q$ satisfying $\frac{2 s}{\varepsilon}<q^{\varepsilon m /(2 s)}$, there exists an explicit collection of $M \geqslant q^{\Omega(\varepsilon m / s)} /(2 s)$ subspaces in $\mathbb{F}_{q}^{m}$, each of codimension at most $\varepsilon m$, which form a $\left(s, \frac{s}{\varepsilon}\right)$ weak subspace design.

These theorems will all be based on our main technical theorem, stated below.

Theorem 7 (Main). For all positive integers $s, r, t, m$ and prime powers $q$ satisfying $s \leqslant t \leqslant m<q$, there is an explicit collection of $M=\Omega\left(\frac{q^{r}}{r t}\right)$ spaces $H_{1}, \ldots, H_{M} \subseteq \mathbb{F}_{q}^{m}$, each of codimension rt, which forms a $\left(s, \frac{(m-1) s}{r(t-s+1)}\right)$ strong subspace design.

Proof of Theorem 5: Using $t=2 s$ and $r=\left\lfloor\frac{\varepsilon m}{2 s}\right\rfloor$, we get an explicit collection of $M \geqslant q^{\Omega(\varepsilon m / s)} /(\varepsilon m)$ subspaces, each of codimension at most $\varepsilon m$, which forms a $\left(s, \frac{2 s}{\varepsilon}\right)$ strong subspace design.

To get our weak subspace design, we use the following lemma which shows that subspace designs over an extension field can be used to construct a weak subspace design over the base field. Unfortunately this conversion need not preserve the strong subspace design property.
Lemma 8. Suppose $G_{1}, \ldots, G_{M} \subseteq \mathbb{F}_{q^{r}}^{m}$ are $\mathbb{F}_{q^{r}}$-linear spaces, each of codimension $t$, which form an $(s, A)$ weak subspace design over $\mathbb{F}_{q^{r}}$.

Pick any $\mathbb{F}_{q}$-linear isomorphism $\varphi: \mathbb{F}_{q^{r}}^{m} \rightarrow \mathbb{F}_{q}^{r m}$. Via this isomorphism, we get a collection of $\mathbb{F}_{q}$-linear spaces $H_{1}=\varphi\left(G_{1}\right), \ldots, H_{M}=\varphi\left(G_{M}\right) \subseteq \mathbb{F}_{q}^{r m}$, each of codimension rt.

This collection forms an $(s, A)$ weak subspace design over $\mathbb{F}_{q}$.
Proof. Let $W \subseteq \mathbb{F}_{q}^{r m}$ be a subspace of dimension $s$. Let $W^{\prime}$ equal the $\mathbb{F}_{q^{r}}$-span of $\varphi^{-1}(W)$. If $P_{1}, \ldots, P_{s}$ form an $\mathbb{F}_{q^{-}}$-basis for $W$, then $\varphi^{-1}\left(P_{1}\right), \ldots, \varphi^{-1}\left(P_{s}\right)$ will $\mathbb{F}_{q^{r}}$-span $W^{\prime}$, and so $W^{\prime}$ will have dimension at most $s$. Thus the number of $G_{i}$ which intersect $W^{\prime}$ nontrivially is at most $A$.

We now claim that $\operatorname{dim}_{\mathbb{F}_{q}}\left(H_{i} \cap W\right)>0$ implies that $\operatorname{dim}_{\mathbb{F}_{q^{r}}}\left(G_{i} \cap W^{\prime}\right)>0$ (which would complete the proof). Equivalently, we claim that if there is a nonzero element in $H_{i} \cap W$, then there is a nonzero element in $G_{i} \cap W^{\prime}$. But this is obvious, since

$$
\{0\} \subsetneq \varphi^{-1}\left(H_{i} \cap W\right)=\varphi^{-1}\left(H_{i}\right) \cap \varphi^{-1}(W)=G_{i} \cap \varphi^{-1}(W) \subseteq G_{i} \cap W^{\prime}
$$

Proof of Theorem 6: The plan is as follows. We will first construct a strong subspace design over a large field $\mathbb{F}_{q^{a}}$ via Theorem 7 . This is automatically a weak subspace design over $\mathbb{F}_{q^{a}}$. Then via the above lemma, we will get a weak subspace design over $\mathbb{F}_{q}$.

Let $a=\left\lfloor\frac{\varepsilon m}{2 s}\right\rfloor$. Let $q^{\prime}=q^{a}, r^{\prime}=1, m^{\prime}=\left\lfloor\frac{2 s}{\varepsilon}\right\rfloor, t^{\prime}=2 s, s^{\prime}=s$. Note that $m^{\prime}<q^{\prime}$. By Theorem 7 (applied with parameters $\left.q^{\prime}, \varepsilon^{\prime}, r^{\prime}, m^{\prime}, s^{\prime}, t^{\prime}\right)$, we get a collection of $M=\Omega\left(q^{\prime} / t^{\prime}\right)$ many $\mathbb{F}_{q^{\prime}}$-subspaces $G_{1}, \ldots, G_{M} \subseteq \mathbb{F}_{q^{\prime}}^{m^{\prime}}$, each of codimension $t^{\prime}$, which forms a $\left(s, \frac{m^{\prime} s^{\prime}}{r^{\prime}\left(t^{\prime}-s^{\prime}+1\right)}=m^{\prime}\right)$ strong, and hence weak, subspace design over $\mathbb{F}_{q^{\prime}}$.

By the above lemma, this gives us a collection of $M \geqslant q^{\Omega(\varepsilon m / s)} /(2 s)$ many $\mathbb{F}_{q}$-subspaces $H_{1}, \ldots, H_{M} \subseteq$ $\mathbb{F}_{q}^{m^{\prime} a} \subseteq \mathbb{F}_{q}^{m}$, each of codimension $\leqslant \varepsilon m$, which forms a $\left(s, \frac{2 s}{\varepsilon}\right)$ weak subspace design. This completes the proof of Theorem 6

Organization of this paper. Towards the task of proving Theorem 7, we present two families of related constructions, one based on Folded Reed-Solomon codes, and another based on Multiplicity codes. The multiplicity code constructions are strictly weaker; they can only prove Theorem 7 when the field size condition $\left|\mathbb{F}_{q}\right|>m$ is replaced by the characteristic condition $\operatorname{char}\left(\mathbb{F}_{q}\right)>m$. Theorem 7 as stated follows from Theorem 14 in Section 4.2 ,

The next section discusses some preliminaries on polynomials, derivatives, multiplicities and Wronskians. We then describe our constructions in Sections 4 and 5. The consequence of our constructions for list decoding of subcodes of Reed-Solomon and algebraic-geometric codes is described in Section 6 .

## 3 Preliminaries

For a field $\mathbb{F}$, let $\mathbb{F}[X]$ denote the ring of polynomials in the variable $X$ over $\mathbb{F}$, and let $\mathbb{F}[X]^{<m}$ denote the $\mathbb{F}$-linear space of polynomials of degree $<m$.

We will use some simple properties of derivatives and multiplicities of univariate polynomials. For a polynomial $P(X) \in \mathbb{F}[X]$, we define its $i^{\text {th }}$ (Hasse) derivative $P^{(i)}(X) \in \mathbb{F}[X]$ by the equation:

$$
P(X+Z)=\sum_{i=0}^{\infty} P^{(i)}(X) Z^{i}
$$

This notion of derivative is closely related to the $i^{\text {th }}$ iterated usual formal derivative, but behaves better over fields of small characteristic.

We define the multiplicity of vanishing of $P$ at a point $\alpha \in \mathbb{F}, \operatorname{mult}(P, \alpha)$ to be the smallest $i \geqslant 0$ such that $P^{(i)}(\alpha) \neq 0$. The key fact that we need about multiplicities is that low degree polynomials cannot have too many zeroes, counting multiplicity:

$$
\sum_{\alpha \in \mathbb{F}} \operatorname{mult}(P, \alpha) \leqslant \operatorname{deg}(P) .
$$

For a discussion of the basic properties of the Hasse derivative, see [2, Section 2].
Our proofs will use the fact that linear independence of polynomials can be captured by a polynomial. We now describe two such linear independence criteria.
Definition 9 (Classical Wronskian). Let $P_{1}(X), \ldots, P_{s}(X) \in \mathbb{F}[X]$.
We define their Wronskian, $W\left(P_{1}, \ldots, P_{s}\right)(X) \in \mathbb{F}[X]$, by:

$$
W\left(P_{1}, \ldots, P_{s}\right)(X) \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
P_{1}(X) & \cdots & P_{s}(X) \\
P_{1}^{(1)}(X) & \cdots & P_{s}^{(1)}(X) \\
\vdots & \ddots & \vdots \\
P_{1}^{(s-1)}(X) & \cdots & P_{s}^{(s-1)}(X)
\end{array}\right)
$$

Lemma 10 (Wronskian criterion for linear independence). Let $m<\operatorname{char}(\mathbb{F})$, and let $P_{1}(X), \ldots, P_{s}(X) \in$ $\mathbb{F}[X]^{<m}$. Then $P_{1}(X), \ldots, P_{s}(X)$ are linearly independent over $\mathbb{F}$ if and only if the Wronskian determinant $\operatorname{det}\left(W\left(P_{1}, \ldots, P_{s}\right)(X)\right) \neq 0$.

This dates back to the 19th century [14]. See [5, 1] for some recent variations and proofs. The switch between usual derivatives and Hasse derivatives multiplies the Wronskian determinant by a constant, which is nonzero as long as $m<\operatorname{char}(\mathbb{F})$, and thus this criterion works with both notions.

We will actually require a linear independence criterion over fields of small characteristic. The following definition is an analogue of the classical Wronskian which serves this purpose.
Definition 11 (Folded Wronskian). Let $P_{1}(X), \ldots, P_{s}(X) \in \mathbb{F}[X]$. Let $\gamma \in \mathbb{F}^{*}$. We define their $\gamma$-folded Wronskian, $W_{\gamma}\left(P_{1}, \ldots, P_{s}\right)(X) \in \mathbb{F}[X]$, by:

$$
W_{\gamma}\left(P_{1}, \ldots, P_{s}\right)(X) \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
P_{1}(X) & \cdots & P_{s}(X) \\
P_{1}(\gamma X) & \cdots & P_{s}(\gamma X) \\
\vdots & \ddots & \vdots \\
P_{1}\left(\gamma^{s-1} X\right) & \cdots & P_{s}\left(\gamma^{s-1} X\right)
\end{array}\right)
$$

Lemma 12 (Folded Wronskian criterion for linear independence). Let $m<|\mathbb{F}|=q$, let $\gamma \in \mathbb{F}^{*}$ be a generator, and let $P_{1}(X), \ldots, P_{s}(X) \in \mathbb{F}_{q}[X]^{<m}$. Then $P_{1}(X), \ldots, P_{s}(X)$ are linearly independent over $\mathbb{F}_{q}$ if and only if the Folded Wronskian determinant $\operatorname{det} W_{\gamma}\left(P_{1}, \ldots, P_{s}\right)(X) \neq 0$.

This lemma is implicit in the work of Guruswami-Wang [8] and Forbes-Shpilka [4]. Since this is not explicitly stated in this form, and it is quite short, we give a proof in Appendix A.

The above linear independence criteria are in terms of the determinant of a matrix of univariate polynomials. Let $M(X)$ be an $s \times s$ matrix with each entry $M_{j k}(X)$ being a polynomial in the variable $X$. Let $L(X)=\operatorname{det}(M(X))$. We will be using the following formula for the derivatives of $L(X)$ :

$$
L^{(\ell)}(X)=\sum_{i_{1}, \ldots, i_{s} \geqslant 0 \mid \sum_{c=1}^{s} i_{c}=\ell} \operatorname{det}\left(M^{\left(i_{1}, \ldots, i_{s}\right)}(X)\right),
$$

where $M^{\left(i_{1}, \ldots, i_{s}\right)}(X)$ is the matrix whose $j, k$ entry equals $M_{j k}^{\left(i_{j}\right)}(X)$ (in words: $M^{\left(i_{1}, \ldots, i_{s}\right)}(X)$ is the matrix obtained from $M(X)$ by taking $i_{j}^{\text {th }}$ derivative of the $j$ 'th row, for each $j$ ).

## 4 Constructions from Folded Reed-Solomon Codes

In this section we describe our constructions based on folded Reed-Solomon codes.

### 4.1 The basic construction

To illustrate the main ideas in a simple setting, we begin with a basic construction that corresponds to the $r=1$ case of Theorem 7 (and further we will only show the weak subspace design property even though the strong property also holds, see Section 4.2). Let $s \leqslant t \leqslant m<q$ be integer parameters, with $q$ being a prime power. Let $V=\mathbb{F}_{q}^{m}=\mathbb{F}_{q}[X]^{<m}$ be the $\mathbb{F}_{q}$-vector space of polynomials of degree $<m$. Let $\gamma$ be a generator of $\mathbb{F}_{q}^{*}$.

Let $\mathcal{F}=\left\{\gamma^{j t} \mid j \in\{0,1, \ldots,\lfloor q / t\rfloor\}\right.$. For each $\alpha \in \mathcal{F}$, consider the subspace

$$
H_{\alpha}=\left\{P(X) \in V \mid P\left(\alpha \cdot \gamma^{i}\right)=0 \text { for each } i \in\{0,1, \ldots, t-1\}\right\} .
$$

Note that $H_{\alpha}$ has codimension exactly $t$ in $V$.
The final construction in the next subsection will work by picking $\alpha$ from an extension field $\mathbb{F}_{q^{r}}$.
Theorem 13. The collection of subspace $\left(H_{\alpha}\right)_{\alpha \in \mathcal{F}}$ is a $\left(s, \frac{(m-1) s}{t-s+1}\right)$ weak subspace design.
Proof. Let $W \subseteq \mathbb{F}_{q}^{m}$ be a subspace of dimension $s$. Let $P_{1}, \ldots, P_{s} \in \mathbb{F}_{q}[X]$ be a basis for $W$.
Define the $t \times s$ matrix of polynomials

$$
M(X) \xlongequal{\text { def }}\left(\begin{array}{ccc}
P_{1}(X) & \cdots & P_{s}(X)  \tag{1}\\
P_{1}(\gamma X) & \cdots & P_{s}(\gamma X) \\
\vdots & \ddots & \vdots \\
P_{1}\left(\gamma^{t-1} X\right) & \cdots & P_{s}\left(\gamma^{t-1} X\right)
\end{array}\right)
$$

Let $A(X)$ be the top $s \times s$ submatrix of $M(X)$. Notice that this is precisely the folded Wronskian $W_{\gamma}\left(P_{1}, \ldots, P_{s}\right)(X)$. Now let $L(X) \in \mathbb{F}_{q}[X]$ be the determinant of $A(X)$, which we know is a nonzero polynomial by Lemma 12 (here we use that $q>m$ ).

Suppose $\alpha \in \mathcal{F}$ is such that $\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right)>0$. This means that the columns of $M(\alpha)$ are linearly dependent over $\mathbb{F}_{q}$. Therefore, $\operatorname{rank}(A(\alpha)) \leqslant \operatorname{rank}(M(\alpha))<s$, implying that $L(\alpha)=0$. Further, for $0 \leqslant i \leqslant t-s, A\left(\alpha \cdot \gamma^{i}\right)$ is a submatrix of $M(\alpha)$ for $i<t-s+1$, so that $\operatorname{rank}\left(A\left(\alpha \cdot \gamma^{i}\right)\right) \leqslant \operatorname{rank}(M(\alpha))<s$. Thus $L\left(\alpha \cdot \gamma^{i}\right)=0$ for $0 \leqslant i \leqslant t-s$. Thus each $\alpha$ such that $\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right)>0$ gives $t-s+1$ distinct roots in $\mathbb{F}_{q}$ for $L \in \mathbb{F}_{q}[X]$ which is a nonzero polynomial of degree at most $(m-1) s$. Hence there can be at most $\frac{(m-1) s}{t-s+1}$ choices of $\alpha \in \mathcal{F}$ for which $W \cap H_{\alpha}$ is non-trivial.

### 4.2 An improved construction

Let $s, t, r, q, m$ be parameters. Let $s \leqslant t \leqslant m<q$. Let $V=\mathbb{F}_{q}^{m}=\mathbb{F}_{q}[X]^{<m}$.
Let $\gamma \in \mathbb{F}_{q}$ be a generator of $\mathbb{F}_{q}^{*}$. For $\alpha \in \mathbb{F}_{q^{r}}$, let $S_{\alpha} \subseteq \mathbb{F}_{q^{r}}$ be given by:

$$
S_{\alpha}=\left\{\alpha^{q^{j}} \gamma^{i} \mid 0 \leqslant j<r, 0 \leqslant i<t\right\} .
$$

Also define

$$
S_{\alpha}^{\prime}=\left\{\alpha^{q^{j}} \gamma^{i} \mid 0 \leqslant j<r, 0 \leqslant i<t-s+1\right\} .
$$

Let $\mathcal{F} \subseteq \mathbb{F}_{q^{r}}$ be a large set such that:

- Each $\alpha \in \mathcal{F}$ is such that $\mathbb{F}_{q}(\alpha)=\mathbb{F}_{q^{r}}$.
- For distinct $\alpha, \beta \in \mathcal{F}$, the sets $S_{\alpha}$ and $S_{\beta}$ are disjoint.
- Each $S_{\alpha}$ has cardinality $r$.

We may take $\mathcal{F}$ to be of size $\Omega\left(\frac{q^{r}}{r t}\right)$. (In the next subsection 4.3 we discuss how to choose such an $\mathcal{F}$ efficiently.) Note that for $\alpha \in \mathcal{F}$, each $S_{\alpha}^{\prime}$ has cardinality $r(t-s+1)$, and the $S_{\alpha}^{\prime}$ are all pairwise disjoint.

For each $\alpha \in \mathcal{F}$, consider the subspace

$$
H_{\alpha}=\left\{P(X) \in V \mid P\left(\alpha \cdot \gamma^{j}\right)=0 \text { for each } j \in\{0,1, \ldots, t-1\}\right\} .
$$

Note that $H_{\alpha}$ has codimension exactly $r t$ in $V$. Therefore, Theorem 7 follows from the result below.
Theorem 14. The collection of subspace $\left(H_{\alpha}\right)_{\alpha \in \mathcal{F}}$ is a $\left(s, \frac{(m-1) s}{r(t-s+1)}\right)$ strong subspace design.
Proof. Let $W \subseteq \mathbb{F}_{q}^{m}$ be a subspace of dimension $s$. Let $P_{1}, \ldots, P_{s} \in \mathbb{F}_{q}[X]$ be a basis for $W$. Recall the matrix of polynomials $M(X)$ defined in (11). We have the following claim relating the $\mathbb{F}_{q}$-dimension of $W \cap H_{\alpha}$ to the rank of the matrix $M(\alpha)$.

Claim 15. The matrix $M(\alpha) \in \mathbb{F}_{q^{r}}^{t \times s}$ satisfies

$$
\operatorname{rank}(M(\alpha)) \leqslant s-\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right)
$$

Proof. This follows easily from the equalities:

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right) & =\operatorname{dim}_{\mathbb{F}_{q}}\left(\left\{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{F}_{q}^{s} \mid \forall i \in\{0,1, \ldots, t-1\}, \sum_{j=1}^{s} a_{j} P_{j}\left(\alpha \gamma^{i}\right)=0\right\}\right) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(\left\{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{F}_{q}^{s} \mid M(\alpha) \cdot a=0\right\}\right) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}_{\mathbb{F}_{q^{r}}}(M(\alpha)) \cap \mathbb{F}_{q}^{s}\right) \\
& \leqslant \operatorname{dim}_{\mathbb{F}_{q^{r}}}(\operatorname{ker}(M(\alpha))) \\
& =s-\operatorname{rank}(M(\alpha)) .
\end{aligned}
$$

Above, in the last but one step we used the fact that for any $\mathbb{F}_{q^{r}}$-linear space $S \subseteq \mathbb{F}_{q^{r}}^{s}$, we have $\operatorname{dim}_{\mathbb{F}_{q}}(S \cap$ $\left.\mathbb{F}_{q}^{s}\right) \leqslant \operatorname{dim}_{\mathbb{F}_{q^{r}}}(S)$; this fact follows easily after putting a basis for $S$ in echelon form.

As before, let $A(X)$ be the top $s \times s$ submatrix of $M(X)$, and $L \in \mathbb{F}_{q}[X]$ be the determinant of $A(X)$. We know that $L \neq 0$ (by virtue of Lemma 12 and the assumption $q>m$ ) and $\operatorname{deg}(L) \leqslant(m-1) \cdot s$.

Next we show that $L$ vanishes with multiplicity proportional to $\operatorname{dim}\left(W \cap H_{\alpha}\right)$ at each $\beta \in S_{\alpha}^{\prime}$.
Claim 16. For each $\beta \in S_{\alpha}^{\prime}$,

$$
\operatorname{mult}(L, \beta) \geqslant \operatorname{dim}\left(W \cap H_{\alpha}\right) .
$$

Proof. Since $L \in \mathbb{F}_{q}[X]$, we have $\operatorname{mult}(L, \beta)=\operatorname{mult}\left(L, \beta^{q}\right)$. Therefore, it suffices to prove the claim for $\beta$ of the form $\alpha \gamma^{i}$ for $i<t-s+1$. For each $\ell<\operatorname{dim}\left(W \cap H_{\alpha}\right)$, we will show that the $\ell^{\prime}$ th derivative $L^{(\ell)}$ of $L$ vanishes at $\beta$. This will prove the claim.

Note that $\operatorname{rank}(A(\beta))=\operatorname{rank}\left(A\left(\alpha \gamma^{i}\right)\right) \leqslant \operatorname{rank}(M(\alpha))$ since $A\left(\alpha \gamma^{i}\right)$ is a submatrix of $M(\alpha)$ when $i<t-s+1$. Furthermore, $\operatorname{rank}(M(\alpha)) \leqslant s-\operatorname{dim}\left(W \cap H_{\alpha}\right)$ (by Claim 15). Any matrix which has at least $s-\ell$ rows in common with $A(\beta)$ has rank $\leqslant s-\operatorname{dim}\left(W \cap H_{\alpha}\right)+\ell<s$, and therefore has determinant 0 .

Now $L^{(\ell)}(X)$ is a sum of determinants, each of which has at least $s-\ell$ rows in common with $A(X)$. By the above discussion, each determinant in the expansion of $L^{(\ell)}(\beta)$ equals 0 , and so $L^{(\ell)}(\beta)=0$, as desired.

Putting everything together, we get that:

$$
(m-1) s \geqslant \sum_{\beta \in \cup_{\alpha \in \mathcal{F}} S_{\alpha}^{\prime}} \operatorname{mult}(L, \beta) \geqslant \sum_{\alpha \in \mathcal{F}} \sum_{\beta \in S_{\alpha}^{\prime}} \operatorname{dim}\left(W \cap H_{\alpha}\right)=r \cdot(t-s+1) \cdot \sum_{\alpha \in \mathcal{F}} \operatorname{dim}\left(W \cap H_{\alpha}\right),
$$

which completes the proof of Theorem 14 .

### 4.3 Explicitness

We want to produce bases for all the $H_{i}$ in time $\operatorname{poly}\left(q^{r}\right)$. In poly $(q, r)$ time we can construct a presentation of the finite field $\mathbb{F}_{q^{r}}$. Then in poly $\left(q^{r}\right)$ time we can construct a large $\mathcal{F}$ as follows: greedily include into $\mathcal{F}$ elements $\alpha \in \mathbb{F}_{q^{r}}$ with $\mathbb{F}_{q}(\alpha)=\mathbb{F}_{q^{r}}$ such that $S(\alpha)$ is disjoint from $S(\beta)$ for every $\beta$ already included in $\mathcal{F}$.

In fact, one can generate a suitable $\mathcal{F}$ in $\operatorname{poly}(q, r)$ space and poly $\left(q^{r}\right)$ time. For simplicity we will describe it when $r$ is prime, so that every element $\alpha \in \mathbb{F}_{q^{r}} \backslash \mathbb{F}_{q}$ satisfies $\mathbb{F}_{q}(\alpha)=\mathbb{F}_{q^{r}}$. It suffices to give a procedure, which when given $\alpha \in \mathbb{F}_{q^{r}}$, can decide in time poly $(q, r)$ whether $\alpha$ should be included in $\mathcal{F}$.

For $\alpha, \beta \in \mathbb{F}_{q^{r}} \backslash \mathbb{F}_{q}$, say that $\alpha$ is equivalent to $\beta$ if $\beta \in \alpha^{q^{j}} \mathbb{F}_{q}$ for some $0 \leqslant j<r$. This is an equivalence relation. Given $\alpha$, we can in time $\operatorname{poly}(q, r)$ enumerate all the elements equivalent to $\alpha$. Then we may choose the lexicographically smallest element of this equivalence class $\alpha_{0}$. We decide to include $\alpha \in \mathcal{F}$ as follows: Suppose $\alpha=\alpha_{0}^{q^{j}} \cdot \gamma^{a}$, where $0 \leqslant j<r$ and $0 \leqslant a \leqslant q-2$. Then we include $\alpha \in \mathcal{F}$ if and only if $j=0$ and $a$ is of the form $i t$, with $i \leqslant \frac{(q-1)}{t}-1$. It is easy to see that this procedure generates a valid $\mathcal{F}$.

Once we have constructed $\mathcal{F}$, the spaces $H_{\alpha}$ are specified completely, and we can easily get bases for them.

## 5 Constructions based on multiplicity codes

In this section we describe our constructions based on univariate multiplicity codes. As mentioned earlier, these constructions work only in fields of large characteristic.

### 5.1 The basic construction

Let $s, t, q, m$ be parameters. Let $s \leqslant t \leqslant m<\operatorname{char}\left(\mathbb{F}_{q}\right)$. Let $V=\mathbb{F}_{q}^{m}=\mathbb{F}_{q}[X]^{<m}$.
For each $\alpha \in \mathbb{F}_{q}$ consider the subspace $H_{\alpha}=\{P(X) \in V \mid \operatorname{mult}(P, \alpha) \geqslant t\}$. Note that $H_{\alpha}$ has codimension exactly $t$ in $V$.

Theorem 17. For every $\mathbb{F}_{q}$-subspace $W \subseteq V$ with $\operatorname{dim}(W)=s$, we have

$$
\sum_{\alpha \in \mathbb{F}_{q}} \operatorname{dim}\left(H_{\alpha} \cap W\right) \leqslant \frac{(m-1) s}{(t-s+1)}
$$

Proof. Let $P_{1}, \ldots, P_{s} \in \mathbb{F}_{q}[X]$ be a basis for $W$. For a nonnegative integer $i, v_{i}(X)$ be the row vector $\left(P_{1}^{(i)}(X), P_{2}^{(i)}(X), \ldots, P_{s}^{(i)}(X)\right)$ consisting of the $i$ 'th derivations of $P_{1}, \ldots, P_{s}$. For a tuple $\left(i_{1}, \ldots, i_{k}\right)$ of nonnegative integers, let $M_{\left(i_{1}, \ldots, i_{k}\right)}(X)$ be the $k \times s$ matrix with whose $j^{\text {th }}$ row equals $v_{i_{j}}(X)$. Finally, let $M(X)$ be the $t \times s$ matrix $M_{(0,1, \ldots, t-1)}(X)$, i.e.,

$$
M(X) \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
P_{1}(X) & \cdots & P_{s}(X)  \tag{2}\\
P_{1}^{\prime}(X) & \cdots & P_{s}^{\prime}(X) \\
\vdots & \ddots & \vdots \\
P_{1}^{(t-1)}(X) & \cdots & P_{s}^{(t-1)}(X)
\end{array}\right)
$$

If $W \cap H_{\alpha}$ is nontrivial, then there exists a nonzero linear combination of the columns of $M(X)$ that vanishes at $\alpha$. In other words, the matrix $M(\alpha) \in \mathbb{F}_{q}^{t \times s}$ is singular. The following claim shows that $\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right)$ precisely equals the dimension of the null space of $M(\alpha)$ over $\mathbb{F}_{q}$.

Claim 18. $\operatorname{rank}(M(\alpha))=s-\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right)$.

Proof. This follows easily from the equalities:

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right) & =\operatorname{dim}_{\mathbb{F}_{q}}\left(\left\{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{F}_{q}^{s} \mid \operatorname{mult}\left(\sum_{j} a_{j} P_{j}, \alpha\right) \geqslant t\right\}\right) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(\left\{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{F}_{q}^{s} \mid \forall i<t, \sum_{j=1}^{s} a_{j} P_{j}^{(i)}(\alpha)=0\right\}\right) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(\left\{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{F}_{q}^{s} \mid M(\alpha) \cdot a=0\right\}\right) \\
& =\operatorname{dim}\left(\operatorname{ker}_{\mathbb{F}_{q}}(M(\alpha))\right) \\
& =s-\operatorname{rank}(M(\alpha)) .
\end{aligned}
$$

Now let $L(X) \in \mathbb{F}_{q}[X]$ be the determinant of the top $s \times s$ submatrix of $M(X)$. Notice that this submatrix is in fact the Wronskian of $P_{1}, \ldots, P_{s}$. Since the characteristic of $\mathbb{F}_{q}$ is larger than $m$, the Wronskian criterion for linear independence implies that $L(X)$ is a nonzero polynomial. Also, clearly $\operatorname{deg}(L) \leqslant(m-1) \cdot s$.

Next we show that $L$ vanishes with multiplicity proportional to $\operatorname{dim}\left(H_{\alpha} \cap W\right)$ at each $\alpha \in \mathbb{F}_{q}$.

## Claim 19.

$$
\operatorname{mult}(L, \alpha) \geqslant(t-s+1) \cdot \operatorname{dim}\left(W \cap H_{\alpha}\right)
$$

Proof. For each $\ell<(t-s+1) \cdot \operatorname{dim}\left(W \cap H_{\alpha}\right)$, we will show that $L^{(\ell)}(\alpha)=0$. This will prove the claim. We have:

$$
\begin{equation*}
L^{(\ell)}(X)=\sum_{i_{0}+i_{1}+\ldots+i_{s-1}=\ell} \operatorname{det}\left(M_{\left(i_{0}, 1+i_{1}, 2+i_{2}, \ldots,(s-1)+i_{s-1}\right)}(X)\right) . \tag{3}
\end{equation*}
$$

Since $\ell<(t-s+1) \cdot \operatorname{dim}\left(W \cap H_{\alpha}\right)$, we know that for every $i_{0}, \ldots, i_{s-1}$ with $\sum i_{j}=\ell$, there are less than $\operatorname{dim}\left(W \cap H_{\alpha}\right)$ values of $j \in\{0,1, \ldots, s-1\}$ such that $j+i_{j} \geqslant t$. Hence, the matrix $M_{\left(i_{0}, 1+i_{1}, 2+i_{2}, \ldots,(s-1)+i_{s-1}\right)}(\alpha)$ has more than $s-\operatorname{dim}\left(W \cap H_{\alpha}\right)$ rows in common with $M(\alpha)$, and so by Claim 18 it does not have full rank. It follows that each term in the expansion (3) of $L^{(\ell)}(\alpha)$ equals 0 , and so $L^{(\ell)}(\alpha)=0$.

Putting everything together, we get that:

$$
(m-1) s \geqslant \operatorname{deg}(L) \geqslant \sum_{\alpha \in \mathbb{F}_{q}} \operatorname{mult}(L, \alpha) \geqslant(t-s+1) \cdot \sum_{\alpha \in \mathcal{F}} \operatorname{dim}\left(W \cap H_{\alpha}\right),
$$

as desired.

### 5.2 An improved construction

Let $s, t, q, m, r$ be parameters as in the previous section. We assume $s \leqslant t \leqslant m<\operatorname{char}\left(\mathbb{F}_{q}\right)$. Let $V=$ $\mathbb{F}_{q}^{m}=\mathbb{F}_{q}[X]^{<m}$.

We now obtain a collection of many more subspaces compared to Section 5.1 by picking $\alpha$ from an extension field $\mathbb{F}_{q^{r}}$.

Let $\mathcal{F}_{0}$ be the subset of $\mathbb{F}_{q^{r}}$ consisting of elements $\alpha$ such that $\mathbb{F}_{q}(\alpha)=\mathbb{F}_{q^{r}}$. Note that $\left|\mathcal{F}_{0}\right| \approx$ $q^{r}(1-o(1))$. The elements of $\mathcal{F}_{0}$ can be partitioned into sets of cardinality $r$, each set consisting of mutual conjugates over $\mathbb{F}_{q}$. Let $\mathcal{F}$ be a set formed by choosing exactly one element from each of these sets. Thus $|\mathcal{F}| \approx \frac{q^{r}}{r}$. The construction of $\mathcal{F}$ here is simpler than in Section 4.2 and discussed in Section 5.3. For each $\alpha \in \mathcal{F}$ consider the subspace $H_{\alpha}=\{P(X) \in V \mid \operatorname{mult}(P, \alpha) \geqslant t\}$. Note that $H_{\alpha}$ has codimension exactly $t r$ in $V$.

Theorem 20. For every $\mathbb{F}_{q}$-subspace $W \subseteq V$ with $\operatorname{dim}(W)=s$, we have

$$
\sum_{\alpha \in \mathcal{F}} \operatorname{dim}\left(H_{\alpha} \cap W\right) \leqslant \frac{(m-1) s}{r(t-s+1)}
$$

Proof. Let $P_{1}, \ldots, P_{s} \in \mathbb{F}_{q}[X]$ be a basis for $W$. We define the matrix $M(X)$ as in (2).
Similarly to Claim 18, we show that the dimension of $W \cap H_{\alpha}$ is upper bounded by the dimension of the null space of $M(\alpha)$.

Claim 21. For each $\alpha \in \mathcal{F}$,

$$
\operatorname{rank}(M(\alpha)) \leqslant s-\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right)
$$

Proof. This follows easily from the equalities:

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}_{q}}\left(W \cap H_{\alpha}\right) & =\operatorname{dim}_{\mathbb{F}_{q}}\left(\left\{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{F}_{q}^{s} \mid \forall i<t, \sum_{j=1}^{s} a_{j} P_{j}^{(i)}(\alpha)=0\right\}\right) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(\left\{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{F}_{q}^{s} \mid M(\alpha) \cdot a=0\right\}\right) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}_{\mathbb{F}_{q^{r}}}(M(\alpha)) \cap \mathbb{F}_{q}^{s}\right) \\
& \leqslant \operatorname{dim}_{\mathbb{F}_{q^{r}}}(\operatorname{ker}(M(\alpha))) \\
& =s-\operatorname{rank}(M(\alpha)) .
\end{aligned}
$$

(Here we used the fact that for any $\mathbb{F}_{q^{r}}$-linear space $S \subseteq \mathbb{F}_{q^{r}}^{s}$, we have $\operatorname{dim}_{\mathbb{F}_{q}}\left(S \cap \mathbb{F}_{q}^{s}\right) \leqslant \operatorname{dim}_{\mathbb{F}_{q^{r}}}(S)$; this fact follows easily after putting a basis for $S$ in echelon form).

Defining $L \in \mathbb{F}_{q}[X]$ be the determinant of the top $s \times s$ submatrix of $M(X)$, i.e., the Wronskian of $P_{1}, \ldots, P_{s}$, we have that $L$ is a nonzero polynomial of degree at most $(m-1) s$.

The following claim is exactly similar to Claim 19 .
Claim 22. For $\alpha \in \mathcal{F}$, we have

$$
\operatorname{mult}(L, \alpha) \geqslant(t-s+1) \cdot \operatorname{dim}\left(W \cap H_{\alpha}\right)
$$

Finally, we notice that as $L \in \mathbb{F}_{q}[X], L$ vanishes with the same multiplicity at all the other $r-1$ conjugates of $\alpha$ too. Putting everything together, we get that:

$$
(m-1) s \geqslant \sum_{\alpha \in \mathcal{F}_{0}} \operatorname{mult}(L, \alpha)=\sum_{\alpha \in \mathcal{F}} r \cdot \operatorname{mult}(L, \alpha) \geqslant r \cdot(t-s+1) \cdot \sum_{\alpha \in \mathcal{F}} \operatorname{dim}\left(W \cap H_{\alpha}\right)
$$

which completes the proof of Theorem 20.

### 5.3 Explicitness

Here the explicitness is even easier. In time $\operatorname{poly}(q, r)$ we can construct a presentation for the finite field $\mathbb{F}_{q^{r}}$. Then for each element $\alpha$, we compute its $r$ conjugates $\alpha^{q^{j}}$ with $0 \leqslant j<r$, and we include $\alpha$ in $\mathcal{F}$ if and only if it is lexicographically smallest amongst its conjugates.

Once we have constructed $\mathcal{F}$, the spaces $H_{\alpha}$ are specified completely, and we can easily get bases for them.

## 6 Consequences for list decoding via [10]

In this section, we briefly recall the connection of subspace designs to algebraic list decoding from [10]. There are two such results in [10], one for Reed-Solomon codes and another for algebraic-geometric codes. In each case, subspace designs are used to pick subcodes of these codes that enable reducing the size of the list output by the decoder.

Reed-Solomon subcodes. Let us discuss the simpler application to Reed-Solomon (RS) codes. Consider the RS code of length $q$ over $\mathbb{F}_{q^{m}}$ consisting of evaluations of polynomials $f(X)=f_{0}+f_{1} X+\cdots+$ $f_{k-1} X^{k-1} \in \mathbb{F}_{q^{m}}[X]$ of degree $<k \leqslant q$ at points in $\mathbb{F}_{q}$. Thus the encoding only consists of evaluations of the polynomial on a subfield. The construction in [10] picks a subcode where the coefficients of the polynomials are restricted to subspaces from a subspace design. Formally, they show that if $f_{i} \in H_{i}$ for $\mathbb{F}_{q}$-subspaces $H_{0}, H_{1}, \ldots, H_{k-1}$ that form an $(s, A)$ strong subspace design, then the subcode can be list decoded by a linear-algebraic algorithm from up to $\frac{s}{s+1}(q-k)$ errors, pinning down messages to an $\mathbb{F}_{q^{-}}$ subspace of dimension $A$. If $\operatorname{dim}\left(H_{i}\right)=(1-\varepsilon) m$ for each $i$, then the rate of the subcode is $(1-\varepsilon) k / q$. So the error fraction list decoded is $\frac{s}{s+1}\left(1-\frac{R}{1-\varepsilon}\right)$ which is at least $1-R-O(\varepsilon)$ if one picks $s=O(1 / \varepsilon)$.

If we pick $m=\Omega(s / \varepsilon)$, then we can apply Theorem 5 and find explicit subspaces $H_{0}, H_{1}, \ldots, H_{k-1}$ (note that $k \leqslant q$ ) which form an $(s, O(s / \varepsilon))$ strong subspace design. When combined with the abovementioned reslt from [10], we will get the following:

Theorem 23. For all $R \in(0,1), \varepsilon>0$, and all prime powers $q \geqslant \Omega\left(1 / \varepsilon^{2}\right)$, there are explicit $\mathbb{F}_{q}$-linear subcodes of $R S$ codes over $\mathbb{F}_{q\left(1 / \varepsilon^{2}\right)}$ that have rate $R$ and block length $q$, and that are list decodable from error fraction $(1-R-\varepsilon)$ pinning down messages to $a \mathbb{F}_{q}$-subspace of dimension $O\left(1 / \varepsilon^{2}\right)$. Here explicit means that the code can be constructed in $(q / \varepsilon)^{O(1)}$ time.

In [10] this subcode was constructed probabilistically via a random subspace design, or deterministically via a derandomization using conditional expectations, which led to a large construction time of $q^{\text {poly }(1 / \varepsilon)}$.

Algebraic-geometric subcodes. The algebraic-geometric codes considered in [10] consist of the evaluations of functions from a Riemann-Roch vector space over $\mathbb{F}_{q^{m}}$ at a set of $N \mathbb{F}_{q^{\prime}}$-rational points of an algebraic curve. The connection to subspace designs can be described modularly, by abstracting away the specifics of the construction. As in the Reed-Solomon case, the messages can be specified by a $k$-tuple $\left(f_{0}, f_{1}, \ldots, f_{k-1}\right) \in\left(\mathbb{F}_{q}^{m}\right)^{k}$, and subspace designs are used to pick an $\mathbb{F}_{q}$-subspace of these tuples. However, in the AG case, the code dimension $k$ will be much bigger than $q^{m}$ (this is in fact the big draw of AG codes, that they can be much longer than the alphabet size). Due to this, one cannot have a non-trivial subspace design that has $k$ subspaces of $\mathbb{F}_{q}^{m}$.

The idea in [10] is to employ a multilevel construction of cascaded subspace designs where one restricts blocks of coefficients, of rapidly increasing sizes, to belong to subspace designs over correspondingly larger dimensions. Let us explain the construction more formally. Assume that $k=n_{1} n_{2} \ldots n_{l}$ for positive integers $n_{1} \leqslant n_{2} \leqslant \ldots \leqslant n_{l}$ (this is only for notational convenience below; a general value of $k$ can be handled by padding with a small proportion of 0 's). This means that for each $i=1,2, \ldots, l$, the coefficients $f_{0}, f_{1}, \ldots, f_{k-1}$ can be broken into successive blocks of size $N_{i} \triangleq n_{1} n_{2} \cdots n_{i}$. We restrict the coefficients in each such block to belong to subspaces from a subspace design with $n_{i}$ subspaces of $\mathbb{F}_{q}^{m N_{i-1}}$ (we define $N_{0}=1$ ). Formally, let $m_{1}=m$, and for $2 \leqslant i \leqslant l$, define $m_{i}=m_{i-1} n_{i-1}$. For $i=1,2, \ldots, l$, let $H_{0}^{(i)}, H_{1}^{(i)}, \ldots, H_{n_{i}-1}^{(i)} \subset \mathbb{F}_{q}^{m_{i}}$ be $\mathbb{F}_{q^{-}}$-subspaces of dimension $\left(1-\zeta_{i}\right) m_{i}$ that form an $\left(r_{i-1}, r_{i}\right)$-strong subspace design (for some sequence of positive integers $r_{0} \leqslant r_{1} \leqslant \ldots \leqslant r_{l}$ ).

Given these subspace designs, the coefficients are restricted as follows. At the first level, $f_{j} \in H_{j}^{(1)} \bmod n_{1}$ for $0 \leqslant j<k$. At the next level,we will impose the linear constraints

$$
\left(f_{j n_{1}}, f_{j n_{1}+1}, \ldots, f_{(j+1) n_{1}-1}\right) \in H_{j \bmod n_{2}}^{(2)} \text { for } 0 \leqslant j<k / n_{1} .
$$

In general, for $1 \leqslant i \leqslant l$, we will restrict

$$
\left(f_{j N_{i-1}}, f_{j N_{i-1}+1}, \ldots, f_{(j+1) N_{i-1}-1}\right) \in H_{j}^{(i)} \bmod n_{i} \quad \text { for } 0 \leqslant j<k / N_{i-1} .
$$

These pose a total of at $\operatorname{most}\left(\sum_{i=1}^{l} \zeta_{i}\right) m k \mathbb{F}_{q}$-linear constraints, so the dimension of the $\mathbb{F}_{q}$-subspace $U$ consisting of those $\left(f_{0}, f_{1}, \ldots, f_{k-1}\right) \in \mathbb{F}_{q}^{m k}$ satisfying these constraints is at least $\left(1-\sum_{i=1}^{l} \zeta_{i}\right) m k$.

In [10], a linear-algebraic list decoding algorithm is given for subcodes of the AG codes formed by restricting the coefficients to this subspace $U$. This algorithm corrects an error fraction $\tau \approx \frac{s}{s+1}(1-(k+$ $3 g) / N$ ) where $g$ is the genus of the function field, and outputs a subspace of dimension $r_{l}$ that contains all candidate messages, when $r_{0}=s-1$. (Recall that the $i$ 'th subspace design above was a $\left(r_{i-1}, r_{i}\right)$-strong subspace design.) If we pick a function field so that $g / N \ll \varepsilon$, and pick $\zeta_{i}=\varepsilon / 2^{i}$, the dimension of the subspace $U$ is at least $(1-\varepsilon) m k$, and the error fraction $\tau \approx \frac{s}{s+1}(1-R-\varepsilon)$ where $R$ is rate of the subcode. Taking $s \approx 1 / \varepsilon$, the list decodable error fraction is at least $1-R-O(\varepsilon)$.

In [10], by using a probabilistic construction the authors achieved $\left(r_{i-1}, r_{i}\right)$-strong subspace designs at the $i$ 'th level (consisting of subspaces of $\mathbb{F}_{q}^{m_{i}}$ ) of size $n_{i} \geqslant q^{\sqrt{m_{i}}}$ and $r_{i}=O\left(r_{i-1} / \zeta_{i}\right)$. Plugging in $\zeta_{i}=\varepsilon / 2^{i}$ and $r_{0}<s$, leads to the bound

$$
\begin{equation*}
r_{l} \leqslant s \cdot(1 / \varepsilon)^{O\left(\log ^{*}(k m)\right)} \cdot 2^{O\left(\left(\log ^{*}(k m)\right)^{2}\right)} . \tag{4}
\end{equation*}
$$

This is because the lengths $n_{i}$ grow exponentially in each step, and therefore we will reach a length exceeding $m k$ in at $\operatorname{mosst}^{\log }{ }^{*}(m k)$ iterations. The construction can also be derandomized in quasi-polynomial time.

Using our explicit construction from Theorem6, we can explicitly construct a subspace design of size $n_{i} \geqslant q^{\sqrt{m_{i}}}$ at the $i$ 'th level as in [10], and achieve a slightly weaker guarantee $r_{i} \leqslant O\left(r_{i-1}^{2} / \zeta_{i}\right)$ (the quadratic dependence on $r_{i-1}$ is due to the conversion from a weak subspace design guaranteed by Theorem 6 to a strong subspace design). Recalling $r_{0} \leqslant s$ and $\zeta_{i}=\varepsilon / 2^{i}$, this recurrence yields the upper bound $r_{l} \leqslant O(s / \varepsilon)^{2^{l}}$. As $l \leqslant \log ^{*}(m k)$, and $s \approx 1 / \varepsilon$ for list decoding up to error fraction $(1-R-O(\varepsilon))$, the bound on the dimension of the space of solutions output by the list decoding algorithm is at most $(1 / \varepsilon)^{O\left(2^{\log ^{*}(m k)}\right)}$. This is exponentially worse than the bound (4) achieved via random constructions in [10],
but as $\log ^{*}$ is a very slowly growing function, the list size is "almost" constant. The trade-offs achieved by these codes were formally stated as Theorem 1 in the introduction.

Thus the combination of our subspace design constructions with the methods of [10] yields the first deterministic polynomial time construction of codes of rate $R$ over constant-sized alphabets that can be list decoded up to an error fraction $(1-R-\varepsilon)$ with a list size that is nearly a constant (say, sub-logarithmic in the code length).

## 7 Open questions

We conclude with some open questions.

1. Construct $(s, O(s / \varepsilon))$ subspace designs of size $q^{\Omega(\varepsilon m)}$ to match the probabilistic construction of Lemma 4
2. Over small fields, we only get weak $(s, s / \varepsilon)$ subspace designs, which translate into strong $\left(s, \frac{s^{2}}{\varepsilon}\right)$ subspace designs. It would be interesting to get strong ( $s, \frac{s}{\varepsilon}$ ) subspace designs over small fields (the probabilistic construction achieves this).
3. Spreads are a collection of subspaces $H_{1}, H_{2}, \ldots, H_{M}$ of $\mathbb{F}_{q}^{m}$ which cover every nonzero point of $\mathbb{F}_{q}^{m}$ exactly once. Spreads are classic objects that have found several applications, with recent ones in random network coding [13] and self-repairing codes [15]. Subspace designs are a natural relaxation of the notion of spreads and it will be interesting to find other applications of the concept.
4. Finally, we mention again the question of getting deterministic constructions of codes over constant size alphabet, with rate $R$, which are list-decodable from $1-R-\varepsilon$ fraction errors with constant list size in $n^{O(1)}$ time.
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## A The Folded Wronskian criterion for linear independence

In this section we give a proof of Lemma 12] (which is implicit in [8] and [4]) using the method of [7].
Proof. First suppose the $P_{i}$ are linearly dependent over $\mathbb{F}_{q}$. If $\sum_{i=1}^{s} a_{i} P_{i}(X)=0$, then for all $j, \sum_{i=1}^{s} a_{i} P_{i}\left(\gamma^{j} X\right)=$ 0 , and so $W_{\gamma}\left(P_{1}, \ldots, P_{s}\right)(X) \cdot \mathbf{a}=0$. This implies that $\operatorname{det}\left(W_{\gamma}\left(P_{1}, \ldots, P_{s}\right)(X)\right)=0$.

Conversely, suppose $\operatorname{det}\left(W_{\gamma}\left(P_{1}, \ldots, P_{s}\right)(X)\right)=0$. Then there exist polynomials $A_{i}(X)$ such that for each $j \in[s]$ :

$$
\sum_{i=0}^{s-1} A_{i}(X) P_{j}\left(\gamma^{i} X\right)=0
$$

Without loss of generality, we may assume the $A_{i}$ do not all share a common factor. Now consider the polynomial $E(X)=X^{q-1}-\gamma$, which happens to be irreducible. We have $X^{q}=\gamma X \bmod E(X)$, and so for each $j \in[s]$ :

$$
\sum_{i=0}^{s-1} A_{i}(X) P_{j}\left(X^{q^{j}}\right)=0 \quad \bmod E(X)
$$

Because $P_{j}(X) \in \mathbb{F}_{q}[X]$, we have $P_{j}\left(X^{q^{j}}\right)=P_{j}(X)^{q^{j}}$. Thus for each $j \in[s]$ :

$$
\sum_{i=0}^{s-1} A_{i}(X) P_{j}(X)^{q^{j}}=0 \quad \bmod E(X)
$$

In fact, we have that for each $P(X) \in \operatorname{span}_{\mathbb{F}_{q}}\left(P_{1}(X), \ldots, P_{s}(X)\right)$ (i.e., the span of the $P_{i}$ 's over $\mathbb{F}_{q}$,

$$
\sum_{i=0}^{s-1} A_{i}(X) P(X)^{q^{j}}=0 \quad \bmod E(X)
$$

Now $\mathbb{F}_{q}[X] /\langle E(X)\rangle \equiv \mathbb{F}_{q^{q-1}}$. Let $A_{i}(X) \bmod E(X)=\alpha_{i} \in \mathbb{F}_{q^{q-1}}$, and note that not all $\alpha_{i}=0$. For $P(X) \in \operatorname{span}_{\mathbb{F}_{q}}\left(P_{1}(X), \ldots, P_{s}(X)\right)$, let $P(X) \bmod E(X)=\beta_{P} \in \mathbb{F}_{q^{q-1}}$. Since $\operatorname{deg}(P)<m \leqslant q-1$ and $\operatorname{deg}(E)=q-1$, all the $\beta_{P}$ are distinct. Defining $Q(Y) \in \mathbb{F}_{q^{q-1}}[Y]$ by:

$$
Q(Y)=\sum_{i=0}^{s-1} \alpha_{i} Y^{q^{i}}
$$

Then $Q(Y)$ is a nonzero polynomial of degree $\leqslant q^{s-1}$ such that for every $P(X) \in \operatorname{span}_{\mathbb{F}_{q}}\left(P_{1}(X), \ldots, P_{s}(X)\right)$, we have $Q\left(\beta_{P}\right)=0$. Thus $\operatorname{span}_{\mathbb{F}_{q}}\left(P_{1}(X), \ldots, P_{s}(X)\right)$ must have size at most $q^{s-1}$, and so $P_{1}, \ldots, P_{s}$ must be linearly dependent over $\mathbb{F}_{q}$.

## B A counterexample

In this appendix we give an example of a collection of subspaces, very closely related to our constructions of subspace designs, that is not a good subspace design.

As in our constructions, identify $\mathbb{F}_{q}^{m+1}$ with $\mathbb{F}_{q}[X]^{\leqslant m}$. Let $t=\varepsilon m$. Let $R_{1}(X), \ldots, R_{M}(X)$ be all the irreducible polynomials of degree $t$. Define

$$
\begin{equation*}
H_{i}=\left\{P(X) \in \mathbb{F}_{q}[X]^{\leqslant m} \mid R_{i}(X) \text { divides } P(X)\right\} \tag{5}
\end{equation*}
$$

Note that each $H_{i}$ has codimension $\varepsilon m$.
Note that our constructions have this general form, though the $R_{i}$ 's are not irreducible. In our basic construction using folded RS codes (Section 4.1), we had $R_{\alpha}=\prod_{i=0}^{t-1}\left(X-\alpha \gamma^{i}\right)$. In the basic construction using multiplicity codes (Section 5.1), we had $R_{\alpha}=(X-\alpha)^{t}$.

We will now show that the above construction (5) need not even be a ( $2, c_{\varepsilon}$ ) weak subspace design.
Let us choose the integer $m$ and the prime power $q$, such that:

1. $(m, q-1)=1$,
2. $m<q$,
3. $\operatorname{ord}_{m}(q)=d \approx \varepsilon m$.

Such $m, q$ can be chosen arbitrarily large as follows. First let $r \approx \frac{1}{\varepsilon}$ be an integer. Choose a large prime $m \equiv 1 \bmod r$ (such a prime $m$ exists by Dirichlet's theorem). Now we have $r^{\prime}=(m-1) / r \approx \varepsilon m$, with $r^{\prime}$ being an integer. Let $a \in \mathbb{Z}_{m}^{*}$ be such that the order of $a$ equals $r^{\prime}$ (such an $a$ exists because $r^{\prime}$ divides $m-1$ ). Now choose a large prime $q \equiv a \bmod m$ (again, such a prime $q$ exists by Dirichlet's theorem). We then have the desired relation between $q$ and $m$.

Now let $W=\operatorname{span}\left\{X^{m}, 1\right\}$, which has dimension 2 . We will show that there exist at least $q$ spaces $H_{i}$ which intersect $W$ nontrivially.

For each $\alpha \in \mathbb{F}_{q}$, the polynomial $X^{m}-\alpha$ is in $W$. We will find an $i \in[M]$ for which $H_{i}$ contains $X^{m}-\alpha$. Since the $X^{m}-\alpha$ are pairwise relatively prime, this will complete the proof.

Let $\beta \in \mathbb{F}_{q}$ be such that $\beta^{m}=\alpha$ (such a $\beta$ exists and is unique since $(m, q-1)=1$, and so the map $x \rightarrow x^{m}$ is a permutation of $\mathbb{F}_{q}$ ).

Let $\omega$ be a primitive $m^{\text {th }}$-root of unity in the algebraic closure of $\mathbb{F}_{q}$. Since $\operatorname{ord}_{m}(q)=d$, we have that $\omega$ lies in $\mathbb{F}_{q^{d}}$.

Now consider the $d$ elements $\beta \cdot \omega, \beta \cdot \omega^{q}, \beta \cdot \omega^{q^{2}}, \ldots, \beta \cdot \omega^{q^{d-1}}$. They are a complete set of conjugates over $\mathbb{F}_{q}$, and distinct, and so there is an irreducible polynomial of degree $d$ which has exactly these $d$ elements as roots. Let $R_{i}(X)$ be that irreducible polynomial. All the $d$ roots of $R_{i}(X)$ are $m^{\text {th }}$ roots of $\alpha$, and so $R_{i}(X)$ divides $X^{m}-\alpha$, and thus $H_{i}$ contains $X^{m}-\alpha$, as desired.
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