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Abstract

Weighted counting problems are a natural generalization of counting problems where
a weight is associated with every computational path and the goal is to compute the sum
of the weights of all paths (instead of computing the number of accepting paths). We
present a structured view on weighted counting by defining several classes that depend on
the range of the function that assigns weights to paths and by showing the relationships
between these different classes. These classes constitute strict generalizations of the usual
counting problems. Weighted counting allows us to easily cast a number of famous com-
plexity theoretic results in its terms, especially for quantum computation. Moreover, these
classes are flexible enough and capture the complexity of various problems in fields such
as probabilistic networks and stochastic combinatorial optimization. Using the weighted
counting terminology and our results, we are able to greatly simplify and answer some
long-standing open questions in those fields.
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1 Introduction

Counting problems play an important role in Computer Science and can be informally defined
as finding the number of solutions (that is, computational paths of polynomial length that
end in an accepting state) of a given combinatorial decision problem. Weighted counting
problems are a natural generalization of counting problems: a weight is associated with every
computational path and the goal is to compute the sum of the weights of all computational
paths. Weighted counting has numerous applications in a wide variety of fields, such as
quantum computation, stochastic combinatorial optimization, probabilistic graphical models,
to name but a few. In many situations it is more natural and more convenient to use weighted
counting problems instead of conventional counting problems. For instance, certain proofs
can be simplified and stated in a more intuitive manner by using weighted counting. It also
offers additional closure properties which do not hold for the conventional counting classes.
Because of that and because the computational complexity of weighted counting is closely
related to that of conventional counting, the former might be preferred to the latter when
studying many computational complexity questions.

In this work, we give compact definitions for different classes of weighted counting prob-
lems, which differ only in the range of their weights. In particular, we study the complexity
of weighted counting problems using natural, integer, rational and real numbers as weights
together with some more restricted cases where weights take values on finite sets such as
{0,1} and {—1,+1}. If one allows only positive integers as weights, it is easy to show that
problems remain in #P, the class of (non-weighted) counting problems. If negative values
are allowed, even if they are integers, then it is not possible anymore to guarantee that the
result is a non-negative value. Therefore, these problems are not in #P for simple techni-
cal reasons. In order to study these cases, we adopt the terminology of #P[1]-equivalence
to indicate that a problem is #P-hard and belongs to FP#P[I], that is, it can be solved by
using at most one call to a #P oracle and by allowing polynomial-time pre-processing of the
input and post-processing of the result from that oracle. Using this terminology, we show
that the problems using weights from the set {—1,1}, and from arbitrary integers, are in fact
#P[1]-equivalent, and also that the decision variants of these weighted counting problems
remain in PP (the class of problems to decide whether the majority of the polynomial-time
computational paths are accepting paths). While some of these results are considered to be
known by the community, we are not aware of an explicit and precise treatment of all relevant
cases.

The weighted counting problems just described are asking to compute results whose size
is always bounded by a polynomial in the input size, but this is not necessarily the case for
weighted counting problems when one allows weights to be taken from rational numbers (and
obviously real numbers yield the same situation). We discuss this issue in detail and show
that even the more general weighted counting problems remain #P[1]-equivalent as long as
the size of the output is polynomially bounded in the input size. The corresponding decision
variants remain in PP in this situation. However, if the size of the output is not bounded
in this way, the problems cannot be #P[1]-equivalent anymore for obvious reasons. In this
case, we show that it is still possible to compute arbitrarily good approximations for these
problems by reducing them to a single call of a #P[1]-equivalent problem. As far as we know,
the situation of the corresponding decision problems remains an open problem.

We also address the relations between complexity classes of weighted counting problems
and those of quantum computation. We show that weighted counting can be used to represent



the acceptance probability of a quantum Turing machine in a very natural way. Based on this
observation, it is possible to derive complexity results regarding quantum computation using
very simplified proofs. For instance, we are able to show that BQP € AWPP using a very
simple and short argumentation (BQP is the class of decision problems that can be solved by a
quantum Turing machine with bounded error probability and AWPP is a quite restricted gap
definable counting class and the best known classical upper bound for BQP). Finally, we give
a short and intuitive proof of the recently published result that quantum Turing machines
with bounded error can be simulated in a time- and space-efficient way using randomized
algorithms with unbounded error that have access to random access memory [38].

We conclude our paper with a detailed discussion of the implications of our results for
problems in other fields such as inferences in probabilistic graphical models and stochastic
combinatorial optimization problems. Using our terminology and results, it is possible to sim-
plify complexity proofs about those problems, and most importantly to close some important
open questions in these fields. Namely, upper bounds for the computational complexity of
various computational tasks related to probabilistic graphical models and two-stage stochastic
combinatorial optimization problems.

2 Counting Problems

Intuitively, problems in NP are related to the question of whether, for a given input, at least
one solution exists (of polynomial size with respect to the input size). In 1979, Valiant [36, 37]
generalized this question: instead of trying to answer if a solution exists, we want to know how
many solutions exist. For this purpose, the complexity class #P has been defined as a class
of functions that count the number of solutions (that is, accepting computational paths) of a
non-deterministic polynomial-time Turing machine. The class #P can be defined as follows.

Definition 1. #P is the class of all functions f : {0,1}* — N which can be expressed in
the form f(x) = [{u: X(x,u) = 1}|, where X(z,u) is a predicate for strings x € {0,1}* and
u € {0,1}P0=D) (where p is some polynomial) that can be verified in polynomial time in the
lengths of x and u.

Since its introduction, #P has been used to characterize the difficulty of counting prob-
lems. For this purpose, central is the role of #P-completeness [36, 37] capturing the com-
putational complexity of the permanent. Many NP-complete problems have corresponding
counting versions that are #P-complete. Surprisingly, also many “easy” problems such as
Perfect Matching are #P-complete in their counting versions. The class #P is very powerful.
Toda [34] showed that the entire polynomial hierarchy (PH) can be solved in polynomial time
using one oracle call to a #P function.

On the negative side, it has been argued that #P might not be the correct class when
we are interested in counting. Indeed #P has some (rather obvious) disadvantages: the class
#P is not closed under some important operations, as for example subtractions. A direct
implication of this fact is that computing the permanent of a matrix with arbitrary integer
entries is not in #P for technical reasons. This has been a motivation behind the introduction
of GapP [16] (intuitively, a class of functions that represent the “gap” between the number
of accepting and rejecting computations of NP machines), where it is claimed that GapP
constitutes a natural alternative to #P (see also [17] for a more systematic study of gap
definability). Indeed, many computations (such as the permanent over arbitrary integers)



outside #P fall now inside GapP. Moreover, GapP inherits the closure properties of #P, such
as addition, multiplication and binomial coefficients, and is additionally also closed under
subtraction [2, 16].

The closest decision problem class to #P is PP, which asks if the majority (more than
half) of the computational paths of a non-deterministic polynomial-time Turing machine
accept. The success of GapP is partially due to its usage to show that PP is closed under
the operation of intersection (among others) [3] and also due to the fact that the definition
of GapP simplifies a number of very important complexity theoretic results. For instance,
Toda’s famous theorem that the entire polynomial hierarchy is contained in P#F1 [34] can be
cast in terms of GapP [35]. Also the very important result that BQP C PP [1] can be greatly
simplified and improved in terms of GapP. In [19], it is shown that PPP@Y = PP using GapP
definable functions. Exploiting GapP once more, the same article shows that BQP C AWPP,
which is currently the best classical upper bound for BQP. Regarding the simulation of a
BQP machine by a randomized, unbounded error machine, the most efficient simulation is
given in a very recent article [38]. We will come back to this discussion in Section 3.2. Despite
the obvious success, it seems that GapP cannot capture the complexity of weighted counting:
every computational path has a weight and we are interested in computing the sum of weights
of all such computational paths, which is precisely the focus of this work.

3 Weighted Counting Problems

In this section we give formal definitions for general weighted counting problems and the
corresponding decision variants. We then use restrictions on these general definitions to
characterize different classes of (weighted) counting problems, including some well-known
complexity classes. Later in the section we discuss properties of these classes and known
relations among them, including results for quantum computation.

Definition 2 (Weighted Counting Problem). We are given a polynomial p and a function
w:{0,1}* x {0,1}* — R that can be approzimated by a polynomial time (in the size of the
first two arguments and the third argument) computable function v : {0,1}* x{0,1}* xN — Z,
such that |w(x,u) — v(z,u,b)/2°| <27 for all x € {0,1}*,u € {0,1}*,b € N. The weighted
counting problem associated with p and w is to compute for x € {0,1}* the function

flz) = Z w(z,u).

u€{0,1}p(lwl)

Here, z is the input to the weighted counting problem and w represents the 2°(*D) many
weights for a given input . With the restriction to w, imposed by the approximation property,
we limit the range of w to efficiently computable numbers as defined in [28]. A similar notation
in the context of quantum computation is used in [38]. For a given rational threshold value
we can then define the corresponding decision problem in the following way.

Definition 3 (Weighted Counting Problem, Decision Variant). We are given a weighted
counting problem defined by a polynomial p and a function w : {0,1}* x {0,1}* — R as well
as a threshold value t € Q. The corresponding decision problem is to decide for x € {0,1}*
whether f(x) >t or not.



As mentioned earlier, weighted counting problems may have different characteristics de-
pending on the set from which weights are taken. For any given set S C R, we define the class
#Pg to consist of all functions f : {0,1}* — R corresponding to weighted counting problems
where the range of w is restricted to S. The class of the corresponding decision problems is
then denoted by PPg. By using this notation, we can define the classes #Po1y, #P 11y
#P, #Py, #Pg and #Pp, as well as the corresponding classes of decision problems PPy 13,
PP( 11y, PPy, PPz, PPg and PPg.

It is easy to see that #Pyq) is equal to #P [36], the class of (non-weighted) counting
problems. The same equality holds for the corresponding classes of decision problems PP g 1y
and PP. Additionally, #P (~1,1) I8 equal to GapP [16], the closure of #P under subtraction
and therefore PP¢_; 1) is equal to the class of decision problems corresponding to GapP.

In the following we further investigate the relations among the other classes of weighted
counting problems and their corresponding decision versions. Before proceeding, we must
define the terminology of #P[1]-equivalence that will be used throughout:

Definition 4. A problem is #P[1]-equivalent if it is #P-hard and belongs to Fp#HQ] (only
one call to the #P oracle is allowed).

It is well-known that logarithmic (in the input size) many calls to a PP oracle are still in
PP, that is, PP = pFPllog] [3, 18]. The corresponding question for #P is open to the best of
our knowledge, in particular it is unknown whether FP#PU ig strictly contained in FP#P[]
[21, 30]. Considering this fact, our results in the following sections are (to some extent) the
best that can be achieved in terms of similarities among these classes.

3.1 Relations among Classes of Weighted Counting Problems

We investigate the relations between different classes of weighted counting problems and their
corresponding decision variants. We first show equality of the classes #P( 1y and #Py;, as well
as equality of the classes #P (—1,1} and #P,. This also implies equality of the corresponding
classes of decision problems, namely of PPy 1y and PPy, and of PP(_; ;3 and PPz. These
results are widely understood as “known” by the community, but to the best of our knowledge
they have never been explicitly stated. Since the range of the functions in #P_; ;, is not
limited to non-negative integers, as it is the case for the functions in #P (0,1} these two
classes cannot be technically equal. Nevertheless, it is possible to show that all these classes
are #P[1]-equivalent.

We later focus on weighted counting problems in #Pg and #Pp as well as on their
corresponding decision variants. We show that the size of the output of weighted counting
problems belonging to these classes is not necessarily polynomially bounded in the input size
(as opposed to the more restricted classes, where this clearly holds). Therefore, it is generally
not possible to give polynomial reductions from problems in #Pg and #Pg to any of the
more restricted classes. As we will see, it is still possible to reduce these problems to one call
of a #P[1]-equivalent problem such that we lose only a small additive approximation error.
This result then implies that #Pg and #Pg are indeed #P[1]-equivalent as long as we focus
on problems whose output is polynomially bounded in the input size. The same holds for the
corresponding decision variants.

To show equality between #P (0,1} and #Py, we make use of the following property. Due
to the definition of the weight function w and its approximation v, we can assure that the
integer part of the weights can always be encoded using polynomially many bits. We then



add this polynomial to the given polynomial p and construct a new weight function using
only weights of 0 and 1, such that the overall sum does not change. We formalize these ideas
in the proof of the following theorem.

Theorem 1. #Pyy 1, = #Py-

Proof. Since problems in #Py 1y are by definition in #Py, we only have to show the other
inclusion. For a weighted counting problem in #Pp defined by a polynomial p and a weight
function w : {0,1}* x {0,1}* — N, we construct the following weighted counting problem
in #Pyq ;3. Take the polynomial p' = p + q, where ¢ is a polynomial bounding the number
of bits required to encode the integer part of the weights of our original problem. Define
w': {0,1}* x {0,1}* — {0,1} by

, {1 if #us < w(z,uq)
w'(z,u) =

0 else,

where wu; are the first p(|z|) bits of u and #us is the number encoded by the last g(|z|) bits of
u. Since the two functions, defined by the original weighted counting problem and the newly
constructed weighted counting problem, are identical, we conclude the proof. O

A similar argument can be used to show the equality of #P;_; 1, and #Py.
Theorem 2. #P(_,,y = #Py.

On the other hand, the classes #P ;3 and #P_, 1y cannot be equal for technical reasons
(their ranges of output are different). Nevertheless, we can give polynomial reductions from
problems of each of these classes to a single call of a problem in the other class. Here we only
sketch a proof, since very similar ideas as for the previous proof are used. To show that we
can reduce problems in #Py; 1y to #P;_; 13, we only have to observe that it is possible to
replace a weight of 0 with two weights of values —1 and 1 (together they sum zero). In order
to reduce to the opposite direction, one can add a value of 1 to every weight in the problem,
obtaining a problem in #Py = #P (0,1} with weights in {0,2}. We can retrieve the result
of the original problem in #P_, ;, by solving this new problem and then subtracting op(l=1)
from the resulting value. We summarize this fact in the following theorem.

Theorem 3. #P;_; 1y = #Py is #P[l]-equivalent.

As already mentioned, the size of the output for problems in #Pg and #Py is not nec-
essarily bounded polynomially in the input size. We treat this issue about the size of the
output in more detail in the appendix, which is summarized by the following result.

Theorem 4. Both #Pg and #Pg are not #P[1]-equivalent. Moreover, they are not in

FP#P | that means they cannot even be solved with a polynomial time algorithm having access
to a #P oracle.

Nevertheless, it is possible to achieve a very good approximation result for problems in
#Pg (and consequently also for those in #Pg). In the following theorem we capture the fact
that we are able to approximate these problems up to a small additive approximation error
using one call to a #P[1]-equivalent problem.



Theorem 5. We are given a weighted counting problem in #Pp defined by a polynomial p
and a function w : {0,1}* x{0,1}* — R as well as a number b € N. The task of approximating
the resulting value of the given problem up to an additive approzimation error of 27 is #P[1]-
equivalent.

Proof. For a given x we can solve the weighted counting problem given by the polynomial
p and the integer weight function given by v where the last parameter is fixed to p(|z|) + b
with one call to a problem in #P;, which is #P[1]-equivalent due to Theorem 3, followed by
a division by 2P(zD+b Tet us call the function computed by this weighted counting problem
as f’. The approximation error of the resulting value with respect to the value obtained by
the original weighted counting problem satisfies

f@)— @ = | Y wawy - Y v(e,up(|a]) +b) /280D

ue{0,1}7(1zD) ue{0,1}7(1D)
< Z ‘w(l‘,u) —v(z, u, p(|x|) +b)/2p(|x‘)+b
ue{0,1}r(z0)
< Z 2o =b < 9=b,
ue{0,1}37(1zD)
which concludes the proof. O

We can now use this result to show that weighted counting problems, for which the output
(even if encoded as a fraction) is bounded polynomially in the input size, are #P[1]-equivalent.

Theorem 6. We are given a weighted counting problem in #Pp defined by a polynomial p and
a function w : {0,1}* x {0,1}* — R. If the size of the output (even encoded as a fraction) is
bounded by a polynomial q(|x|), then the given weighted counting problem is #P[1]-equivalent.

Proof. Using Theorem 5, we compute with a single call to a problem in #P a value f'(x) with
an additive approximation error of at most 2-2¢(#)=2 We know that the actual value f (x)
is within the interval [f/(z) —2724(2D=2_ f/(z) + 2724(2D=2] of size 272¢(I*)=L, In an interval
of this size there is only one rational value which can be encoded by at most ¢(|x|) many bits.
Using the continued fraction expansions of the two interval endpoints we are able to retrieve
this rational value efficiently [22]. O

A similar result also holds for the corresponding decision variants. In the following theorem
we show that if the size of the output is bounded polynomially in the input size, the decision
variant of our weighted counting problem is in fact in PP.

Theorem 7. We are given the decision variant of a weighted counting problem in PPgr defined
by a polynomial p, a function w : {0,1}* x {0,1}* — R and a threshold value t € Q. If the
size of the output (even encoded as a fraction) is bounded by a polynomial q(|x|), then the
problem is in PP.

Proof. This proof is also based on Theorem 5. As in the previous proof, we show that we
can transform our problem to a problem with integer weights, such that the result of this



problem divided by a certain integer gives us a good approximation for our original problem.
Here we need two additional properties. First, we want to use an approximation from above,
that means an approximation which is always at least as large as the exact value. In this
way the approximate result is not smaller than the given threshold value if the exact result
is not smaller than the given threshold. Second, we set the accuracy of our approximation
such that the approximate value remains smaller than the given threshold value if the exact
value is smaller than the threshold value. We can do this efficiently, since there is a certain
gap between rational values whose denominators are bounded.

Take the function v : {0,1}* x {0,1}* x N — Z from Definition 2 in order to obtain a
one-side approximation for the weights. For this purpose, simply compute one additional bit
using the two-side approximation given by v and shift the result accordingly. In this way,
the time bounds are not changed and yet we obtain a function v’ : {0,1}* x {0,1}* x N — Z
which approximates the weights and satisfies 0 < v'(z,u,b)/2" — w(z,u) < 27° for all z €
{0,1}*,u € {0,1}*,b € N.

For a given ¢ € N, we can create the following problem in PPy. Take the same polynomial
p as for the given problem. Additionally, take v'(-, -, p(|x|) 4+ ¢) as the integer weight function
and ¢/ = t2P(ZD+¢ a5 the threshold value. Since the approximation error of the weights is
always to the same side, it is easy to verify the following property: if the actual result of
the original problem is at least as large as the threshold value ¢, then the result of the new
problem is at least as large as the new threshold value .

It remains to show that if the actual resulting value of the original problem is smaller
than ¢, then the resulting value of the new problem is also smaller than /. This can be
achieved by using an appropriate accuracy for the approximation, namely a value of ¢ =
q(|z|) + [log |denominator(¢)|] + 1, where denominator(t) is the denominator of the threshold
value t. The result of the new problem divided by 2P(#D+¢ approximates the actual value
with an one-side error of at most 27¢. If the actual result of the original problem is smaller
than ¢, then it differs from ¢ by at least 27¢t! since the encoding of the denominator of the
resulting value is bounded by ¢(|z|). The approximation of the actual result with an error of
at most 27¢ is certainly smaller than ¢ and therefore the result of the new problem is smaller
than #'.

This concludes the proof, since we have shown that we can polynomially reduce the original
problem to a singe call of a problem in PPy = PP. O

For problems in #Pg and #Pp, these results are probably the best we can hope to obtain,
because problems where the size of the output (which inevitable has to be computed) is not
polynomially bounded in the input size cannot be #P[1]-equivalent. The situation for the
corresponding problems in PPg and PPgr might be different and remains an open problem.
Furthermore, weighted counting problems generalize the closure properties of functions in #P
and GapP. In addition to the closure properties of functions in GapP, weighted counting is
for example also closed under certain linear combinations using rational and even efficiently
computable real coeflicients.

3.2 Quantum Computation

In this section we investigate the relationship between weighted counting and quantum com-
putation. The most common computational model for quantum computations is the quantum
Turing machine. Such a Turing machine is similar to a probabilistic Turing machine. Instead



of (positive) transition probabilities, which preserve the L; norm, quantum Turing machines
use transition amplitudes, which are complex numbers that preserve the Lo norm. During the
execution of a probabilistic Turing machine, the machine is at any point of time in exactly
one state (according to the underlying probability distribution). The situation for quantum
Turing machines is different. The machine is in a superposition of different states, whose
probabilities are defined as the squares of their amplitudes. The exact nature of the state
can only be determined through measurements. Such measurements are performed at the
end of the computation to reveal the result, but also intermediate measurements are possi-
ble. Measuring certain bits destroys the superposition of states in the following sense. Only
states which are compatible with the outcome of the measurement survive and the ampli-
tudes change accordingly to preserve the Lo norm. The acceptance probability of a quantum
Turing machine on a given input is the probability with which the final measurements reveal
an accepting configuration.

We begin this section by showing that the acceptance probability of a quantum Turing
machine can be represented using weighted counting. If there are no intermediate measure-
ments, then the acceptance probability of the given quantum Turing machine is the sum of
the acceptance probabilities for accepting configurations. The acceptance probability for an
accepting configuration is the absolute square of its amplitude and its amplitude is the sum
of the amplitudes of computational paths leading to this state. Finally, we can efficiently
compute the amplitude of a given computational path of the quantum Turing machine to any
precision we need. The key observation is that we can now express the overall acceptance
probability by summing over all pairs of computational paths. We call two computational
paths compatible if they arrive at the same accepting configuration. The weight for a pair
of computational paths that are compatible is the real part of the product of the amplitude
of the first computational path and the complex conjugate of the amplitude of the second
computational path. Here we are allowed to consider only the real part of that product,
since the imaginary parts cancel each other out over the whole sum. The weight for a pair of
non-compatible computational paths is just 0. To allow intermediate measurements, we have
to slightly modify the definition of compatible computational paths, but the underlying idea
does not change. In the following we state our result in a more formal way.

Theorem 8. For a given polynomial time quantum Turing machine, the task of computing
the acceptance probability on any input is a weighted counting problem in #Pg.

Proof. We first focus on polynomial time quantum Turing machines without intermediate
measurements. After that we show how the result can be extended to the more general case.

Let M be a quantum Turing machine without intermediate measurements and whose
computational time is bounded from above by a polynomial ¢. For a given input z, let us
denote the set of possible final configurations of M by C' and the set of possible computational
paths by P. Note that the cardinality of both sets are at most exponential in the input
length and that elements from these sets can be efficiently enumerated. The amplitude for a
configuration ¢ € C' is denoted by a. and the amplitude for a computational path p € P is
denoted by a,. We can then write the acceptance probability of M for the given input x in
the following way (we use the notation p; ~ py to indicate that two computational paths p;
and py arrive at the same accepting configuration).



Pr(M accepts z) = Z ’az’ = Z Z ap

ceC ceC peP
arriving at ¢

= E : E : Qp, Gpy

ceC p1,p2 € P
both arriving at ¢

= Z ap,ap, = Z Re (ap, ap,)

p1,p2 € P p1,p2 € P
p1~p2 p1~p2

To compute the acceptance probability, we have to sum over all pairs of computational
paths. If two computational paths arrive at the same accepting configuration, we call them
compatible. The weight for two compatible computational paths is the real part of the product
of the amplitude of the first path with the complex conjugate of the amplitude of the second
part. The weight for two non-compatible paths is just 0. To approximate the product of the
amplitudes of two computational paths up to a specified precision, we just have to multiply
the transition amplitudes between all the computational steps of the two paths with a certain
precision. That means we can express the acceptance probability of M as a weighted counting
problem.

Now we still have to show that the result also holds if we allow intermediate measurements.
For this purpose we have to adapt our definition of compatible computational paths. We
now say that two computational paths are compatible if they arrive at the same accepting
configuration and if they have the same results for intermediate measurements. We capture
this extended definition of two compatible computational paths p; and ps by the same notation
of p1 ~ ps. The general formula is then

Pr(M accepts ) = Z Re (ap, ap,) -

p1,p2 € P
p1~p2

To show that this formula is indeed correct, we postpone the intermediate measurements
using a standard technique. Here instead of an intermediate measurement, a CNOT operation
is performed on the bits that have to be measured and special ancilla bits. Then at the very
end a measurement on the ancilla bits is performed. We call this quantum Turing machine
M'. M and M’ have the same acceptance probabilities and in particular they accept the
same language. Now our extended definition of compatible computational paths respects the
following property: Two computational paths are compatible for M according to our extended
definition if and only if the corresponding two computational paths are compatible for M’
according the basic definition. This shows that our result also holds for the more general case
in which intermediate measurements are allowed. O

Please note, that we do not impose any assumptions about the quantum Turing machines
in the previous proof. In particular, we do not impose any restrictions on the transition
amplitudes or on the measurements used. Based on Theorem 8, we are now able to give
extremely short and intuitive proofs of the well-known facts that BQP € PP and (the stronger
version) that BQP € AWPP.
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Definition 5. A language L is in BQP if it can be decided by a polynomial time quantum
Turing machine with an error probability of at most 1/3.

Theorem 9. BQP € PP.

Proof. For any given language L € BQP, there exists a bounded error quantum Turing
machine M which decides L. We can now apply Theorem 8 to M and obtain a weighted
counting problem approximating the acceptance probabilities of M. The (approximative)
decision version corresponding to this weighted counting problem is in PP and can be used
to decide L due to the gap between the acceptance probabilities for words inside and outside
the language. O

For the second proof we need an alternative definition of the complexity class AWPP. In
[15] the following definition for AWPP is given.

Definition 6. A language L is in AWPP if and only if there exists a polynomial p and a
GapP function g such that, for all x € ¥*,

reLl = 1—c<gx)/2P <1,

x¢L = 0<g(x)/2P <c,

where p = p(|z|) and c is a constant smaller than 1/2.
We now give an equivalent definition based on weighted counting.

Theorem 10. A language L is in AWPP if and only if there exists a function g corresponding
to a weighted counting problem such that, for all x € ¥*,

rel = 1-c<g(x)<1,
r¢ L = 0<gx)<c,

where ¢ is a constant smaller than 1/2.

Proof. Due to Definition 6, it is clear that for a language L € AWPP there exists a function g
corresponding to a weighted counting problem with the above properties. Now let us assume
that the above properties are fulfilled for a function g corresponding to a weighted counting
problem. We can approximate the weighted counting problem using a GapP function and a
power of 2 as a scaling factor. For a sufficiently good approximation we are then able to fulfill
the requirements of Definition 6 with a constant smaller than 1/2. O

This alternative definition can now be used for a simplified proof of BQP € AWPP.
Theorem 11. BQP € AWPP.

Proof. For any given language L € BQP, there exists a bounded error quantum Turing
machine M which decides L. By applying Theorem 8 to M, we obtain a weighted counting
problem approximating the acceptance probability of M. Since M has a bounded error
probability, we can show L € AWPP due to Theorem 10. O

11



Using the framework of weighted counting, it might be also possible to give simplified
proofs for other results in the field of quantum computation. As an example, we give a
shorter proof for a recent result [38] in the remaining part of this section. In [38], it is shown
among other results that quantum Turing machines with bounded error can be simulated in
a time- and space-efficient way using randomized algorithms with unbounded error that have
access to random access memory. The most important version of this result has been stated
in the following way.

Theorem 12 (Randomized Simulation, Theorem 1.1 in [38]). Every language solvable by a
bounded-error quantum algorithm running in time t > logn and space s > logn with algebraic
transition amplitudes is also solvable by an unbounded-error randomized algorithm running
in time O(tlogt) and space O(s+logt), provided t and s are constructible by a deterministic
algorithm with the latter time and space bounds.

Proof. Let M be a given quantum Turing machine. We use again the formulation of the
acceptance probability as a weighted counting problem:

Pr(M accepts ) = Z Re (ap, ap,) -
p1,p2 € P
pi1~p2

Based on this formulation, we can easily build a randomized algorithm with unbounded
error: the problem of computing the acceptance probability of M is in #Pgr. The corre-
sponding decision version is in PPr and a proper approximation resides in PP, which is a
randomized algorithm with unbounded error. To show the desired time and space bounds, we
have to bound the running time and the space used for the computation of each of the sum-
mands. For this purpose, one can use approximations of the constant number of transition
amplitudes of M with a precision of O(logt) bits. According to [5], the resulting quantum
Turing machine is a good approximation to M. Note that the result was originally stated for
quantum Turing machines without intermediate measurements, but with a similar argument
as in the proof of Theorem 8, this result can be extended to the more general case. We now
continue our investigations with this machine. We basically follow the proof of [38], but we
employ our new terminology, which can help some passages to be stated in a much simpler
way.

In a preprocessing step, we compute the (constant number of) transition amplitudes of
M up to a precision of O(logt) bits. This can be done for algebraic transition amplitudes
in a computational time of O(polylog(t)) and space O(logt). Due to the random access
of the randomized machine, we can retrieve these values efficiently later whenever they are
required. Now the idea is to simulate all pairs of computational paths in parallel, step by
step. Again due to the random access of the randomized machine, we can jump between the
two computational paths without an additional overhead. For the moment we additionally
keep track of the transition amplitudes of the paths. This causes some overhead that would
invalidate the overall results, but we demonstrate how to avoid such overhead later. Whenever
a quantum measurement occurs, we check if the two computational paths would result in the
same measurement. If this is indeed the case, then we continue with the simulation, otherwise
we stop and assign to this path a weight of 0. At the end, we check if both paths have arrived
at the same accepting configuration. If that is the case, then we assign the real part of the
product of the amplitude of the first path with the complex conjugate of the amplitude of the
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second part as the weight, otherwise we use a weight of 0. The resulting randomized algorithm
shows the desired behavior, but does not respect the required time and space bounds due to
the overhead needed to keep track of the transition amplitudes of the two computational
paths. In the following we show how to fix this issue.

In order to avoid the overhead needed to keep track of the transition amplitudes of the
two computational paths, one must realize that it is not even necessary to keep track of
the weights throughout the whole computation. Instead, we may split the amplitudes in
positive/negative and real /imaginary parts and perform random branchings at every compu-
tational step, instead of multiplying with the transition amplitudes. For that to work, the
resulting weights of all the paths have to be adapted accordingly. If we look at time and space
requirements of this approach, we see that, at each computational step, we have to generate
O(logt) random bits for the branching, which results in a computational time of O(tlogt)
and a space of O(s + logt), as desired. O

We shall emphasize that these bounds rely heavily on the fact that random access to
memory is granted to the randomized algorithm. Otherwise, we would obtain slightly weaker
bounds for the general case. With a more elaborate approach it would still be possible
to obtain the same bounds without random access to memory if the number of quantum
measurements is O((logt)?). In this case, we have to move the pre-computed transition
amplitudes during the simulation process to be always able to access them efficiently. This
approach does not yield any overhead. Additionally, we simulate each of the computational
paths until O(logt) measurements occur. We must keep track of the measurement results
and switch to the other path. In total, there are at most O(logt) switches which cause a time
overhead of O(s), which can be bounded from above by O(t).

3.3 Related work

There are some results concerning weighted counting complexity for specific problems. How-
ever, to the best of our knowledge, there is no systematic discussion on the aforementioned
classes in the literature so far. For example, in the classical “textbook” proof that computing
the permanent of a matrix M € Z"*" is #P[1]-equivalent (using our notation) [4], first a
reduction to the computation of the permanent of another matrix M’ € ZZ§" is performed,
and from there a reduction to the computation of the permanent of a matrix M"” with 0/1
entries is shown. This is an example of an specific counting problem over arbitrary integers
that has been reduced to a classic 0/1 counting problem.

In another line of research, the complexity of counting versions of Constraint Satisfiability
Problems (CSP) were investigated. A CSP can be formulated as follows: Let D be an
arbitrary finite set called the domain set. Let R = {R1, Ry, ..., R} be an arbitrary finite set
of relations on D. Each R; has an arity n; € N. As input we have variables x1, ..., x, over D,
and a collection of constraints R € R, each applied to a sequence of variables. The question
is whether there is an assignment that satisfies all the constraints and the corresponding
counting version asks to compute the number of satisfying assignments. In other words,
one could identify each R € R with a binary valued function ¢(R). Then a counting CSP
problem can be seen as the evaluation of the following so-called partition function on an input
instance I, P(I) = >_, cp [Iser f(2ir, ... @i, ), where f has arity r and is applied to variables
Tiyy. -, &i,.. Of course if f is 0/1 valued, this counts the number of solutions. If ¢ can take
arbitrary values, then we have a weighted CSP problem. See for example [7] and [12].
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Feder and Vardi [14] conjectured that a CSP over constraints R is either in P or NP-hard.
This is a major open problem in the TCS community. In a very recent breakthrough, Cai
and Chen [9] proved a dichotomy theorem for the counting versions of CSPs over complex
weights: Given any finite D and any finite set of constraint functions F, where f; : D™ — C,
the problem of computing the partition function P(I) is either in P or #P-hard. On the
negative side, the criteria are not known to be computable, but still the dichotomy exists.
See also [12, 10, 7] for earlier results in the same line of research. Another similar dichotomy
conjecture, but yet to be proved, exists for #CSP, namely that any #CSP problem is either
in FP or #P-hard, which are in some sense the analogues of P and NP for counting problems.
See [8] for some partial results regarding this conjecture.

Another related result appears in the (also very recent) work of of Bléser and Curticapean
[6], in which the #W][1]-hardness of the weighted counting of all k-matchings in a bipartite
graph has been shown. Here, the weight of a matching is simply the product of the weights
of the edges that constitute this matching.

In yet another line of research, and more relevant to our study, an important class of
weighted counting problems has been defined by Goldberg and Jerrum [20].! This is the
class of functions f : ¥* — Q over a domain ¥ that can be written as the division of a
#P function by an integer value computable in polynomial time. This class was used to
classify the complexity of approximating the value of the Tutte polynomials of a graph that
takes as argument arbitrary rational numbers. The Tutte polynomial of a given graph G is
a two-variable polynomial Tz (z,y). Usually, the arguments x, y are integers (not necessarily
positive), but the authors were interested in the most general case where x,y are arbitrary
rationals. Tutte polynomials can encode a large number of interesting graph theoretic prop-
erties. For example, given a graph G, T'(1,1) counts the number of spanning trees in G,
T(2,1) counts the number of forests in G, and so on. Tutte polynomials are also very closely
connected to chromatic polynomials, flow polynomials, etc. This class is a strict subclass of
the class #Pq defined here earlier. The complexity of exactly evaluating the Tutte polyno-
mial is #P-hard [23], except for some threshold cases. The authors of this latter work were
interested in some dichotomy results and they significantly widened the cases where there
exists a Fully Polynomial-time Randomized Approximation Scheme (FPRAS) for T¢(x,y), as
well as showed that some other particular cases do not have a FPRAS (modulo RP # NP).

4 Applications of Weighted Counting

In this section we take our previous discussions and results into two very relevant problems.
First we discuss on inferences in the so called probabilistic graphical models, which appear in
abundance in artificial intelligence, data mining and machine learning. Then we talk about
stochastic combinatorial optimization problems, which represent a very important class of
problems in operations research, with applications in numerous fields. Our approach focuses
on using the complexity results presented so far to simplify or even to prove new complexity
results for this problems.

L This class was also denoted by #Pg in their work. As discussed above, it is strictly included in the class
#Pg defined in this work. In any case, throughout the whole paper #Pg, always refers to the class of weighted
counting problems with rational weights defined in this work and there should not be any danger of confusion.
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4.1 Probabilistic Graphical Models

We present an application of our results to prove that predictive inferences in probabilistic
graphical models (and especially in Bayesian networks [24, 29]) is #P[1]-equivalent (predictive
inferences are also called belief updating in this context). Historically, the community working
with probabilistic graphical models has been used to cite papers that only partially resolve
this question [26, 27, 32]. The most cited work is due to Roth [32], where hardness for #P
is demonstrated, but membership is only superficially discussed and no formal proof is given.
This issue is acknowledged many years later by Kwisthout [25], who in an attempt to close
this question proves that predictive inference is in the so-called #P modulo normalization
class. This situation is indeed inevitable, because the output here should be a probability
value, so the problem cannot be in #P for obvious technical reasons. However, using our
terminology and results, we can state that such problems are #P[1]-equivalent. By applying
Theorem 6, we obtain a simple alternative (and yet more powerful) proof than [25], as we
discuss in the sequel of this section.

Let J = {1,...,n} and X7 = (X1,...,X,) be a vector of discrete random variables,
Ji, ..., Im be a collection of index sets satisfying J; U--- U J, =T, and P={¢1,...,dn} be
a set of functions over vectors X 7,,..., X7, to non-negative rational numbers, respectively.
We call P a probabilistic graphical model for X 7 if the functions in P specify a joint probability
distribution over assignments zs € X 7 by

1
Pr(Xg=27) =~ I ¢i=2),
ie{1,...,m}

where Z=3", cx [licq1,. .m} ®i(z7,) is a normalizing value known as the partition function
(this is somewhat similar to the definition used earlier for CSPs). By default, the functions
in P are assumed to be given by explicit tables with the mapping from elements = 7 to non-
negative rationals. When that is not the case, then we will assume that functions in P can be
approximately computed as described in Theorem 5. In this case, we call the models using
such functions P as generalized probabilistic graphical models (this is an extension of the usual
definition commonly found in the literature [24] in order to allow more elaborate functions).
Note that the well-known Bayesian networks [29] are nicely encompassed as subcase. A
Bayesian network is a probabilistic graphical model that satisfies the following properties: (i)
it has exactly one ¢; for each Xj;; (ii) J; must be such that ¢ € J;, and such that j ¢ 7,
whenever j > i; (iii) Y, v, ¢i(r7) = 1. Such restrictions naturally imply Z = 1 and induce
conditional stochastic independences among variables X 7 of the domain.

The predictive inference task can be succinctly defined as: given P, compute Z. In fact,
this is also known as the partition function computation, which turns out to be a general task
that can be used to compute the probability value Pr(X ;s =z /) for any event z 7/ of interest:
One has simply to take their specification of the probabilistic graphical model and include
into it the indicator functions [];c 7/ ¢s;(X; = ;). It is not hard to check that Z equals to
Pr(X s =z ) for a Bayesian network that is extended with these new indicator functions.
Because of that, we call this probabilistic graphical model where Z equals to a probability
value of interest as queried Bayesian network.

The complexity of predictive inference depends on how the input is encoded. When all
functions in P are given by numbers directly encoded in the input, it is easy to show that the
output has size that is polynomial in the input size (one could multiply all rational numbers
in the input by their least common multiple in order to achieve an input defined solely by
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integers — this is done in polynomial time because all numbers are explicitly given). Hence
the following theorem holds for any probabilistic graphical model, including queried Bayesian
networks.

Theorem 13. Given a probabilistic graphical model defined by P, the predictive inference
(a.k.a. computation of the partition function) is #P[1]-equivalent.

In the case of the generalized probabilistic graphical models, where there are no restrictions
on the input functions besides those of Theorem 5, we might end up with a large output size,
but we can nevertheless show membership in #Pg, which is straightforward.

Theorem 14. Given a generalized probabilistic graphical model defined by P, the predictive
inference is in #Pg.

Proof. Take the computation paths to correspond to values z7 € X7 and define the weight
w of a path x5 to be the product ], ¢;(x7,) of rational functions in P. The sum of rational
weights gives exactly the desired value of Z. O

Regarding the decision version of predictive inference, where one queries whether Z is
greater than a given threshold, the membership in PP is often attributed to Littman et
al. [26], where pertinence of a similar (yet not equal) problem, namely probabilistic acyclic
planning, is shown by the construction of a non-deterministic Turing machine with probability
of acceptance greater than half. Such result, if manipulated properly, implies membership
for the predictive inference in probabilistic graphical models too, but it is valid only in cases
where the encoding of the instances satisfy some (restrictive) properties. This issue makes
that result only partially satisfactory. Recently, Kwisthout [25] settles the membership of
predictive inference in PP for queried Bayesian networks, but it does not extend to the
generality of probabilistic graphical models as defined here. Hence, we obtain a stronger
membership result, because we require only the output size to be polynomially bounded in
the input size. Moreover, this is not restricted to queried Bayesian networks but works for any
probabilistic graphical model, including those with functions that are parametric and shortly
encoded (as long as they can be well approximated in polynomial time). In summary, our
results lead to a simple proof that generalizes previous results for this problem [11, 25, 26, 27].

Theorem 15. Given a generalized probabilistic graphical model defined by P such that its
output size is known to be polynomial in the input size, the decision version of predictive
inference is in PP.

Proof. By applying Theorems 14 and 7, the result follows. O

4.2 Stochastic Combinatorial Optimization

In this section we present another application of our results, this time in the context of
discrete two-stage stochastic combinatorial optimization problems [33]. Dyer and Stougie
[13] have shown that discrete two-stage stochastic combinatorial optimization problems are
#P-hard in general. In order to obtain this result, they make use of some artificial stochastic
combinatorial optimization problems. The result has then been strengthened in [39], where
#P-hardness has been shown for a practically relevant stochastic vehicle routing problem.
These results are both imposing lower bounds on the computational complexity of stochastic
combinatorial optimization problems. Here we complement them with upper bounds for the
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computational complexity of many tasks related to discrete two-stage stochastic combinatorial
optimization problems.

Two-stage stochastic combinatorial optimization problems contain uncertainty in terms
of stochastic data in their problem formulation. This uncertainty can for example be given
by probability distributions over events of the domain. We call a specific realization of the
random events a scenario and we assume that the number of different scenarios is bounded
exponentially in the input size. We further assume that these scenarios can be enumerated
efficiently and that the probability that a given scenario occurs can be computed in polynomial
time. In the first stage a decision is made solely based on the given information, without
knowing the actual realizations of the random events. This first-stage decision imposes certain
costs. In the second stage, after the realization of the random events is revealed, another
decision has to be taken based on the first-stage decision and on the revealed information.
This second-stage decision can for example be used to guarantee feasibility of the final solution
or to react to certain random events. The second-stage decision causes additional costs
which are usually called recourse costs. The overall goal is to find a solution for the given
two-stage stochastic combinatorial optimization problem which minimizes the total expected
costs, which is defined by the costs of the first-stage decision plus the expected costs of the
second-stage decision.

In this context the actual solution for a two-stage stochastic combinatorial optimization
problems is usually the first-stage decision. This will become more clear with the following
additional assumptions. Assume now that the costs for a first-stage decision can be computed
in polynomial time and that for a given first-stage decision and a given scenario the corre-
sponding recourse costs can also be computed in polynomial time. Given a solution we can
compute the expected costs in the following way. By definition we are able to compute the
costs imposed by the first-stage decision in polynomial time. We then enumerate the at most
exponentially many scenarios and add to the total costs for each scenario the recourse costs
of this scenario multiplied with the probability that this scenario occurs. Using Theorem 5
we can prove the following result for the evaluation of solutions.

Theorem 16. We are given a discrete two-stage stochastic combinatorial optimization prob-
lem (respecting our assumptions) and a value b € N. The task of computing the expected costs
for a solution up to an additive error of 27° is #P[1]-equivalent.

For most of the discrete two-stage stochastic combinatorial optimization problems it holds
that the expected costs for any solution can be encoded using at most polynomially many
bits in the input size. In fact, we are not aware of any problem of practical relevance in which
this is not the case. Using this additional assumption we can prove the following results.

Theorem 17. We are given a discrete two-stage stochastic combinatorial optimization prob-
lem (respecting our extended assumptions). Then the following results regarding the compu-
tational complexity of different computational tasks related to the given problem hold:

(i) The task of computing the expected costs for a solution is #P[1]-equivalent.
(ii) The problem of deciding if a given solution has expected costs of at most t € Q is in PP.

(iii) The problem of deciding if a solution with expected costs bounded by t € Q exists is in
N p#F,
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(iv) The problem of computing a solution with minimum expected costs can be solved in
polynomial time with access to an NP#PI oracle.

These results open some interesting paths for further research. First of all, they describe
upper bounds for the complexity of various computational tasks related to two-stage stochastic
combinatorial optimization. In [39], it has already been shown that the upper bound of the
first result in Theorem 17 is tight for a practically relevant problem. It remains to answer
whether there are also practically relevant problems whose decision/optimization variants
match the corresponding upper bounds given here.

5 Conclusions

We have presented a structured view on weighted counting. We have shown that weighted
counting problems are a natural generalization of counting problems and that in many cases
the computational complexity of weighted counting problems corresponds to that of conven-
tional counting problems. The computational complexity of decision problems in PPg and
PPg, where the size of the output is not necessarily polynomially bounded in the input size,
remains an interesting open problem. As for conventional counting problems, it is also of
great interest to improve our understanding of the (polynomial time) approximability and
inapproximability of weighted counting problems.

Additionally, we have seen that weighted counting problems arise in many different fields.
Using the framework of weighted counting we could give more intuitive and simpler proofs
for known results in quantum computation. We could even obtain new results regarding
probabilistic graphical models and two-stage stochastic combinatorial optimization based on
weighted counting. Finally, we believe that our results regarding weighted counting have many
more applications in other situations and fields and we hope that our structured approach to
weighted counting might help in revealing such relations in the near future.
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A The Size of the Output of Problems in #Py and #Py

In this appendix we show that for weighted counting problems in #Pq (and therefore also
for weighted counting problems in #Pp) the size of the output, encoded as a fraction, is not
necessarily bounded by a polynomial in the input size. We focus on the following simple
problem. According to Definition 2, take the polynomial p to be the identity function and
take the weight function w : {0,1}* x {0,1}* — Q such that

(2,u) 1/(#u+1), if#u+1e€Pand #u <z
w(z,u) =
0, otherwise.

Here #u is the number represented by the bitstring v and P is the set of prime numbers.
Note that this function fulfills the approximation properties of Definition 2. For a given input
x € N of size [log x|, the task is to compute the value

fay=>1p=|> 1[I «|/Il»

peP peP q€eP peP
p<z p<z q<z,q#p p<z

Note that this fraction cannot be simplified. The only numbers that divide the denomi-
nator are prime numbers of value at most x. Each of these prime numbers divides all parts
of the sum except one and therefore it does not divide the whole sum.

To show that the result cannot be represented efficiently with respect to the input size,
we show that it is not possible to represent the denominator efficiently with respect to the
input size. For this purpose we present a lower bound for the product of all prime numbers
between z/e and x for sufficiently large x. Using this lower bound we can then bound the
whole product appearing in the denominator of the output from below.

Lemma 1. The number of prime numbers between x/e and x is bounded from below by
x/(3Inx) for sufficiently large x.

Proof. Let m(z) denote the prime-counting function. Due to [31], we have for z > 17 that

i an T \r/e /
m(a) > — and  w(z/e) < 125506, nte/a"

For the number of prime numbers between x/e and = we then have

x x/e x x/e 1 x
- — — 1.25506 19550645 5 - T
m(@) = mlw/e) > Inz In(z/e) " Tne 3/4-Inzx Z 3w
Hence our claim holds for sufficiently large x. O

This means that the product of all the prime numbers between z/e and z is bounded
from below by (z/ e)x/ (3Inz) - Unfortunately, this value is doubly exponential in the input size
of [logz] and a representation of this value would require exponentially many bits in the
input size. Note that the result computed by a conventional counting problem or a counting
problem using integer weights can always be represented using only polynomially many bits in
the input size. Hence, a polynomial reduction between these classes can not exist in general.
This result is summarized by Theorem 4 in this paper.
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