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Abstract

An affine-invariant property over a finite field is a property of functions over \( F_p^n \) that is closed under all affine transformations of the domain. This class of properties includes such well-known beasts as low-degree polynomials, polynomials that nontrivially factor, and functions of low spectral norm. The last few years has seen rapid progress in characterizing the affine-invariant properties which are testable with a constant number of queries. We survey the current state of this project.

1 What Is Property Testing?

A scientific experiment takes as input an unknown object, and it aims to determine whether or not a certain statement about the object holds true. Often, it’s not feasible to decide whether the statement is exactly true or not, and the experimenter is satisfied with knowing whether the statement is “approximately true” for the object. The experiment consists of making certain kinds of measurements on the object, and one usually wants to minimize the number of measurements needed to reach a conclusion. Property testing is an algorithmic formalization of this basic scientific endeavor.

Let \( O \) be a set of objects, and let \( P \) be the subset of \( O \) that satisfies a certain desirable property. Given an unknown object \( o \in O \), we wish to know whether \( o \) is “close to being a member of \( P \)” by making a small number of “measurements” on \( o \). To make this precise, introduce a distance function \( \text{dist} \) between pairs of objects in \( O \) and a query model that specifies what the possible queries (measurements) into \( o \) are and how each query reveals information about \( o \). Then, for a given parameter \( \varepsilon > 0 \) that parameterizes the level of approximation and a positive integer \( q \), an \((\varepsilon, q)\)-tester for \( P \) is an algorithm \( A \) that makes \( q \) queries into an unknown input \( o \), outputs YES if \( o \) is in \( P \) and NO if \( \text{dist}(o, o') > \varepsilon \) for every \( o' \) in \( P \). That is, if the algorithm \( A \) outputs YES, then there is a guarantee that \( \text{dist}(o, o') \leq \varepsilon \) for some \( o' \) in \( P \), and hence, \( P \) approximately holds true for \( o \).

An example will help illustrate the notion. Suppose we are presented with an unknown graph (e.g., the Facebook friend graph), and we want to test the hypothesis \( P \) that there are no six nodes which induce \( K_{3,3} \) as a subgraph. Say the query model is that we can ask if there exists an edge between any two nodes. And the distance function \( \text{dist} \) is defined as: \( \text{dist}(G, G') = |E(G) \Delta E(G')|/\binom{n}{2} \), where \( G \) and \( G' \) are two graphs on \( n \) vertices and \( E(G) \Delta E(G') \) is the symmetric difference between the edge sets of \( G \) and \( G' \). Now suppose \( A \) is an \((\varepsilon, q)\)-tester for \( P \), and we run \( A \) on the input graph \( G \). We have that if \( A \) outputs YES, then \( G \) is approximately \( K_{3,3} \)-free, in the sense that only \( \varepsilon \binom{n}{2} \) edges can be added to/removed from \( G \) to make it free of \( K_{3,3} \) induced subgraphs. Also, if \( A \) outputs NO, then there exist six nodes which induce a \( K_{3,3} \). Moreover, \( A \) only examines \( q \) pairs of nodes before making its decision.

* A version of this article will appear in the SIGACT News Complexity Theory Column.

1 Well, not completely unknown. The experimenter usually already has some partial information about the object.

2 The algorithm is randomized, and the output guarantees hold with constant probability over the randomness of the algorithm. We give a precise definition later.
Property testing as a subject in this generality was introduced by Goldreich, Goldwasser and Ron [GGR98]. However, it was preceded by some very influential works that treated algebraic properties of functions, such as linear functions and low-degree multivariate polynomials. This line of study began with the seminal work of Blum, Luby and Rubinfeld [BLR93] on testing linearity. This work was extended by Rubinfeld and Sudan [RS96], where the testing question was first explicitly asked in the context of program checking. Around the same time, Babai, Fortnow and Lund [BFL91] also studied similar problems as part of their work on \( \text{MIP} = \text{NEXP} \). These works are all related to the PCP Theorem, and an important technical component in these works is the analysis of testers for algebraic properties. We recommend to the reader the surveys [Fis04, Rub06, Ron09, RS11] for a general overview of property testing.

2 Testability and Invariances

A property \( P \) is called testable if for every \( \varepsilon \), there exists an \((\varepsilon, q)\)-tester for \( P \) such that the query complexity \( q \) is independent of the size of the input. Thus, if a property is testable, even when the input grows unbounded in size, the complexity of the tester is bounded.

The most classical example of a testable property perhaps is majority. Here, the input is an arbitrary function \( f : [n] \rightarrow \{0, 1\} \), and the property \( P \) to be tested is satisfied by \( f \) only when \( f(x) = 1 \) for at least \( n/2 \) values of \( x \). A tester can query \( f \) on any element of \([n]\). Also, the distance between two functions \( f \) and \( g \) is defined to just be the fraction of \([n]\) on which they differ. A standard analysis then shows that the algorithm which samples \( q = O(1/\varepsilon^2) \) random points of \([n]\), evaluates \( f \) on each, and accepts if at least \( q(1-\varepsilon)/2 \) evaluations is 1 is an \((\varepsilon, q)\)-tester for \( P \). Notice that \( q \) is independent of \( n \).

The most significant and surprising achievement of property testing has been showing that not only are classical statistical properties like majority testable but that this is true for many more complicated (indeed, \( \text{NP} \)-hard) properties under natural query models. One way to appreciate the modern work in property testing is through a formulation in terms of invariances. For the majority property \( P \), note that if \( f \) satisfies \( P \), then for any permutation \( \pi : [n] \rightarrow [n] \), the function \( f \circ \pi \) also satisfies \( P \). We say then that \( P \) is invariant under all permutations. Indeed, one can show that any property \( P \) that is invariant under all permutations is testable (using essentially the same argument needed to argue testability for majority). What modern work has shown is that properties which are invariant under a much smaller set of permutations can still be testable, under natural query models!

To illustrate this, consider any property \( G \) of graphs on \( n \) vertices. A graph property is invariant under any permutation of the vertices. As in the example in the previous section, assume the input graph \( G \) is represented as a function \( G : [n] \times [n] \rightarrow \{0, 1\} \), each query evaluates \( G \) on one pair in \([n]^2\), and the distance between two graphs is the Hamming distance between their adjacency matrices. Then, if \( N = n^2 \) is the size of the domain of \( G \), the size of the group of invariances of \( G \) is \( \sqrt{N!} = 2^{O(\sqrt{N})} \), exponentially smaller than the full set of \( N! \) permutations. On the other hand, since the landmark work of Goldreich, Goldwasser and Ron [GGR98], it’s known that many important graph properties are testable (using analysis that’s significantly more non-trivial than that used for majority). In particular, the example property of freeness from \( K_{3,3} \) induced subgraphs is testable [AS08a].

In fact, for graph properties, an exact characterization of the testable graph properties was found by Alon et al. [AFNS06] and Borgs et al. [BCL+06] independently. This motivates the following characterization question for invariant properties:

Given a subgroup \( \Pi \) of all permutations on \([n]\), characterize the properties of functions on \([n]\) which are invariant under \( \Pi \) and are testable?\(^3\)

As discussed, the question is settled for the invariance group being the full symmetric group (trivial) and for graph properties [AFNS06, BCL+06]. For all other groups \( \Pi \), the question is open as far as we know. Kaufman and Sudan [KS08] first suggested the possibility that a property’s invariances might be enough

\(^3\)[n] denotes the set \( \{1, 2, \ldots, n\} \).

\(^4\)Here, we assume that the tester queries by evaluating the input function at an arbitrary point and that the distance between two functions is the fraction of \([n]\) on which they differ.
to analyze the performance of testers. We refer the reader to [GK11] for more detailed discussion about testability and invariance.

## 3 Affine-Invariant Properties

This survey will focus on a natural group of symmetries for algebraic properties: **affine invariance.** Fix a prime \( p \geq 2 \) and an integer \( R \geq 2 \). Let \( \mathbb{F} = \mathbb{F}_p \), the finite field of order \( p \). We consider properties of functions \( f : \mathbb{F}^n \to [R] \). Formally, for every \( n \geq 0 \), \( \mathcal{P}_n \) is a subset of the functions \( \mathbb{F}^n \to [R] \), and \( \mathcal{P} = \cup_n \mathcal{P}_n \). In many examples, \( R = p \), and the range \( [R] \) is identified with \( \mathbb{F} \). But our exposition will be no harder if we assume the general setting of \( R \)-colorings of \( \mathbb{F}^n \).

**Definition 3.1.** A property \( \mathcal{P} \) is said to be affine-invariant if for every \( f : \mathbb{F}^n \to [R] \) in \( \mathcal{P} \) and for every affine\(^5\) map \( A : \mathbb{F}^n \to \mathbb{F}^n \), the function \( f \circ A \) is also in \( \mathcal{P} \).

Well-studied examples of affine-invariant properties include Reed-Muller codes (in other words, bounded degree at most \( \alpha \) input functions). Since the invariance group for graph properties has size \( 2^{O(\sqrt{N})} \), if the characterization question is successfully resolved for affine-invariant properties, then the question would be answered for a smaller group of invariances than any other known so far.

Historically, a lot of interest has centered around testing affine-invariant properties because of a connection to coding theory (and from there, to probabilistically checkable proofs and beyond). Consider the **Reed-Muller code of order** \( d \) which one can view as the subset of functions \( f : \mathbb{F}^n \to \mathbb{F} \) that are polynomials of degree at most \( d \). The testability of Reed-Muller codes means that one can quickly test whether a string is a significant corruption of a codeword by querying only a constant number of symbols of the string. In other words, Reed-Muller is a **locally testable code**. This fact has played a central role in several complexity theoretic applications of coding theory [Lip89, GL89, STV01, TSZ03]. Affine-invariant properties are in some sense a very rich generalization of low-degree polynomials, and it offers the tantalizing possibility that there exists a locally testable code corresponding to an affine-invariant property with much better parameters than Reed-Muller. For a recent example of such a phenomenon and initiated a general study of the testability of affine-invariant properties (see also [GK11] and [Sud10]). In particular, they asked for necessary and sufficient conditions for the testability of affine-invariant properties.

Note that the group of affine transformations has size \( 2^{O(\log^2 N)} \), where \( N = p^n \) is the size of the domain of input functions. Since the invariance group for graph properties has size \( 2^{O(\sqrt{N})} \), if the characterization question is successfully resolved for affine-invariant properties, then the question would be answered for a smaller group of invariances than any other known so far.

Historically, a lot of interest has centered around testing affine-invariant properties because of a connection to coding theory (and from there, to probabilistically checkable proofs and beyond). Consider the **Reed-Muller code of order** \( d \) which one can view as the subset of functions \( f : \mathbb{F}^n \to \mathbb{F} \) that are polynomials of degree at most \( d \). The testability of Reed-Muller codes means that one can quickly test whether a string is a significant corruption of a codeword by querying only a constant number of symbols of the string. In other words, Reed-Muller is a **locally testable code**. This fact has played a central role in several complexity theoretic applications of coding theory [Lip89, GL89, STV01, TSZ03]. Affine-invariant properties are in some sense a very rich generalization of low-degree polynomials, and it offers the tantalizing possibility that there exists a locally testable code corresponding to an affine-invariant property with much better parameters than Reed-Muller. For a recent example of such a phenomenon and initiated a general study of the testability of affine-invariant properties (see also [GK11] and [Sud10]). In particular, they asked for necessary and sufficient conditions for the testability of affine-invariant properties.

Affine-invariant properties include many natural properties other than those directly related to low-degree polynomials and locally testable codes. Here are some examples of natural affine-invariant properties that arise frequently in learning theory, complexity, algebra and additive combinatorics:

- **Fourier sparsity:** A function \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) is said to be \( k \)-Fourier sparse if it has at most \( k \) nonzero coefficients in its Fourier representation.

- **Spectral norm:** A function \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) has spectral norm \( \leq k \) if \( \sum_\alpha |\hat{f}(\alpha)| \leq k \), where \( \hat{f} \) is the Fourier transform of \( f \).

- **Splittability:** A function \( f : \mathbb{F}_p^n \to \mathbb{F}_p \) splits into \( d \) factors if it is a product of \( \leq d \) linear functions.

- **d-Rank:** A function \( f : \mathbb{F}_p^n \to \mathbb{F}_p \) has \( d \)-rank at most \( r \) if \( f(x) = \Gamma(P_1(x), P_2(x), \ldots, P_r(x)) \) for some function \( \Gamma : \mathbb{F}^r \to \mathbb{F} \) and for some \( r \) polynomials each of degree \( < d \).

\(^5\)We say \( A : \mathbb{F}^n \to \mathbb{F}^n \) is affine if for every \( x, y, z \in \mathbb{F}^n \), \( A(x + y + z) = A(x + y) + A(x + z) + A(x) = 0 \). Equivalently, \( A(x) = Mx + b \) for \( A \in \mathbb{F}^{n \times n} \) and \( b \in \mathbb{F}^n \).
There have been two lines of work since the question about the testability of affine-invariant properties was explicitly asked by Kaufman and Sudan [KS08]. One line of work that directly stems from the results of [KS08] focuses on linear, affine-invariant properties. Here, attention is restricted to functions that map to a finite field, and the properties are themselves vector spaces over this field. Such properties are directly connected to locally testable codes and probabilistically checkable proofs. Linearity is a strong constraint to put on a property, and indeed, it allows for a beautiful characterization of linear, affine-invariant properties in terms of the monomials that appear in polynomials satisfying the property. Consult the excellent Complexity Theory Column survey by Sudan [Sud11] for more details and references.

The fact that linearity is such a strong structural condition however obscures our understanding of how affine invariance alone affects testability. The second line of work, which we focus on in this survey, attempts to characterize testability based on affine invariance alone. Aside from shining more light on the relationship between invariance and testability, it also allows us to handle non-linear affine-invariant properties, such as Fourier sparsity, spectral norm, splittability and rank. This research direction was first explicitly formulated by Bhattacharyya, Chen, Sudan and Xie [BCSX11], although it had precursors in a work of Green [Gre05]. Of course, there is a price to pay for more generality. In contrast to the research for linear properties, many of the results in this area are “qualitative” in nature, in the sense that either very poor or no quantitative relationships are known between different parameters. Also, current techniques require that the domain be restricted to a vector space over a fixed finite field (whereas for linear properties, much emphasis is placed on the case when the vector space is over a growing field). However, these drawbacks also demonstrate how remarkable it is that we can successfully address the characterization question just assuming affine invariance. The rest of this survey hopes to convey that excitement.

4 Towards a Characterization

Thanks to recent result, we are now much of the way towards a characterization of testable affine-invariant properties over finite fields. In order to state our results precisely, it is time we clarify the definition of testability. Let us say that a function $f$ is $\varepsilon$-far from $\mathcal{P}$ if $\min_{g \in \mathcal{P}} |\{ x : f(x) \neq g(x) \}| > \varepsilon n$.

**Definition 4.1.** A property $\mathcal{P}$ is said to be testable if there are functions $q : (0,1) \to \mathbb{Z}_{>0}$, $\delta : (0,1) \to (0,1)$, a real number $c \in (0,1)$, and an algorithm $T$ that, given as input a parameter $\varepsilon > 0$ and oracle access to a function $f : \mathbb{F}^n \to [R]$, makes at most $q(\varepsilon)$ queries to the oracle for $f$, accepts with probability at least $c$ if $f \in \mathcal{P}$ and accepts with probability at most $c - \delta(\varepsilon)$ if $f$ is $\varepsilon$-far from $\mathcal{P}$. The function $q(\cdot)$ is called the query complexity and $1 - c + \delta(\cdot)$ is called the rejection probability.

If $c = 1$, then $\mathcal{P}$ is said to be one-sided testable. Otherwise, $\mathcal{P}$ is two-sided testable. If $c = 1$ and $q$ is a constant function, then $\mathcal{P}$ is said to be proximity-obliviously testable (PO testable).

The term proximity-oblivious testing was coined by Goldreich and Ron in [GR11]. As an example of a testable (in fact, PO testable) property, let us recall a famous result by Blum, Luby and Rubinfeld [BLR93]. They showed that linearity of a function $f : \mathbb{F}^n \to \mathbb{F}$ is testable by a test which makes 3 queries. This test accepts with probability 1 if $f$ is linear and rejects with probability $\Omega(\varepsilon)$ if $f$ is $\varepsilon$-far from linear.

Let us concentrate on one-sided and PO testable properties for now. A different way to view one-sided testers is that if the input $f$ is $\varepsilon$-far from $\mathcal{P}$, then the tester discovers a set $S$ of $q(\varepsilon)$ many points such that the evaluation of $f$ on $S$ forms a witness that $f$ does not satisfy $\mathcal{P}$. The reason is that if there were a function $g$ in $\mathcal{P}$ for which $g(x) = f(x)$ for all $x \in S$, the tester could not distinguish between $f$ and $g$ and so, would reject $g$ with positive probability, contrary to the requirement in Definition 4.1 that $g$ should always be accepted. So, we see that a requirement for one-sided testability is that there should exist $q(\varepsilon)$-sized set $S$ such that $\{(x, f(x)) : x \in S\}$ is a proof for $f \notin \mathcal{P}$. Without loss of generality, we can assume $S$ is an affine subspace of dimension $q(\varepsilon)$ (simply by putting into $S$ everything in its linear span). Now, because $\mathcal{P}$

---

6Later on, Goldreich and Shinkar [GS12] introduced two-sided proximity oblivious testing, but here, we assume PO testability implies one-sided testability. Also, the definitions in [GR11] and [GS12] are stronger in that not only is $q$ independent of $\varepsilon$, the behavior of the tester is also; only the rejection probability depends on $\varepsilon$. We will only need the weaker definition here. 

---
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is affine-invariant, one can argue\(^7\) that \(S\) can be assumed to be a uniformly chosen random affine subspace of dimension \(q(ε)\). So we have:

**Lemma 4.2.** \(^8\) If a property \(P\) is one-sided testable with query complexity \(q(ε)\), there is a tester that, given input function \(f : F^n → [R]\), decides only based on \(n\) and the evaluations of \(f\) on a random affine subspace of dimension \(q(ε)\).

What more can we say about how the tester acts once it makes its queries? Well, for an obvious reason, we cannot make a general statement about this. For instance, suppose that \(P\) is satisfied by affine forms \(f : F^n → F\) when \(n\) is even and satisfied by degree-2 polynomials \(f : F^n → F\) when \(n\) is odd. In this case, how the tester decides depends on what \(n\) is for the input function. But such properties are somewhat artificial. For all natural affine-invariant properties known to be testable, once the tester obtains its queries, its behavior is agnostic of \(n\). We call a tester **oblivious** that accepts or rejects solely based on its queries.

Assuming obliviousness allows us to strengthen Lemma 4.2 considerably, especially for PO testable properties:

**Theorem 4.3 ([BGS10]).** If a property \(P\) is obliviously PO testable with query complexity \(q\), there is a tester that, given input function \(f\), uniformly chooses a random subspace \(H\) of dimension \(q\) and accepts if and only if the restriction of \(f\) to \(H\) satisfies \(P\).

Notice that now, the test itself just checks for membership in \(P\), albeit for a function on a constant-sized domain. This fact motivates the following definition of **local characterization**:

**Definition 4.4.** For an integer \(K > 0\), an affine-invariant property \(P\) is said to be \(K\)-locally characterized if both of the following hold:

- For every function \(f : F^n → [R]\) in \(P\) and every affine subspace \(H\) of \(F^n\), the restriction of \(f\) to \(H\), denoted \(f|_H\), is also in \(P\).

- If a function \(f : F^n → [R]\) is not in \(P\) and \(n > K\), then there exists a subspace \(H\) of dimension \(K\) such that the restriction \(f|_H\) is also not in \(P\).

The constant \(K\) is said to be the locality of \(P\).

Note that local characterization is a purely combinatorial condition on a property. Theorem 4.3 amounts to saying that every obliviously PO testable property is locally characterized. Now, almost all affine-invariant properties of interest known to be testable are also known to be (obliviously) PO testable, and indeed, PO testability seems to often be taken for granted when discussing algebraic property testing. We are then led to ask whether the converse of Theorem 4.3 is true, that is whether every locally characterized property is also obliviously PO testable. This question was answered in the affirmative in [BFH⁺13]:

**Theorem 4.5 ([BFH⁺13]).** If \(P\) is a \(K\)-locally characterized property, then \(P\) is obliviously PO testable. The tester uniformly chooses a random subspace \(H\) of dimension \(K\) and accepts exactly when the restriction of the input function to \(H\) satisfies \(P\).

We will sketch how this theorem is proved in the next section. Theorem 4.3 and Theorem 4.5 together give a combinatorial characterization of natural PO testable properties. This answers a question asked by Sudan in [Sud10].

Such a characterization still remains open for one-sided testable properties. The only known natural affine-invariant property that is one-sided testable but not PO testable is odd-cycle-freeness, introduced in [BGRS12]. This is the property of whether for a function \(f : F_2^n → \{0, 1\}\), there exists \(α ∈ F_2^n\) such that \(f(α) = −ρ\) where \(ρ = E_x[f(x)]\). [BGRS12] showed that odd-cycle-freeness is testable (with \(poly(1/ε)\) query complexity!). However, a general result analogous to Theorem 4.5 remains elusive. For that, as Bhattacharyya, Grigorescu and Shapira [BGS10] show, the following question needs to be resolved.

---

\(^7\)Think about what happens when you compose the input function \(f\) with a random bijective affine transformation.

\(^8\)In fact, this lemma also holds for 2-sided testable properties by the techniques of [GT03] used to show a similar statement for graph properties.
Question 4.6. An affine-invariant property $P$ is said to be subspace-hereditary if whenever a function $f$ satisfies $P$, the restriction of $f$ to any affine subspace also satisfies $P$. Is it true that every subspace-hereditary property is obliviously one-sided testable? In particular, what is the performance of the test that chooses a random affine subspace $H$ of dimension $q_P(\varepsilon)$ and checks whether $P$ is satisfied for the restriction of the input to $H$, where $q_P$ is a positive monotone decreasing function determined by the property $P$?

The difference between subspace-hereditary and locally characterized properties is that for subspace-hereditary properties, there is no bound on the size of a witness for non-satisfiability. Even this issue can be tackled to some extent currently. One can define a notion of “complexity” for subspace-hereditary properties, based on the notion of Cauchy-Schwarz complexity for linear forms defined by Green and Tao [GT10b] in their celebrated work on arithmetic sequences in primes. (For the precise definition, see [BFL13] or [BFH+13]; we forego the details here.) The work [BFH+13] shows that the proof of Theorem 4.5 extends to bounded complexity subspace-hereditary properties.

Theorem 4.7 ([BFH+13]). Any subspace-hereditary, affine-invariant property of bounded complexity is obliviously one-sided testable.

For instance, odd-cycle-freeness has complexity 1, even though there is no bound on the size of witnesses needed to prove non-membership; so its testability is also explained by this theorem (although with a much worse query complexity than in [BGRS12]). In order to resolve Question 4.6, we therefore need to settle the testability of subspace-hereditary properties with unbounded complexity. It is not clear if there exists any such natural property.

Question 4.8. Does there exist a natural subspace-hereditary property of unbounded complexity?

Finally, for one-sided testable properties, the analog of Theorem 4.3 is also known. If a property $P$ is obliviously one-sided testable, then it is “semi-subspace-hereditary” [BGS10]. For details, consult the paper, but roughly speaking, a semi-subspace-hereditary property $P$ is close to a subspace-hereditary property $P'$, in the sense that $P'$ contains $P$ and any function $f : \mathbb{F}^n \rightarrow [R]$ that’s $\varepsilon$-far from $P$ is not in $P'$ (for large enough $\varepsilon$ in terms of $n$). Oblivious one-sided testability of subspace-hereditary properties implies oblivious one-sided testability of semi-subspace-hereditary properties also. So, an affirmative answer to Question 4.6 would provide a characterization of the natural, one-sided testable properties.

For two-sided testability, the current state of affairs is not as advanced. The only relevant work is the very recent paper by Hatami and Lovett [HL13], where they prove the following.

Theorem 4.9 ([HL13]). If an affine-invariant property $P$ is testable (not necessarily one-sided), then for every $\varepsilon, \delta > 0$, one can distinguish with probability at least $2/3$ between functions that are $\delta$-close to $P$ and functions that are $(\delta + \varepsilon)$-far from $P$ using only a constant number of queries (that may depend on $\varepsilon$ and $\delta$).

Thus, one can estimate the distance to the property within any fixed additive error in constant time. The constant-time algorithm itself is also simple to state. [HL13] shows that there exists an integer $k_{P,\varepsilon,\delta}$ such that if a random subspace $H$ of dimension $k_{P,\varepsilon,\delta}$ is chosen, then with high probability, the distance of the restriction $f|_H$ to $P$ is within $\delta$ of the distance of $f$ to $P$.

Although this result does not directly have any consequences for the characterization question, historical precedent suggests ultimately it should. For graph properties, a similar result that testability implies distance estimability [FN07] was a key component behind the characterization by Alon et al. [AFNS06] of graph property testability.

5 Testability of Locally Characterized Properties

In this section, we aim to sketch the main components in the proof of Theorem 4.5 (which also form most of the proof of Theorem 4.7).

---

9In [BGS10], a positive answer to this question was conjectured. We currently feel unsure about the truth of this, and so we pose the issue as a question.
5.1 A brief history

The proof has an interesting history. Initially, attention was focused on the case when \( R = 2 \) and the locally characterized property \( P \) is monotone. Monotone means that if a function \( f : \mathbb{F}^n \rightarrow \{0,1\} \) is in \( P \), then changing the value of \( f \) from 1 to 0 at some point still keeps \( f \) in \( P \). For instance, the property that there does not exist a subspace \( H \) of dimension \( k \) such that \( f|_H \equiv 1 \) is a monotone \( k \)-locally characterized property. Green [Gre05] had already shown testability of a special case of this problem, namely properties satisfied by functions \( f \) that do not contain in its support \( (f^{-1}(1)) \) solutions to a fixed linear equation. A particular case of interest is Boolean triangle-freeness, which is satisfied by functions \( f : \mathbb{F}_2^n \rightarrow \{0,1\} \) for which there are no three elements \( x, y, z \in f^{-1}(1) \) such that \( x + y + z = 0 \). He left open the question of whether testability holds when the support is forbidden to contain solutions to a fixed system of linear equations (rather than a single linear equation). [BCSX11] showed that Green’s Fourier-analytic proof holds whenever a system of linear equations has Cauchy-Schwarz complexity 1. [KSV09] independently proved a similar statement and importantly, also showed that Green’s result could be reproved by a reduction to graph properties. This latter result gave hope that perhaps Theorem 4.5 could be established by reducing testing of affine-invariant properties to testing hypergraph properties. Shapira [Sha09] and Král, Serra and Vena [KSV12] independently used this approach successfully to show testability for all monotone locally characterized affine-invariant properties.

For non-monotone locally characterized properties (such as all the examples in the previous section), however, the more analytic approach by Green [Gre05] and by Bhattacharyya et al. [BCSX11] seemed more promising. This was borne out by [BGS10] where every affine-invariant property of complexity 1 was shown to be one-sided testable, again through Fourier analysis. The barrier of complexity 1 was crossed in [BFL13] by using higher-order Fourier analysis, although this work restricted itself to properties over finite fields of large characteristic. Finally, [BFH+13] proved Theorem 4.5 over all fields, even of characteristic 2, by relying on a recent proof of the Gowers inverse theorem over low characteristic fields by Tao and Ziegler [TZ11].

This story is similar in spirit to the route taken to prove one-sided testability of hereditary \( k \)-uniform hypergraph properties\(^{10} \) [RS09]. First, Alon et al. [AFKS00] showed testability of subgraph-freeness in graphs. Then, Alon and Shapira [AS08b] showed that every monotone graph property is testable. Subsequently, they [AS08a] extended it to hereditary graph properties. Finally, Rödl and Schacht [RS09] extended the result from graphs to hypergraphs, using previously established generalizations of graph-theoretic machinery to \( k \)-uniform hypergraphs [RS04, NRS06]. Graphs seem to be analogous to affine-invariant properties of complexity 1 and hypergraphs of bounded uniformity analogous to affine-invariant properties of bounded complexity. Indeed, a reader with some knowledge about the proof techniques in graph property testing will find that the overall structure of the proof of Theorem 4.5 in [BFH+13] very familiar. However, the actual arguments which are needed to simulate graph-theoretic arguments for the affine-invariant case are very different. Indeed, while the (hyper)graph-theoretic machinery is purely combinatorial, the analogous analytic machinery does not currently have constructive proofs. We return to these issues later, but first, let us delve into the proof of Theorem 4.5.

5.2 A sketch of the proof

We illustrate the proof with an example. Let \( P \) be a property of functions \( f : \mathbb{F}^n \rightarrow \{0,1\} \), where \( f \) is in \( P \) exactly when there are no \( x, y, z \in \mathbb{F}^n \) satisfying \( f(x) = f(x+y+z) = 1 \) and \( f(x+y) = f(x+z) = 0 \). It is easy to check that \( P \) is affine-invariant and 2-locally characterized. We analyze the tester \( T \) which picks random \( x, y, z \) uniformly from \( \mathbb{F}^n \) and rejects iff \( f(x) = f(x+y+z) = 1 \) and \( f(x+y) = f(x+z) = 0 \). Clearly, if \( f \in P \), \( T \) accepts with probability 1. Now, we need to lower bound its rejection probability when \( f \) is a function that is \( \varepsilon \)-far from \( P \).

Let us try to do this analysis when \( f \) is of a “structured” form. We will then try to use the intuition obtained to treat arbitrary \( \varepsilon \)-far \( f \).

To begin with, consider functions \( f \) that only depend on the first \( r \) coordinates of its input, where \( r \) is a constant. So, if \( n > r \) and \( w \in \mathbb{F}^r \), then \( f(w \circ z) \) is the same for all values of \( z \in \mathbb{F}^{n-r} \). In other words, there

\(^{10}\) A \( k \)-uniform hypergraph property \( P \) is hereditary if it is closed under removal of vertices (and all incident edges).
are $p^r$ equal sized cells $C_w = \{w \circ z : z \in \mathbb{F}^{n-r}\}$ on each of which $f$ is constant. Now, suppose $f$ does not satisfy $\mathcal{P}$, meaning there exist $\bar{x}, \bar{y}, \bar{z}$ with $f(\bar{x}) = f(\bar{x} + \bar{y} + \bar{z}) = 1$ and $f(\bar{x} + \bar{y}) = f(\bar{x} + \bar{z}) = 0$. Suppose $\bar{x} \in C_{w_1}, \bar{x} + \bar{y} \in C_{w_2}, \bar{x} + \bar{z} \in C_{w_3}$ and $\bar{x} + \bar{y} + \bar{z} \in C_{w_4}$. It follows that $f$ is 1 on all of $C_{w_1}$ and $C_{w_4}$ and 0 on all of $C_{w_2}$ and $C_{w_3}$. But then observe that for any $a \in C_{w_1}, b \in C_{w_2}, c \in C_{w_3}$, it's true that $a + b + c \in C_{w_4}$, and any such $a, b, c$ produces $x, y, z$ such that $f(x) = f(x + y + z) = 1$ and $f(x + y) = f(x + z) = 0$. So, there are at least $p^{3n-3r}$ many such violating $x, y, z$, so that the rejection probability of $T$ is at least $p^{-3r}$, a constant.

Next, consider functions $f$ of the form $f(x) = \Gamma(\ell_1(x), \ell_2(x), \ldots, \ell_r(x))$ where $\ell_1, \ldots, \ell_r : \mathbb{F}^n \to \mathbb{F}$ are linear functions and $\Gamma : \mathbb{F}^r \to \{0, 1\}$ is arbitrary (the previous paragraph is a special case where the linear functions are all projections). We can assume $\ell_1, \ldots, \ell_r$ are linearly independent without loss of generality (otherwise, $r$ can be made smaller). Now, observe that we can compose $f$ with a bijective affine transformation $A$ such that $f \circ A$ is now a function of $r$ projections. Moreover, $f \circ A \notin \mathcal{P}$ because of affine invariance. We can thus use the previous paragraph to conclude that the rejection probability is at least $p^{-3r}$ in this case also.

This motivates considering functions $f$ of the form $f(x) = \Gamma(P_1(x), P_2(x), \ldots, P_r(x))$, where each $P_i : \mathbb{F}^n \to \mathbb{F}$ is a polynomial of degree at most $d$ and $\Gamma : \mathbb{F}^r \to \{0, 1\}$ is arbitrary. Again, for such a function $f$, there are $p^r$ many cells $C_w = \{x : P_1(x) = w(1), P_2(x) = w(2), \ldots, P_r(x) = w(r)\}$, one for each $w \in \mathbb{F}^r$, such that $f$ is constant on each cell. Assuming $f \notin \mathcal{P}$ implies four cells $C_{w_1}, C_{w_2}, C_{w_3}, C_{w_4}$ such that there exist $\bar{x}, \bar{y}, \bar{z}$ with $\bar{x} \in C_{w_1}, \bar{x} + \bar{y} \in C_{w_2}, \bar{x} + \bar{z} \in C_{w_3}$ and $\bar{x} + \bar{y} + \bar{z} \in C_{w_4}$, and moreover, $f$ is 1 on all of $C_{w_1}$ and $C_{w_4}$ and 0 on all of $C_{w_2}$ and $C_{w_3}$.

We would like to argue that there are many $x, y, z$ with $x \in C_{w_1}, x + y \in C_{w_2}$ and $x + y + z \in C_{w_4}$. In other words, we want to lower bound:

$$P_{x,y,z}(P_1(x) = w_1 \land (P_1(x + y) = w_2 \land (P_1(x + z) = w_3 \land (P_1(x + y + z) = w_4)$$

where $(P_1(x))$ is denoting the tuple $(P_1(x), P_2(x), \ldots, P_r(x))$. How do we analyze this quantity? In fact, how do we even lower bound $P_x([P_1(x) = w_1])$? A priori, this could be very small. Indeed, we don't have any control over $w_1$. So, we somehow need to make sure that $P_x([P_1(x) = w_1])$ is large for every value of $w_1$.

The key step here is to recognize that $P_x([P_1(x) = w_1]) \geq 0.99p^{-r}$ if the rank of $P_1, \ldots, P_r$ is sufficiently large, where rank of $P_1, \ldots, P_r$ is defined as the minimum over all $\lambda_1, \ldots, \lambda_r \neq 0, 0$ of the $d$-rank of $\lambda_1 P_1 + \cdots + \lambda_r P_r$, where $d = \deg(\lambda_1 P_1 + \cdots + \lambda_r P_r)$ and $d$-rank as defined in Section 3. This is due to the following theorem.

**Theorem 5.1** (Theorem 4 of [KL08]). For any $\varepsilon > 0$ and integer $d > 0$, there exists $r = r_{5.1}(d, \varepsilon)$ such that the following is true. If $P : \mathbb{F}^n \to \mathbb{F}$ is a degree-$d$ polynomial with $d$-rank greater than $r$, then

$$\text{bias}(P) \overset{\text{def}}{=} |E_x[e(P(x))]| < \varepsilon.$$

Once we have that the bias of every nonzero linear combination of $P_1, \ldots, P_r$ is small, it is an easy matter to show that $(P_1(x)) = (P_1(x), P_2(x), \ldots, P_r(x))$ is nearly equidistributed. We have to somehow make sure that the rank of $P_1, \ldots, P_r$ is large, but let’s assume this and skip ahead and try lower bounding (1) itself. Here potentially lies danger! Observe that if say $P_1$ is linear (and so is also automatically high rank), we have the identity $P_1(x) - P_1(x + y) - P_1(x + z) + P_1(x + y + z) = 0$. So, unless $w_1(1) - w_2(1) - w_3(1) + w_4(1) = 0$, the quantity in (1) equals 0. This, by itself, is not so bad because we already know that for $\bar{x}, \bar{y}, \bar{z}$, we have $P_1(\bar{x}) = w_1(1), P_1(\bar{x} + \bar{y}) = w_2(1), P_1(\bar{x} + \bar{z}) = w_3(1)$ and $P_1(\bar{x} + \bar{y} + \bar{z}) = w_4(1)$, so that it must be the case $w_1(1) - w_2(1) - w_3(1) + w_4(1) = 0$. But this example gives rise to the fear that perhaps $(P_1(x), P_1(x + y), P_1(x + z), P_1(x + y + z))$ could be heavily biased towards some small subset $T$ of tuples without always being in $T$. The following result, which is actually the technical centerpiece of [BFL13] and [BFH+13], ensures that this fear is unjustified if the rank of $P_1, \ldots, P_r$ is large enough.

\[ e(x) \overset{\text{def}}{=} e^{2\pi i x / p}. \]
Theorem 5.2 (Near orthogonality dichotomy). Given \( \varepsilon > 0 \), suppose \( P_1, \ldots, P_r \) is a collection of polynomials of degree \( d > 0 \) and rank \( \Lambda \geq 2 \), and \( \Lambda \) is a tuple of integers \( (a_1, \ldots, a_r, b_1, \ldots, b_r, c_1, \ldots, c_r, d_1, \ldots, d_r) \).

\[
P_\Lambda(x, y, z) = \sum_{i \in [r]} a_i P_i(x) + \sum_{i \in [r]} b_i P_i(x + y) + \sum_{i \in [r]} c_i P_i(x + z) + \sum_{i \in [r]} d_i P_i(x + y + z).
\]

Then, one of the two statements below is true.

- For every \( i \in [r] \), it holds that \( a_i Q_i(x) + b_i Q_i(x + y) + c_i Q_i(x + z) + d_i Q_i(x + y + z) \equiv 0 \) for all polynomials \( Q_i \) with the same degree as \( P_i \). Clearly, \( P_\Lambda \equiv 0 \) in this case.

- \( P_\Lambda \) is non-constant. Moreover, \( |E_{x,y,z}[e(P_\Lambda(x, y, z))]| < \varepsilon \).

From Theorem 5.2, it is not hard to lower bound (1) by using Fourier-type arguments.

Let us now return to the deferred question of how we can make sure that \( P_1, \ldots, P_r \) have high rank. The answer is by repeated refinement. If it is the case that \( P_1, \ldots, P_r \) have low rank, meaning that some nonzero linear combination of \( P_1, \ldots, P_r \) is a function of a small number of strictly lower degree polynomials, we can replace the highest degree polynomial in the support of the linear combination with the lower degree polynomials. The induction stops at some point because the degree sequence of the polynomial collection decreases according to the lexicographic order. In this way, for any monotone growth function \( R : \mathbb{Z}^+ \to \mathbb{Z}^+ \), starting from a collection of polynomials \( \{P_1, \ldots, P_C\} \), we can produce a new collection \( \{P_1', \ldots, P_d'\} \), where \( d \) is bounded as a function of \( R \) and \( c \), the partition of \( F^n \) produced by \( \{P_1', \ldots, P_d'\} \) is a refinement of the partition produced by \( \{P_1, \ldots, P_C\} \), and the rank of the collection \( \{P_1', \ldots, P_d'\} \) is at least \( R(d) \).

The above more or less completes the argument for when \( f \) is structured of the form \( \Gamma(P_1(x), P_2(x), \ldots, P_r(x)) \). Now, let us look at the other end of the “structured-versus-random” dichotomy. It’s clear that if one of \( f_1, f_2, f_3, f_4 : F^2 \to [-1, 1] \) is a random function, then \( E_{x,y,z}[f_1(x)f_2(x+y)f_3(x+z)f_4(x+y+z)] \) is very small with high probability. Can we “derandomize” this fact? Luckily, such averages have been extensively studied before in additive combinatorics and analytic number theory. In particular, we have the Gowers norm \( \| \cdot \|_{U^{d+1}} \) [Gow01], which allows us to say the following: If \( \|f_1\|_{U^{d+1}} < \varepsilon \), \( f_2, \ldots, f_m \) are arbitrary functions that are bounded inside \([-1, 1]\), and \( L_1, \ldots, L_m \) are linear forms of complexity at most \( d \), then

\[
|E_{x_1, \ldots, x_d \in F^n} \left[ \prod_{i=1}^m f_i(L_i(x_1, \ldots, x_d)) \right]| \leq \varepsilon. \tag{2}
\]

In our case, the set of linear forms \( \{x, x+y, x+z, x+y+z\} \) has complexity 1, so that making the \( U^2 \) norm of \( f_1 \) small will be enough to make \( E_{x,y,z}[f_1(x)f_2(x+y)f_3(x+z)f_4(x+y+z)] \) be small\(^\text{12}\).

What is the Gowers norm? The Gowers norm of order \( d \) for a function \( f \) is given by the expected (multiplicative) derivative of \( f \) in \( d \) random directions at a random point.

Definition 5.3 (Gowers norm). Given a function \( f : F^n \to \mathbb{C} \) and an integer \( d \geq 1 \), the Gowers norm of order \( d \) for \( f \) is:

\[
\|f\|_{U^d} = \left| E_{h_1, \ldots, h_d \in F^n} \left[ (\Delta_{h_1} \Delta_{h_2} \cdots \Delta_{h_d} f)(x) \right] \right|^{1/2^d}
\]

where \( \Delta_h f(x) = f(x + h) - f(x) \).

\(^\text{12}\)The \( U^2 \) norm is given by the Fourier coefficients, so this whole example can be handled more elementarily (as was done in [BGS10]). But let us ignore this so that the argument also works for the general case of affine forms with higher complexity.
Theorem 5.4 (Strong Decomposition Theorem; Theorem 4.4 of [BFL13]). Suppose $\delta > 0$ and $d \geq 1$ are integers. Let $\eta : \mathbb{N} \to \mathbb{R}^+$ be an arbitrary non-increasing function and $r : \mathbb{N} \to \mathbb{N}$ be an arbitrary non-decreasing function. Then there exist $N = N_{5.4}(\delta, \eta, r, d)$ and $C = C_{5.4}(\delta, \eta, r, d)$ such that the following holds,

Given $f : \mathbb{F}^n \to \{0, 1\}$ where $n > N$, there exist functions $f_1, f_2, f_3 : \mathbb{F}^n \to \mathbb{R}$ and a collection of polynomials $P_1, \ldots, P_C$ of degree at most $d$ such that the following conditions hold:

1. $f = f_1 + f_2 + f_3$.
2. For any $x \in \mathbb{F}^n$, if $(P_1(x), P_2(x), \ldots, P_C(x)) = w$, then $f_1(x) = E_{y \in P_1(x), P_2(x), \ldots, P_C(x) = w}[f(y)]$.
3. $\|f_2\|_{U^{d+1}} \leq 1/\eta(C)$.
4. $\|f_3\|_2 \leq \delta$.
5. $f_1$ and $f_1 + f_3$ have range $[0, 1]$; $f_2$ and $f_3$ have range $[-1, 1]$.
6. Rank of $P_1, \ldots, P_C$ is at least $r(C)$.

In the above decomposition, $f_1$ is constant on each cell of the partition formed by $P_1, \ldots, P_C$, so that $f_1$ is some function of $P_1, \ldots, P_C$. And, $f_2$ has small $U^{d+1}$-norm and $f_3$ is small in $L^2$. With the decomposition theorem in hand, we can now try to lower bound the rejection probability of the tester:

$$E_{x,y,z} [f(x)g(x + y)g(x + z)f(x + y + z)]$$

where $g(\cdot) = 1 - f(\cdot)$. We apply Theorem 5.4 to each of $f$ and $g$ (we can make sure we use the same set of polynomials to define $f_1$ and $g_1$). Expanding the multiplication, we find we have a sum of 81 expectations. 65 of them have some occurrence of $f_2$ or $g_2$, and so, each of these terms we can bound using (2). The other 16 come from

$$E_{x,y,z} [(f_1 + f_3)(x) \cdot (g_1 + g_3)(x + y) \cdot (g_1 + g_3)(x + z) \cdot (f_1 + f_3)(x + y + z)].$$

Now, $f_1 + f_3$ is in $[0, 1]$, so it is enough to lower-bound this expectation when $x, y, z, x + y, x + z, x + y + z$ come from four specific cells from the partition formed by $P_1, \ldots, P_C$. In particular, because $f$ is not in $\mathcal{P}$, we know there are four cells $C_1, C_2, C_3, C_4$ such that $C_i \ni x, y, z$ for some $\bar{x}, \bar{y}, \bar{z}$.

Moreover, using the fact that $f$ is $\epsilon$-far from $\mathcal{P}$, we can ensure some other properties of the cells, such as $f_1$ is constant and close to 1 on all of $C_1$ and $C_4$ and $g_1$ is constant and close to 1 on all of $C_2$ and $C_3$. The argument from the discussion about “structured” functions shows that there is a constant density of $x, y, z$ such that $x \in C_1, x + y \in C_2, y + z \in C_3, x + y + z \in C_4$. Thus, we have a lower bound on

$$E_{x,y,z \in C_1, y \in C_2, z \in C_3} \left[ f_1(x)g_1(x, y)g_1(x, z)f_1(x) \right].$$

As for the terms which involve $f_2$ and $g_3$, the situation is a bit complicated, because $\delta$, the upper bound on $\|f_2\|_2$ and $\|g_3\|_2$, does not depend on $C$. Fortunately, we can simulate a technique from [AFK00] for graph property testing to resolve this situation. Another refinement of the partition is made such that inside each cell of the original partition, there is a subcell of the new partition so that the $L^2$ norms of $f_3$ and $g_3$ restricted to those subcells are decreasing as a function of $C$. An additional equidistribution result about high rank polynomials is also needed (somewhat similar in spirit to some claims in [GT10a]), but we omit more details here.

This more or less completes the proof sketch of Theorem 4.5... except for a crucial detail! Let’s go back to Theorem 5.4 and ask how it can be proved. Given an arbitrary function $f$, if $\|f\|_{U^{d+1}}$ is small, then we are already done. Otherwise, we repeatedly appeal to the Gowers inverse theorem to find a finite collection of polynomials $P_1, \ldots, P_C$ of degree $\leq d$ such that $f = \Gamma(P_1, \ldots, P_C) + h$, where $\|h\|_{U^{d+1}}$ is small and $\Gamma$ is some function. When $d < p$, the Gowers inverse theorem is the following statement:

Theorem 5.5 (Gowers Inverse Theorem [BTZ10]). Given positive integers $d < p$, for every $\delta > 0$, there exists $\varepsilon = \varepsilon_{5.5}(\delta, p)$ such that if $f : \mathbb{F}_p^n \to \mathbb{R}$ satisfies $\|f\|_\infty \leq 1$ and $\|f\|_{U^{d+1}} \geq \delta$, then there exists a polynomial $P : \mathbb{F}_p^n \to \mathbb{F}_p$ of degree at most $d$ so that $|E_x[f(x) \cdot e(P(x))]| \geq \varepsilon$. 
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But if \( d < p \) (e.g., \( p \) is a fixed small constant), this theorem may no longer hold. Indeed, [GT09, LMS08] proved that if \( f \) equals the symmetric degree-4 polynomial over \( \mathbb{F}_2 \) and \( d = 3 \), we have an explicit counterexample to such a claim. Fortunately, Bergelson, Tao and Ziegler [BTZ10, TZ10, TZ11] showed that it is possible to salvage the decomposition theorem by replacing classical \( \mathbb{F} \)-valued polynomials with \textit{non-classical polynomials}. For an integer \( k > 0 \), let \( U_k \) denote \( \frac{1}{p^k} \mathbb{Z}/\mathbb{Z} \). Note that \( U_1 \) can be identified with \( \mathbb{F} \).

**Definition 5.6** (Non-classical polynomials). For integers \( d, k > 0 \), a non-classical polynomial of degree \( \leq d \) and depth \( \leq k \) is a function \( P : \mathbb{F}^n \to U_{k+1} \) such that for all \( h_1, \ldots, h_{d+1}, x \in \mathbb{F}^n \), it holds that

\[
(D_{h_1} \cdots D_{h_{d+1}} P)(x) = 0.
\]

(5)

where \( D_h P(x) = P(x + h) - P(x) \).

Classical polynomials have depth 0. For a polynomial with non-zero depth, consider the function \( P : \mathbb{F}_2 \to U_2 \) with \( P(0) = 0 \) and \( P(1) = \frac{1}{4} \). Now, we have \( D_1 P(0) = \frac{1}{4} \) and \( D_1 P(1) = \frac{3}{4} \), and \( D_1 D_1 P(0) = \frac{1}{2} \) and \( D_1 D_1 P(1) = \frac{1}{2} \); so \( D_1 D_1 D_1 P \equiv 0 \). Thus, \( P \) is a non-classical polynomial of degree 2 and depth 1. Note that there are no classical polynomials over \( \mathbb{F}_2 \) of degree 2.

It is clear that a function \( f : \mathbb{F}^n \to \mathbb{C} \) with \( \| f \|_\infty \leq 1 \) satisfies \( \| f \|_{U_{d+1}} = 1 \) if and only if \( f = e(P) \) for a non-classical polynomial \( P \) of degree \( \leq d \). Tao and Ziegler’s result shows that this correspondence is robust.

**Theorem 5.7** (Theorem 1.11 of [TZ11]). Suppose \( \delta > 0 \) and \( d \geq 1 \) is an integer. There exists an \( \varepsilon = \varepsilon_{5.7}(\delta, d) \) such that the following holds. For every function \( f : \mathbb{F}^n \to \mathbb{R} \) with \( \| f \|_\infty \leq 1 \) and \( \| f \|_{U_{d+1}} \geq \delta \), there exists a non-classical polynomial \( P \) of degree \( \leq d \) so that \( \| e(P) \|_{U_{d+1}} \geq \varepsilon \).

A (stronger) generalization of Theorem 5.1 to non-classical polynomials also holds:

**Theorem 5.8** (Theorem 1.20 of [TZ11]). For any \( \varepsilon > 0 \) and integer \( d > 0 \), there exists an integer \( r = r_{5.8}(d, \varepsilon) \) such that the following is true. For any non-classical polynomial \( P \) of degree \( \leq d \), if \( \text{rank}(P) > r \), then \( \| e(P) \|_{U_{d+1}} \leq \varepsilon \).

Note that \( \text{bias}(P) = \| e(P) \|_{U^1} \leq \| e(P) \|_{U_{d+1}} \), so that Theorem 5.1 also follows. The goal is now to use Theorem 5.7 and Theorem 5.8 to generalize all of the previous discussion from classical polynomials to non-classical ones. This is what [BFH+13] accomplishes. Non-classical polynomials introduce subtleties in a lot of places. For instance, the definition of rank needs to be changed:

**Definition 5.9** (Rank). A sequence of non-classical polynomials \( P_1, \ldots, P_C \) with respective depths \( k_1, \ldots, k_C \) is said to have rank \( r \) if \( r \) is the least integer for which there exist \( (\lambda_1, \ldots, \lambda_C) \in \mathbb{Z}^C \) so that \( (\lambda_1 \mod p^{k_1+1}, \ldots, \lambda_C \mod p^{k_C+1}) \neq (0, \ldots, 0) \) and the polynomial \( Q = \sum_{i=1}^C \lambda_i P_i \) satisfies \( d \text{-rank}(Q) \leq r \) where \( d = \max_i \deg(\lambda_i P_i) \).

Note that since \( \lambda \) can be a multiple of \( p \), rank measured with respect to \( \deg(\lambda P) \) is not the same rank measured with respect to \( \deg(P) \). So, for instance, if \( P \) is a non-classical polynomial of degree \( d \) and depth \( k \), then

\[
\text{rank}(\{P\}) = \min\{d \text{-rank}(P), (d - (p - 1)) \text{-rank}(pP), \ldots, (d - k(p - 1)) \text{-rank}(p^k P)\}.
\]

This makes refinement of a set of polynomials into a high rank set of polynomials trickier. Also, the proof of Theorem 5.2 cannot use the monomial structure of polynomials (as was done in a predecessor paper by Hatami and Lovett [HL11] for the high characteristic case) and can only use the fact that the \((d + 1)\)'th order derivative of degree-\( d \) polynomials vanish. [BFH+13] gives such a proof of Theorem 5.2 which uses Theorem 5.8.

### 6 Open Directions

Beyond the questions asked in the text, here are some of our personal favorites:
– Tao and Ziegler’s proofs for Theorem 5.7 and Theorem 5.8 are completely non-explicit. The function $\varepsilon_{5.7}$ is known to exist and be positive, but there is no explicit nonzero lower bound. Similarly, for the quantity $\varepsilon_{5.8}$, it is known to be finite but we do not have any explicit upper-bound. Thus, the testability algorithms described here do not have any explicit performance guarantees.

If we consider the barriers faced to make the proof be constructive, one problem particularly stands out. Suppose we have a collection $F$ of polynomials $P_1, \ldots, P_m$. As discussed in the last section, it’s possible to form a new collection $F' = \{Q_1, \ldots, Q_M\}$ such that the partition produced by $F'$ is a refinement of the partition produced by $F$ and additionally, $F'$ has high rank, hence enjoying pseudorandomness properties. But we do not have an explicit way to construct $F'$. Is there one?

In joint work with Hatami and Tulsiani [BHT13], we show that for a different but related notion of pseudorandomness, it is possible to explicitly (in fact, in polynomial time) construct a pseudorandom refinement. More specifically, for a function $\gamma : \mathbb{Z}^+ \to (0, 1)$, a collection of $C'$ polynomials is said to be $\gamma$-uniform if every nonzero linear combination of the polynomials has Gowers norm smaller than $\gamma(C)$. We show that given any collection $F$ of polynomials of degree $d < p$ and a function $\gamma : \mathbb{Z}^+ \to (0, 1)$, there exists a randomized algorithm running in time $O(n^d)$ that with high probability outputs a collection $F'$ that is $\gamma$-uniform.

This result has the following application. Suppose $P$ is a polynomial of degree $d$ for which it is known that there exists a polynomial $Q$ of degree $k$ such that $\text{dist}(P, Q) < 1 - \frac{1}{p} - \varepsilon$ for some $k < d < p$. This implies that $\|e(P')\|_{U^{k+1}} > \varepsilon$ for some multiple $P'$ of $P$. Now the Gowers inverse theorem (Theorem 5.5) gives a way to reverse this implication. Starting from $\|e(P')\|_{U^{k+1}} > \varepsilon$, it implies the existence of some polynomial $Q'$ of degree $k$ such that $\text{dist}(P, Q') \leq 1 - \frac{1}{p} - \eta$ for some $\eta > 0$ depending on $\varepsilon$. Using the above result for constructing $\gamma$-uniform refinements, we can make the last statement algorithmic. So we have that if a polynomial $P$ of degree $d$ is within relative Hamming distance $1 - \frac{1}{p} - \varepsilon$ of some unknown polynomial $Q$ of degree $k$ over a prime field $\mathbb{F}$ (for $k < d < p$), then there is an $O(n^d)$ time algorithm for finding a degree-$k$ polynomial $Q'$ which is within distance $1 - \frac{1}{p} - \eta$ of $P$, for some $\eta$ depending on $\varepsilon$.

This is remarkable because $1 - \frac{1}{p}$ is well beyond the list decoding radius of $1 - \frac{k}{p}$ for Reed-Muller codes of order $k < p$ [Gop10]. Thus, for specially structured received words (those which are themselves Reed-Muller codes of a higher degree $d$), it is possible to discover a nearby codeword in polynomial time even when it is much farther away than the list decoding radius. This immediately suggests the following question:

**Question 6.1.** Given a function $f$ over $\mathbb{F}^n$, if there exists $Q$ of degree $k$ such that $\text{dist}(f, Q) \leq 1 - \frac{1}{p} - \varepsilon$, can one find a $Q'$ of degree $k$ (in time polynomial in $n$) such that $\text{dist}(f, Q') \leq 1 - \frac{1}{p} - \eta$ for some $\eta$ depending on $\varepsilon$?

The only such result currently known is by Tulsiani and Wolf [TW11] who give a decoding algorithm that works for $k = 2$ over $\mathbb{F}_2$. For larger $k$, the question is open. A positive answer would make the Gowers inverse theorem algorithmic.

– As the above discussion indicates, the current proof does not give any useful bound for the rejection probability in Theorem 4.5. So, it happens that there are natural concrete problems for which we do not know any explicit bounds for the rejection probability of the natural test! For example, consider the property $P$ that is satisfied by polynomials which can be written as a product of two degree 2 polynomials. [BFH+13] shows that $P$ is testable, but since that is the only known proof, there is no explicit bound on the performance of the test.

For starters, one can consider very simple affine-invariant properties, such as Boolean triangle-freeness. For this property, there is an explicit analysis [Gre05] showing that the canonical test which samples

\[^{13}\text{In fact, it’s almost as far away as possible: the distance between a random function and polynomials of degree } k \text{ is } 1 - \frac{k}{p} - O(1).\]
random $x, y$ and checks whether the input function $f$ satisfies $f(x) = f(y) = f(x + y) = 1$ rejects $\varepsilon$-far functions with probability at least $W(\varepsilon)$, where $W(\varepsilon) = 1/2^2 2$ with the height of the tower of 2's is polynomial in $1/\varepsilon$. How far is this bound from the truth?

**Question 6.2.** Does the canonical test reject functions $\varepsilon$-far from Boolean triangle-freeness with probability at most $\exp(-\Omega(1/\varepsilon))$?

The best bound known so far for this question is polynomial in $\varepsilon$. With Xie, we [BX10] showed a bound of $\varepsilon^{4.847}$. In a recent work, Fu and Kleinberg [FK13] improved this to $\varepsilon^{5.619}$ by using a construction from Coppersmith and Winograd’s famous matrix multiplication algorithm.

- While Theorem 4.5 shows that any locally characterized affine-invariant properties is testable, it is not clear how this helps to show any particular property is testable. Proving a property is locally characterized often seems a big challenge in itself. For instance, consider the splittability property mentioned in Section 3. To show that it’s locally characterized, one has to prove that if every hyperplane restriction of a function is splittable, then the function is itself splittable. [BFH+13] proves this statement, not only for splittability, but for all degree-structural properties. Informally speaking, a degree-structural property is a property $P$ which is satisfied by a function only when it can be written as a certain combination of low-degree polynomials. See [BFH+13] for the formal definition. The property of whether a function is of the form $q_1 q_2 + q_3 q_4$ where $q_1, q_2, q_3, q_4$ are quadratics is another example of a degree-structural property. The proof uses the Gowers inverse theorem, near orthogonality of high rank non-classical polynomials, and in fact, nearly all the machinery needed to prove Theorem 4.5. We wonder whether there is a more elementary proof of local characterization for degree-structural properties (or even, for specific properties of interest such as splittability).

There still remain some natural affine-properties which we cannot prove are locally characterized and hence cannot prove one-sided testability.

**Question 6.3.** Is the property of having spectral norm $\leq k$ locally characterized?

Wimmer and Yoshida [WY13] have shown this property to be two-sided testable.

- The characterization of testable graph properties by Borgs et al. [BCL+06] relied on the study of limit objects of graph sequences, called graphons. What is the analogous limit object for functions on $\mathbb{F}^n$? To be more precise, consider a function $f : \mathbb{F}^n \to \{0, 1\}$. Restricting the function to a random $k$-dimensional subspace gives a probability distribution $\mu_k(f)$ on $\{\mathbb{F}^k \to \{0, 1\}\}$. A sequence of functions $\{f_t : \mathbb{F}^n \to \{0, 1\}\}_{t \in \mathbb{Z}^+}$ is said to converge if for every $k$, the sequence $\{\mu_k(f_t)\}_{t \in \mathbb{Z}^+}$ converges. We want to find a limit object for such convergent sequences of functions. Very recently, Hatami, Hatami and Hirst [HHH13] characterized the limit objects as certain measurable functions, using the equidistribution results developed in [BFH+13]. However, certain basic questions remain unresolved, as indicated in [HHH13]:

**Question 6.4.** For a set $\mathcal{L} = \{L_1, L_2, \ldots, L_m\}$ of linear forms, each on $\ell$ variables, and a function $f : \mathbb{F}^n \to \mathbb{C}$, define:

$$t_\mathcal{L}(f) = \mathbb{E}_{x_1, \ldots, x_\ell} \prod_{L \in \mathcal{L}} f(L(x_1, \ldots, x_\ell))$$

Now, suppose that two limit objects $\Gamma_1, \Gamma_2$ satisfy $t_\mathcal{L}(\Gamma_1) = t_\mathcal{L}(\Gamma_2)$ for every system of linear forms $\mathcal{L}$. Then, what is the relationship between $\Gamma_1$ and $\Gamma_2$?

The goal is to develop this theory in order to fully solve the characterization question for affine-invariant properties.
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