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Abstract

In this paper we show that the problem of deterministically factoring multivariate polynomials reduces to the problem of deterministic polynomial identity testing. Specifically, we show that given an arithmetic circuit (either explicitly or via black-box access) that computes a polynomial \( f(X_1, \ldots, X_n) \), the task of computing arithmetic circuits for the factors of \( f \) can be solved deterministically, given a deterministic algorithm for the polynomial identity testing problem (we require either a white-box or a black-box algorithm, depending on the representation of \( f \)).

Together with the easy observation that deterministic factoring implies a deterministic algorithm for polynomial identity testing, this establishes an equivalence between these two central derandomization problems of arithmetic complexity.

Previously, such an equivalence was known only for multilinear circuits [SV10].
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1 Introduction

In this paper we study the relation between two fundamental algebraic problems, polynomial identity testing (PIT for short) and polynomial factorization. We show that the tasks of giving deterministic algorithms for polynomial identity testing and for polynomial factorization are, essentially, equivalent. We first give some background on both problems and then discuss our results in detail.

Polynomial Factorization. The problem of polynomial factorization for multivariate polynomials asks the following: Given a polynomial \( f(X_1, \ldots, X_n) \), compute each of the irreducible factors of \( f \). From the arithmetic complexity point of view, it is most natural to have \( f \) be presented as an arithmetic circuit, and ask that the algorithm return irreducible factors of \( f \) in the form of arithmetic circuits (this is called the white-box model). Alternatively, we could assume that we have black-box access to \( f \), and ask that the factorization algorithm outputs a black-box for each of the irreducible factors. One can also consider a (simpler) decision version of this question: given an arithmetic circuit computing a multivariate polynomial, decide whether the polynomial is irreducible or not. In the decision version the algorithm just has to answer ‘yes’ or ‘no’ and it is not required to find the factorization.

A surprising and fundamental result in arithmetic complexity states that factoring of multivariate polynomials can be done efficiently in both the black-box and white-box settings [Kal89, KT90]. This implies the amazing fact that if \( f \) has a circuit of size \( s \) and degree \( d \) in \( n \) variables, then the irreducible factors of \( f \) have arithmetic circuits of size \( \text{poly}(s, d, n) \). Both these factorization algorithms are randomized, and just as in the case of polynomial identity testing (that we discuss below), it is a long standing open question whether there is an efficient deterministic algorithm for factoring multivariate polynomials (see [GG99, Kay07]). Moreover, there is no known deterministic algorithm even for (1) the decision problem of irreducibility testing, (2) the problem of factoring multilinear polynomials.

An important tool in designing randomized factorization algorithms is Hilbert’s irreducibility theorem, which in one formulation says that restricting an irreducible polynomial to a random two-dimensional subspace keeps the polynomial irreducible with high probability. In other words, restricting a polynomial \( f \) to a random two-dimensional subspace does not change the number of irreducible factors of \( f \). Given this, multivariate factorization algorithms proceed as follows. First restrict the polynomial to a randomly chosen two-dimensional space. Then, perform bi-variate factorization of the restricted polynomial. Finally, “lift” each factor to the whole space. The study of factorization of multivariate polynomials has led to significant advances in our understanding of the quantitative aspects of Hilbert’s irreducibility theorem [Kal95].

In [SV10], Shpilka and Volkovich proved that factoring multilinear polynomials reduces to polynomial identity testing for multilinear polynomials. Their algorithm relies heavily on the fact that factors of multilinear polynomials must be supported on disjoint sets of variables, and in particular it does not follow the usual methodology outlined above for factoring polynomials. This result has two interesting aspects. First, it gives a close connection between these two basic problems. Second, it shows that deterministic factorization algorithms may be hard to find, as they are equivalent to the PIT problem for multilinear circuits, which, if found, would yield an explicit multilinear polynomial with exponential multilinear circuit complexity. In their work Shpilka and Volkovich left open the question of whether the same fundamental relation holds for the general case (i.e.
for general (non-multilinear) polynomials). In this paper we resolve this problem affirmatively by giving a reduction from multivariate polynomial factorization to PIT for general circuits. This highlights the significance of the polynomial identity testing problem as the problem closest to being “complete” for the algebraic version of the class RP.

For more on polynomial factorization we refer the reader to the surveys [Kal90, Kal92, Kal03, Gat06] as well as to the lecture notes of Sudan [Sud99]. For more on algebra in computation we refer to the excellent book [GG99].

**Polynomial Identity Testing.** Let $C$ be a class of arithmetic circuits defined over some field $F$. The polynomial identity testing problem (PIT for short) for $C$ is the question of deciding whether a given circuit from $C$ computes the identically zero polynomial. This question can be considered both in the black-box model, in which we can only access the polynomial computed by the circuit using queries, or in the white-box model where the circuit is given to us. The importance of this fundamental problem stems from its many applications. For example, the deterministic primality testing algorithm of [AKS04] and the fast parallel algorithm for perfect matching of [MVV87] are based on solving PIT problems.

In this paper, we consider PIT for the class of poly($n$) size, poly($n$)-degree arithmetic circuits in $n$ variables. PIT has a well known randomized algorithm [Sch80, Zip79, DL78], but no sub-exponential time deterministic algorithm is known in the general case. This question received a lot of attention recently and several deterministic black-box algorithms were devised for restricted classes of arithmetic circuits, but the solution for the general model remains elusive. The works of [HS80, KI04, Agr05, DSY09] proved that derandomizing PIT, either in the white-box setting or in the black-box setting, implies lower bounds for arithmetic circuits. The work of Kabanets and Impagliazzo (and [DSY09] for small depth circuits) also proved the reverse direction, namely, that using a hard problem one can use it to construct a black-box algorithm for PIT. It is interesting to note that the PIT problem becomes very difficult already for depth 3 circuits. Indeed, [GKKS13] proved that a polynomial time black-box PIT algorithm for depth 3 circuits implies an exponential lower bound for general arithmetic circuits (and hence using the ideas of [KI04] a quasi-polynomial time PIT for general circuits). For more on PIT see the survey [SY10].

In this work we show that the two derandomization problems are (essentially) equivalent. Namely, we show that a polynomial time deterministic PIT algorithm exists if and only if there is a deterministic polynomial time factorization algorithm. The result holds both in the black-box and the white-box models. That is, if the PIT algorithm is in the black-box setting then deterministic black-box factorization is possible and vice versa, and similarly for the white-box case. The black-box case essentially follows by carefully inspecting the proofs of the original randomized factoring algorithms. It is the whitebox case that is the core of the technical contribution of this work.

### 1.1 Our Results

Before stating our result we first define the model of arithmetic circuits.

An *arithmetic circuit* in the variables $\mathbf{X} = (X_1, \ldots, X_n)$, over the field $\mathbb{F}$, is a labelled directed acyclic graph. The inputs (nodes of in-degree zero) are labelled by variables from $\mathbf{X}$ or by constants
from the field. The internal nodes are labelled by $+$ or $\times$, computing the sum and product, resp., of the polynomials on the tails of incoming edges (subtraction is obtained using the constant $-1$).

The size of a circuit (or formula) is the number of gates in it. The depth of the circuit is the length of a longest path between the output node and an input node.

When we say degree of a multivariate polynomial, we mean its total degree. An arithmetic circuit $C$ has degree bounded by $d$ if all the gates computed by the circuit have degree bounded by $d$. Finally, we shall say that $C$ is an $(n,s,d)$-circuit if it is an $n$-variate arithmetic circuit of size $s$ with degree bounded by $d$.

Our main result states that if PIT can be solved deterministically in polynomial time, then given as input a size-$s$ $n$-variate arithmetic circuit over $\mathbb{F}_q$ or $\mathbb{Q}$ computing a degree $d$ polynomial $f$, one can deterministically in time $\text{poly}(n,s,d,q)$ (in the case of $\mathbb{F}_q$) or $\text{poly}(n,s,d,t)$ (where $t$ is the bit-complexity of the constants in the circuit, in the case of $\mathbb{Q}$), compute the factors of $f$. We now formally state our main result.

**Theorem 1 (Main)** Let $\mathbb{F}$ be either the finite field $\mathbb{F}_q$ (with characteristic $p$) or the rationals $\mathbb{Q}$.

Suppose white-box (black-box) polynomial identity testing for size $s$, degree $d$, $n$-variable arithmetic circuits over $\mathbb{F}$ can be solved deterministically in time $\text{poly}(n,s,d)$.

Suppose we are given white-box (black-box respectively) access to a polynomial $f(X_1,\ldots,X_n) \in \mathbb{F}[X_1,\ldots,X_n]$ computed by an arithmetic circuit of size at most $s$ and degree at most $d$. Let

$$f = \prod_{i=1}^{k} g_i^{p^{e_i}j_i}$$

be the factorization of $f$, where the $g_i$ are irreducible and $p \nmid j_i$ for each $i$.

Then we can compute, for each $i \in [k]$: (i) $e_i$, (ii) $j_i$, and (iii) an arithmetic circuit (black-box respectively) for the factor $g_i^{p^{e_i}}$ (the factor $g_i$ respectively) in deterministic time $\text{poly}(n,s,d,t)$, where:

1. $t = p \log q$, if $\mathbb{F} = \mathbb{F}_q$ and $p$ is the characteristic of $\mathbb{F}_q$.
2. $t = \text{maximum bit-complexity of the constants used in the circuit}$, if $\mathbb{F} = \mathbb{Q}$.

The main new technical content of this theorem is for the white-box case. In the process, we also give a new (and possibly simpler) proof of Kaltofen’s result [Kal89] showing that factors of polynomials computed by small circuits have small circuits. This new proof has the advantage of being constructive in a certain precise sense, and this plays an important role in our main result.

The fact that we only compute arithmetic circuits for $g_i^{p^{e_i}}$ in the white-box setting can be interpreted as follows: we produce an “augmented” arithmetic circuit for each $g_i$, which is in the form of an arithmetic circuit, followed by a unary gate which computes the $p^{e_i}$th root. Even the randomized white-box factorization algorithm of Kaltofen [Kal89] only achieves this kind of factorization.

We note that the other direction in the equivalence of PIT and factorization was observed in [SV10], namely, that deterministic factorization (even for the decision problem of irreducibility testing) implies deterministic PIT.
Observation 1 (Observation 1 in [SV10]) Let $C$ be a class of arithmetic circuits. Assume that there is a deterministic algorithm for the decision version of the polynomial factorization problem. That is, an algorithm that when given access (explicit or via a black-box) to an $(n,s,d)$ circuit $C \in C$ runs in time $T(s,d)$ and outputs “true” if the polynomial computed by $C$ is irreducible. Then, there is a deterministic algorithm that runs in time $O(T(s + 2,d))$ and solves the PIT problem for size $s$ circuits from $C$.

1.2 Proof technique

Our algorithms are closely related to the randomized black-box factorization algorithms of [Kal89, KT90], and so we start by first giving a high level view of those algorithms. In the explanation below we adopt the terminology of lecture 9 in [Sud99]. The initialization step in all factoring algorithms is to massage the polynomial $f$ to be factored to the case where it is squarefree, monic in some variable $X$ and satisfies $\frac{\partial f}{\partial X} \neq 0$. The next step of the randomized algorithms is to restrict $f$ to a randomly chosen two-dimensional subspace composed of all points \{$(X, a_1T + b_1, \ldots, a_nT + b_n)$\} (where $a_1, \ldots, a_n, b_1, \ldots, b_n$ are chosen at random). The idea is that for such a random subspace, all irreducible factors of $f$ remain irreducible with high probability. This is an “effective” version of Hilbert’s irreducibility theorem that was proved by Kaltofen in [Kal95].

Theorem 1.1 (Effective Hilbert irreducibility) Let $S \subseteq \mathbb{F}$ be a finite set and $g(X, A_1, \ldots, A_n)$ a monic polynomial in $X$ of total degree at most $d$. If $g$ is irreducible then it holds that

$$\Pr_{a,b}[g(X, a_1T + b_1, \ldots, a_nT + b_n) \text{ is not irreducible }] < O(d^5/|S|),$$

where $a$ and $b$ are chosen uniformly and independently from $S^n$.

Note that the lemma guarantees that if we pick the set $S$ to be large enough, then with high probability all irreducible factors of $f$ remain irreducible when restricted to the chosen subspace. The randomized algorithm then proceeds by factoring $f$ over the subspace \{$(X, a_1T + b_1, \ldots, a_nT + b_n)$\}. At this stage we have a restriction of each factor to the chosen two-dimensional space. The final step of the factorization algorithms is to use these restrictions, either via the Hensel lifting lemma [Kal89] or via trivariate factorizations [KT90], to find a global factor over the entire space.

We now explain how we derandomize these algorithms using PIT in the black-box case and in the white-box case. Perhaps surprisingly, the proof is simpler in the black box case. This can be explained by the fact that our assumption is also stronger - in this case we assume that we have a black-box PIT algorithm, which is a stronger assumption than a white-box PIT algorithm.

1.2.1 The black-box case

We would like to simulate the above randomized algorithm in the black-box case. Using blackbox PIT, one can easily do the preprocessing to make $f$ monic and squarefree. All that remains is then to find a good two-dimensional subspace to restrict to. The main observation here is that Theorem 1.1 can be strengthened in the following way.
Theorem 1.2 (Effective and efficient Hilbert irreducibility) Let \( g(X, A_1, \ldots, A_n) \) be a monic polynomial in \( X \) of total degree at most \( d \), that is computed by an arithmetic circuit of size \( s \). If \( g \) is irreducible then there is a circuit of size \( \text{poly}(s, d) \) in \( 2n \) variables computing a polynomial \( h(Z_1, \ldots, Z_n, Y_1, \ldots, Y_n) \) of degree \( O(d^5) \) so that if \( h(a, b) \neq 0 \) then \( g(X, a_1 T + b_1, \ldots, a_n T + b_n) \) is irreducible. Furthermore, this circuit can be computed in a black-box manner from the circuit for \( g \).

We do not prove this theorem here, but it is implicit in the proof of Theorem 1.1 in [Kal95] (for an excellent exposition, see Theorem 1 of Lecture 9 of [Sud99]).

We would like to use our black-box PIT algorithm on the polynomial \( h \) given in Theorem 1.2 to find a two-dimensional subspace that will preserve irreducibility for all irreducible factors of \( f \). For this we need to know that \( h \) has a small circuit, and this in turns requires us to know that each irreducible factor \( g \) of \( f \) indeed has a small circuit (so that we can apply Theorem 1.2 with reasonable parameters). Luckily, Kaltofen [Kal89] proved that if \( f \) can be computed by an arithmetic circuit of size \( s \) then each of its factors can be computed by arithmetic circuits of size \( \text{poly}(s, d, n) \). We conclude that there exists a circuit of degree \( O(d^5) \) and size \( \text{poly}(s, d, n) \) in \( 2n \) variables such that any non-zero assignment to it gives a “good” two-dimensional space. We can thus use the assumed black-box PIT for such circuits to claim that the black-box PIT algorithm finds such a good pair \((a, b)\). Notice that we do not need to know the circuits for the factors nor the circuit of Theorem 1.2, but rather it is enough to have a bound on its complexity to be able to use the black-box PIT algorithm to find a good subspace. This is the main difference from the white-box model (we shall elaborate on this point more later).

Having found a good two-dimensional subspace using the PIT algorithm, we can proceed with the proof as in the black-box randomized case [KT90], noting that all remaining steps can be performed in the black-box model deterministically. Putting all these steps together, the deterministic black-box factoring algorithm follows in a straightforward way\(^1\). The rest of the paper is devoted to the proof of the whitebox case.

1.2.2 The white-box case

In the white-box case things are trickier. We first explain why we cannot adopt the same strategy as in the black-box case. The natural thing would be to try and compute the circuit guaranteed by Theorem 1.2 for each of the irreducible factors of \( f \), and then use the white-box PIT algorithm to find a good subspace. However, the theorem only tells us that to compute the polynomial \( h \) (associated to an irreducible factor \( g \) of \( f \)), we need to start from a circuit computing \( g \). But getting a circuit for \( g \) is the original problem we are trying to solve! Rephrasing, this strategy says that in order to factor \( f \), we should first compute small circuits for each of its irreducible factors, which can then help us find a subspace that will help us compute circuits for its irreducible factors. This circularity prevents the above approach from being feasible in the white-box case.

A central piece of the deterministic black-box factorization algorithm (using PIT) is Kaltofen’s theorem on the existence of small arithmetic circuits for the factors. Perhaps the proof of that theorem will suggest a way to construct the small circuits for the factors deterministically (using

\(^1\)This was also independently observed by Dvir and Mendes de Oliveira (personal communication).
white-box PIT). Unfortunately, the main step in the proof of that theorem is Hilbert’s irreducibility theorem, Theorem 1.1! One first restricts to a random 2-dimensional subspace, which with high probability preserves the factorization pattern of the original polynomial \( f \). The proof merely uses the existence of such a 2-dimensional subspace, and the proof does not require or show either how to construct such a subspace, or even how to construct a circuit detecting such a subspace.

The above explains why the white-box case requires a new constructive ingredient over the black-box case. The main technical contribution of this work is to show that instead of finding a good two-dimensional subspace, one can work with a “formal” two-dimensional subspace. Concretely, we work over the field of fractions \( \mathbb{F}(A_1, \ldots, A_m) \) (in the formal variables \( A_1, \ldots, A_m \); we may think of \( (A_1, \ldots, A_n) \) as defining the “direction” of the formal subspace). That is, we define a new polynomial \( \tilde{f}(X, T, A_1, \ldots, A_n) = f(X, TA_1, \ldots, TA_n) \) and view \( \tilde{f} \) as a polynomial in \( \mathbb{K}[X, T] \) over the field of rational functions \( \mathbb{K} = \mathbb{F}(A_1, \ldots, A_n) \). It is not hard to prove that if \( f \) is monic in \( X \) then irreducible factors of \( f \) map to irreducible factors of \( \tilde{f} \) and vice versa. Thus, in some sense we have found a way to reduce the problem to the two-dimensional case. The main issue now is that the field is much more complicated and instead of working with constants from \( \mathbb{F} \) we have to work with constants from \( \mathbb{F}(A_1, \ldots, A_m) \).

The standard way to factorize a general bivariate polynomial over a field \( \mathbb{K} \) would (1) perform a univariate polynomial factorization over the field \( \mathbb{K} \) (which is nearly as hard as the original problem since \( \mathbb{K} \) is so complicated), (2) perform Hensel lifting, (3) solve a linear system, (4) compute a GCD. However the polynomial \( \tilde{f} \) was chosen to have a special form, which allows the univariate polynomial factorization over \( \mathbb{K} \) (which is what we need) to reduce to a univariate factorization over the small field \( \mathbb{F} \)!

We then show that the remaining steps of the bivariate factorization can be done despite the complexity of the field \( \mathbb{K} \). This is where the white-box PIT comes into play; it enables us to perform basic tasks over the field \( \mathbb{K} \), such as linear algebra and working with polynomials in \( \mathbb{K}[X, T] \), deterministically. Here we need to verify that all “constants” from \( \mathbb{K} \) appearing in intermediate computations can be computed by small circuits (in the variables \( A_1, \ldots, A_n \)). In other words, while the field \( \mathbb{K} = \mathbb{F}(A_1, \ldots, A_m) \) is quite complex, the elements from \( \mathbb{K} \) that we will be using can all be computed by small circuits, and we will be able to compute and work with those circuits efficiently using white-box PIT.

1.3 Notation

We shall use capital letters \( X, T, A_i \) to denote variables. Lower case \( a, b \) will be used to denote assignments to the variables or, more generally, constants from the field. Polynomials will be denoted by \( f, g, h \) or by lower case Greek letters \( \alpha, \beta, \gamma \).

1.4 Organization

In the next section we recall some algebraic tools and algebraic algorithms that will be useful for us. We then give our factorization algorithm. We conclude with some open questions.
2 Algorithmic and Algebraic tool kit

In this section we set up our notation and give some known facts about circuits and known facts from algebra.

2.1 Known facts about arithmetic circuits

The following well know lemma states that given access to a circuit computing a polynomial $f$ we can construct (in a black-box manner) a circuit for each of the homogeneous components of $f$. For a proof see e.g. [SY10]. We denote the homogeneous components of $f$ by $H^0(f),\ldots,H^d(f)$.

**Lemma 2.1** Given an arithmetic circuit $C(X,Y_1,\ldots,Y_n)$, of size $s$, that computes a polynomial $f(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n]$ of degree $d$, we can construct arithmetic circuits for the homogeneous components of $f$ in time $\text{poly}(n,d,s)$. Furthermore, the circuit for each $H^i(f)$ is of size $O(ds)$.

Another useful tool is that given a white-box PIT algorithm we can use it to find a non-zero assignment for a given non-zero circuit.

**Lemma 2.2 (Decision to search reduction for white-box PIT)** Given an arithmetic circuit $C$ computing a non-zero $n$-variate polynomial $f(Y_1,\ldots,Y_n)$ of degree $d$, and a white-box PIT algorithm that runs in time polynomial in the size of $C$, $n$ and $d$, we can find a point $a \in \mathbb{F}^n$ such that $f(a) \neq 0$ in time $\text{poly}(|C|,n,d)$.

**Proof** Let $S = \{a_0,\ldots,a_d\}$ be a set of $d+1$ distinct values from $\mathbb{F}$. Notice that we can check, using the PIT algorithm, whether the restriction $Y_1 = a_i \in S$ makes $f$ vanish. Since the degree of $f$ is $d$ and $f \neq 0$, there exists a value of $a_i \in S$ such that $f(a_i,Y_2,\ldots,Y_n) \neq 0$. Hence, by a linear scan over $S$ we can find such an index $0 \leq i \leq d$ such that $f(a_i,Y_2,\ldots,Y_n) \neq 0$. Fix $Y_1 = a_i$ and repeat this procedure with the other variables $\{Y_2,\ldots,Y_n\}$. The running time is clearly bounded by $nd$ times the running time of the PIT algorithm.

2.2 Algebraic tool kit

**Lemma 2.3 (Gauss’ Lemma)** Let $g(X,Y_1,\ldots,Y_n) \in \mathbb{F}(Y_1,\ldots,Y_n)[X]$ be a monic (in $X$) factor of $f(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n]$. Then $g(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n]$.

For the proof see, e.g., Chapter 6.2 in [GG99].
The main property of the discriminant that we need is that if \( f = \sum_{i=0}^{d} X^i a_i(Y_1, \ldots, Y_n) \) and \( g = \sum_{i=0}^{e} X^i b_i(Y_1, \ldots, Y_n) \) be polynomials of \( X \)-degree exactly \( d \) and \( e \) respectively. Consider the \((d+e) \times (d+e)\) Sylvester matrix whose first \( e \) rows contain \( e \) shifts of the vector of coefficients \((a_d, \ldots, a_0, 0, \ldots, 0)\). Namely, the \( k \)th row begins with \( k-1 \) zeros and ends with \( e-k \) zeros. E.g., the \((e)\)th row is \((0, \ldots, 0, a_d, \ldots, a_0)\). The next \( d \) rows contain shifts of the vector of coefficients \((b_d, \ldots, b_0, 0, \ldots, 0)\) and the \((d+e)\)th row contains the vector \((0, \ldots, 0, b_e, \ldots, b_0)\). The resultant of the polynomials \( f(X, Y_1, \ldots, Y_n) \) and \( g(X, Y_1, \ldots, Y_n) \) with respect to the variable \( X \) is defined to be the determinant of the Sylvester matrix defined above.

If we know that each \( a_i \) is a polynomial of degree at most \( d \) and each \( b_j \) is a polynomial of degree at most \( e \), a crude upper bound on the degree of the resultant as a polynomial in the \( Y_i \)s is \( 2de \).

We have the following basic properties of the resultant (see [Sud99]).

**Lemma 2.4 (Resultant facts)** Let \( d, e \geq 1 \). Let \( f(X, Y_1, \ldots, Y_n) \) have \( X \)-degree exactly \( d \) and let \( g(X, Y_1, \ldots, Y_n) \) have \( X \)-degree exactly \( e \). Let \( u(Y_1, \ldots, Y_n) \) be their resultant with respect to the variable \( X \). Then:

1. \( u = 0 \) if and only if \( f(X, Y_1, \ldots, Y_n) \) and \( g(X, Y_1, \ldots, Y_n) \) have a nontrivial \( \text{GCD} \) in the ring \( \mathbb{F}(Y_1, \ldots, Y_n)[X] \).
2. there exist polynomials \( v(X, Y_1, \ldots, Y_n) \) and \( w(X, Y_1, \ldots, Y_n) \) such that:

\[
f \cdot v + g \cdot w = u.
\]

The **Discriminant** \( D_f(Y_1, \ldots, Y_n) \). Let \( f = \sum_{i=0}^{d} X^i a_i(Y_1, \ldots, Y_n) \) be a degree \( d \) polynomial. Let \( \frac{\partial f}{\partial X} = \sum_{i=0}^{d} i \cdot X^{i-1} a_i(Y_1, \ldots, Y_n) \) be its derivative with respect to \( X \).

The discriminant of a polynomial \( f(X, Y_1, \ldots, Y_n) \) with respect to the variable \( X \), denoted \( D_f(Y_1, \ldots, Y_n) \), is defined to be the resultant of the polynomials \( f \) and \( \frac{\partial f}{\partial X} \). Since each \( a_i \) is a polynomial of degree at most \( d \), a crude upper bound on the degree of \( D_f(Y_1, \ldots, Y_n) \), as a polynomial in the \( Y_i \)s is \( 2d^2 \).

**Lemma 2.5 (Small circuit for the Discriminant)** Let \( f(X, Y_1, \ldots, Y_n) \) be a degree \( d \) polynomial computed by an arithmetic circuit of size \( s \). Given this arithmetic circuit, we can find in deterministic time \( \text{poly}(s, n, d) \) an arithmetic circuit of size \( \text{poly}(s, n, d) \) that computes the discriminant \( D_f(Y_1, \ldots, Y_n) \).

**Proof** The proof follows from the following two simple facts: a small arithmetic circuit computing the coefficients of the \( X^i \) in \( f \) can be found using the arithmetic circuit for \( f \), and, the Discriminant has small arithmetic circuits. ■

The main property of the discriminant that we need is that if \( f(X, Y_1, \ldots, Y_n) \) is squarefree, then \( D_f(Y_1, \ldots, Y_n) \) is nonzero. Furthermore, if \( D_f(a_1, \ldots, a_n) \neq 0 \), then \( f(X, a_1, \ldots, a_n) \) is a squarefree univariate polynomial.
2.3 Linear Algebra using PIT

In this section we explain how to perform linear algebra when coefficients of vectors are given as circuits.

Lemma 2.6 (Solving linear systems) Let \( M = (M_{i,j}) \) be a \( k \times n \) matrix, with each entry being a degree \( \leq \Delta \) polynomial in \( \mathbb{F}[A_1, \ldots, A_n] \). Suppose that we have an arithmetic circuit \( C \) of size at most \( s \) computing \( M \). Then, given access to a PIT oracle, we can either:

1. find an arithmetic circuit of size at most \( \text{poly}(n, k, s, \Delta) \) computing a nonzero vector \( v \in (\mathbb{F}[A_1, \ldots, A_n])^n \) such that \( Mv = 0 \), or
2. declare that there are no nonzero vectors \( v \in (\mathbb{F}[A_1, \ldots, A_n])^n \) such that \( Mv = 0 \),
deterministically in time \( \text{poly}(k, n, s, \Delta) \).

Proof The idea of the proof is the following. Iteratively, for every \( r = 1, \ldots, n \) we shall find an \( r \times r \) minor contained in the first \( r \) columns that is full rank. We will continue doing so until we either reach \( r = n \) in which case it means that the matrix has full column rank and hence the only solution is \( v = 0 \), or we get stuck at some value \( r = r_0 \). Using the fact that we cannot increase \( r \) further we will use this minor to construct the required vector \( v \).

We now explain the process. Using PIT we look for some non-zero entry in the first column. If no such entry is found we can simply take \( v = (1, 0, \ldots, 0) \). So assume that such a non-zero entry is found. After permuting the rows we can assume wlog that this is \( M_{1,1} \). Thus, we have found a \( 1 \times 1 \) minor satisfying the requirements. Assume that we have found an \( r \times r \) full rank minor that, wlog, is composed of the first \( r \) rows and columns. Denote this minor with \( M_r \). Now for every \( (r+1) \times (r+1) \) submatrix of \( M \) contained in the first \( r+1 \) columns and containing \( M_r \), we use our PIT oracle to check if its determinant is nonzero. If any of these submatrices have nonzero determinant, then we pick one of them and call it \( M_{r+1} \). Otherwise, we have that the first \( r+1 \) columns of \( M \) are linearly dependent. In this case we can use Kramer’s formula to find the unique (up to multiplication by elements of the field \( \mathbb{F}(A_1, \ldots, A_n) \)) vector \( u = (u_1, \ldots, u_r) \in \mathbb{F}(A_1, \ldots, A_n)^r \) such that \( M_r \cdot u = (M_{1,r+1}, \ldots, M_{r,r+1}) \). Notice that each entry of \( u \) is of the form \( \frac{\det(M_r^{(i)})}{\det(M_r)} \), where \( M_r^{(i)} \) is the matrix obtained from replacing the \( i \)th column of \( M_r \) with the vector \( (M_{1,r+1}, \ldots, M_{r,r+1}) \).

Thus the vector \( (\det(M_r^{(1)}), \ldots, \det(M_r^{(r)}), -\det(M_r), 0, 0, \ldots, 0) \) is the desired vector \( v \). Observe that \( v \) can be computed by a circuit of size \( s + \text{poly}(n, k, \Delta) \).

2.4 Computing division with remainder and GCD

In this subsection we explain how to compute division with remainder and GCD (greatest common divisor) for univariate polynomials in \( X \), whose coefficients are given by arithmetic circuits in variables \( A_1, \ldots, A_n \). We rely on the description of the algorithms in Chapter 9 of [GG99]. In what
follows, each time we discuss arithmetic circuits that compute a ratio of polynomials, we can think of the circuit computing two outputs, one for the numerator and one for the denominator.

For a polynomial \( f(X, A_1, \ldots, A_n) = \sum_{i=0}^{d} X^i f_i(A_1, \ldots, A_n) \) we denote \( \text{rev}(f) = \sum_{i=0}^{d} X^i f_{d-i}(A_1, \ldots, A_n) \). I.e., we reverse the vector of coefficients of \( f \).

**Lemma 2.7** Let \( f \in \mathbb{F}(A_1, \ldots, A_n)[X] \) be a polynomial of degree \( d \) such that \( f(0) = 1 \). Assume there is an arithmetic circuit of size \( s \) computing all of \( f \)'s coefficients (possibly as a ratio of two polynomials), of size \( s \). Then, for every \( m \), one can add \( \text{poly}(d, m) \) many gates to the circuit to obtain a circuit computing all coefficients of a polynomial \( g \) (as well as the coefficient of \( f \)) such that \( fg \equiv 1 \mod X^m \). Moreover, this new circuit can be computed in a black-box fashion, namely, we only add gates to the circuit of \( f \) and connect them either to other new gates or to the outputs of the circuit for \( f \).

The upper bound that we give on the size of the circuit is very crude and it can be greatly improved, but for sake of simplicity we give the crude bound.

**Proof** The proof basically follows from Algorithm 9.3 of [GG99]. In that algorithm we define \( g_0 = 1 \) and recursively compute \( g_{i+1} \equiv (2g_i - f^2) \mod X^{2i} \). It is shown in Theorem 9.2 there that \( g_i \equiv 1 \mod X^{2^i} \). Thus, we only have to compute \( g_i \) for \( 2^i > m \). By induction it is not hard to see that if there is a circuit of size \( s_i \) that outputs all the coefficients of \( f \) and \( g_i \) (recall that \( g_i \) has degree smaller than \( 2^i \) in \( X \)) then there is a circuit of size \( s_i + \text{poly}(d, m) \) computing the coefficients of \( f \) and \( g_{i+1} \). Indeed, each coefficient of \( g_{i+1} \) is a sum of \( \text{poly}(d, 2^i) \) terms, each of which is a product of a coefficient of \( f \) with two coefficients of \( g_i \). As the size of the circuit grows additively at each step, after \( O(\log m) \) steps we get a circuit of size \( s + \text{poly}(d, m) \). Thus, there is a circuit of size \( s + \text{poly}(d, m) \) computing \( g_{\lceil \log m \rceil} \), as required. ■

**Lemma 2.8** (Division with remainder) Let \( f, g \in \mathbb{F}(A_1, \ldots, A_n)[X] \), where \( f \) is a monic polynomial in \( X \). Assume there is a circuit of size \( s \) computing all the coefficients of \( f \) and \( g \) with respect to \( X \) (possibly each coefficient is a ratio of two polynomials). Let \( \deg(f), \deg(g) \leq d \). Then one can add to this circuit \( \text{poly}(d) \) many gates to obtain a circuit computing all coefficients of the polynomials \( h, r \) (as well as those of \( f, g \)) such that \( g = hf + r \) with \( \deg(r) < \deg(f) \). Moreover, this new circuit can be computed in a black-box fashion, namely, we only add gates to the circuit of \( f, g \) and connect them either to other new gates or to the outputs of the circuit for \( f, g \).

**Proof** The proof follows from Theorem 9.6 of [GG99] and uses Lemma 2.7. ■

As we can compute division with remainder we can also compute GCD’s efficiently, using PIT.

**Lemma 2.9** (GCD) Suppose we have access to a PIT oracle. Let \( f \) and \( g \) be univariate polynomials of degree at most \( \Delta \) in \( \mathbb{F}(T, Y_1, Y_2, \ldots, Y_n)[X] \). Assume there is a size \( s \) arithmetic circuit computing all coefficients of \( f \) and \( g \) (possibly as ratios of polynomials). Then one can compute in time \( s + \text{poly}(\Delta) \) a circuit that outputs the coefficients of \( f, g \) and the (monic) GCD\( (f, g) \) in \( \mathbb{F}(T, Y_1, Y_2, \ldots, Y_n)[X] \).
Proof. We note that in order to follow Euclid’s algorithm it is enough to be able to compute
division with remainder, and to detect when to stop. Computing division with remainder can be
done via Lemma 2.8, and detecting when to stop can be done using the PIT oracle. Hence, the
usual execution of Euclid’s algorithm gives the required circuit. Note that in Lemmas 2.7 and 2.8
we do not need to compute a new circuit at any step, but rather we add polynomially many new
gates to the circuit at hand. Thus the upper bound on size follows.

As noted above, all the bounds that we obtain in these lemmas are far from being optimal. One
can go more carefully over the usual algorithms for GCD, division with remainder etc. to obtain
circuits of size $\tilde{O}(s)$.

3 White-box factorization algorithm

In this section, we give our deterministic white-box factorization algorithm (assuming a determinstic
white-box PIT algorithm).

We give the basic outline of our algorithm below. We will elaborate on the various steps of the
algorithm in the later sections.

**Input: An arithmetic circuit for the polynomial $f(X,Y_1 \ldots ,Y_n)$**

1. If the characteristic of $\mathbb{F}$ is $p > 0$ then make $f$ not a $p$’th power, if the characteristic is $0$ then
do nothing (See Section 3.1).

2. Make $f$ monic in $X$. (See Section 3.2.)

3. Reduce to the case where $f$ is squarefree. (See Section 3.3.)

4. Reduce to the case of bivariate factoring over a large field. (See Section 3.4.)

   (a) Define $\overline{f}(X,T,A_1,A_2,\ldots,A_n) \overset{\text{def}}{=} f(X,T,A_1,A_2,\ldots,T A_n)$.

   (b) Show that factors of $\overline{f}$ in $\mathbb{F}(A_1,A_2,\ldots,A_n)[X,T]$ correspond to factors of $f$ in
$\mathbb{F}[X,Y_1,Y_2,\ldots,Y_n]$.

5. Univariate factorization. (See Section 3.5.)

   (a) Note that $\bar{f}(X,0,A_1,A_2,\ldots,A_n) \in \mathbb{F}[X]$.

   (b) Via univariate polynomial factorization, find an irreducible factor $g_0(X) \in \mathbb{F}[X]$ of
$\bar{f}(X,0,A_1,A_2,\ldots,A_n)$.

   (c) Write

   $\bar{f}(X,T,A_1,A_2,\ldots,A_n) = g_0(X,T,A_1,A_2,\ldots,A_n) \cdot h_0(X,T,A_1,A_2,\ldots,A_n) \mod T$.

   Now view this as an equation in $\mathbb{K}[X,T]$.

6. Hensel Lifting. (See Section 3.6.)

   For $k = O(\log d)$, Hensel lift $k$ times to get

   $\bar{f}(X,T,A_1,A_2,\ldots,A_n) = g_k(X,T,A_1,A_2,\ldots,A_n) \cdot h_k(X,T,A_1,A_2,\ldots,A_n) \mod T^{2^k}$.
7. Solve a linear system (See Section 3.7.)

(a) Suppose \( g_k(X, T, A_1, \ldots, A_n) = \sum_{i \leq d, j \leq D} c_{ij}(A_1, \ldots, A_n)X^iT^j \). Consider the following homogeneous system of linear equations over the field \( \mathbb{F}(A_1, \ldots, A_n) \) in the variables \( R_{ij}, S_{ij} \):

\[
\sum_{i<d, j \leq d} R_{ij}X^iT^j = \left( \sum_{i \leq D, j \leq D} c_{ij}X^iT^j \right) \left( \sum_{i \leq D, j \leq D} S_{ij}X^iT^j \right) \mod T^{2k}.
\]

This is a system of \( O(D^2) \) homogeneous linear equations in \( O(D^2) \) unknowns. Solve this system to get a nontrivial solution (if any).

(b) If there is no solution, then \( f \) is irreducible.

(c) Otherwise, if there is a solution, we find a polynomial with nontrivial GCD with \( f \).

8. Compute the GCD (See Section 3.8.)

Use it to obtain a nontrivial factor of \( f \).

3.1 Making \( f \) not a \( p \)-th power

Suppose \( \mathbb{F} = \mathbb{F}_q \), and \( \mathbb{F}_q \) has characteristic \( p \). The case where \( f \) is a perfect \( p \)-th power causes problems for the derivative-based methods that will be used. Here we see how to reduce to the case where \( f \) is not a \( p \)-th power.

We first describe how to find the largest \( e \) such that \( f \) is a perfect \( p^e \)-th power. It is easy to see that \( f \) is a perfect \( p^e \)-th power (but not a \( p^{e+1} \)-th power) if and only if:

1. for every variable \( X_i \), the coefficient of the monomial \( X_i^j \) in \( f(X_1, \ldots, X_n, X_{n+1}) \) is zero whenever \( p^e \nmid j \),

2. there is some variable \( X_i \), and some monomial \( M \) containing \( X_i^j \) (with \( p^{e+1} \nmid j \)) such that the coefficient of \( M \) in \( f(X_1, \ldots, X_n, X_{n+1}) \) is nonzero.

This can be easily checked using the given PIT algorithm (via Lemma 2.1).

Now suppose \( f \) is a perfect \( p^e \)-th power, but not a \( p^{e+1} \)-th power. Renaming the variables \( X, Y_1, \ldots, Y_n \), we may assume the variable \( X \) has a monomial \( X_i^j \) with \( p^{e+1} \nmid j \), that appears in \( f \) with a nonzero coefficient (possibly as part of a larger monomial). Let us write

\[
f(X, Y_1, \ldots, Y_n) = \sum_{i=0}^d a_i(Y_1, \ldots, Y_n)X^i.
\]

Thus the polynomial \( a_i(Y_1, \ldots, Y_n) \equiv 0 \) whenever \( p^e \nmid i \).

Then \( f(X, Y_1, \ldots, Y_n) \) can be written as \( f^*(X^{pe}, Y_1, \ldots, Y_n) \). Notice that \( f^*(Z, Y_1, \ldots, Y_n) \) is not a \( p \)-th power.

Suppose we find a factor \( h(Z, Y_1, \ldots, Y_n) \) of \( f^*(Z, Y_1, \ldots, Y_n) \). Then \( h^*(X^{pe}, Y_1, \ldots, Y_n) \) divides \( f^*(X^{pe}, Y_1, \ldots, Y_n) = f(X, Y_1, \ldots, Y_n) \).
Conversely, if \( h(X_1, \ldots, X_n) \) is an irreducible factor of \( f(X_1, \ldots, X_n) \). Since \( f \) is a perfect \( p^e \)-th power, and \( h \) is irreducible, we have that \( h^{p^e} \) must divide \( f(X_1, \ldots, X_n) \). Note that \( h^{p^e}(X_1, \ldots, X_n) \) is of the form \( h^*(X^{p^e}, Y_1, \ldots, Y_n) \), and since \( h^*(X^{p^e}, Y_1, \ldots, Y_n) \) divides \( f(X_1, \ldots, Y_n) \) is of the form \( f_*(X^{p^e}, Y_1, \ldots, Y_n) \), we have that \( h^*(Z_1, \ldots, Y_n) \) divides \( f_*(Z, Y_1, \ldots, Y_n) \).

We note that if \( f \) is computed by a circuit of size \( s \) then \( f^* \) can be computed by a circuit of size \( \text{poly}(s, d) \). Indeed, Lemma 2.1 implies there is a circuit of size \( \text{poly}(s, d) \) computing all coefficients \( a_i(Y_1, \ldots, Y_n) \). All that is left to do now is to multiply each \( a_i \) with \( X^{i/p^e} \) (recall that \( p^e \) divides \( i \) when \( a_i \neq 0 \)).

Thus we have reduced to the case of factoring \( f^* \), which is not a perfect \( p^e \)-th power. However, we can now only produce arithmetic circuits for the \( p^e \)-th powers of the irreducible factors of \( f \), not the irreducible factors themselves. Note that when \( \mathbb{F} = \mathbb{Q} \) then we do not have to do anything in this step.

3.2 Making \( f \) monic

Let \( f(X_1, \ldots, X_n) \in \mathbb{F}[X_1, \ldots, X_n] \) be a polynomial of total degree \( d \). We would like to find an invertible linear transformation \( M \in \mathbb{F}^{(n+1)\times(n+1)} \) of the variables that makes \( f \) monic in \( X \). We would also like to ensure that the derivative \( \frac{\partial f}{\partial X} \) is a nonzero polynomial (which is a condition that will be useful in Section 3.3). It is easy to convert a factorization of \( f_*(X^{p^e}, Y_1, \ldots, Y_n) \) into a factorization of \( f(X_1, \ldots, Y_n) \).

Consider the polynomial

\[
g((Z_{i,j})_{i,j\in[n+1]}, X, Y_1, \ldots, Y_n) = f(Z \cdot (X, Y_1, \ldots, Y_n)),
\]

where \( Z \) is an \( (n + 1) \times (n + 1) \) matrix consisting of the formal variables \( Z_{i,j} \), and \( \cdot \) represents matrix-vector multiplication. Observe that we can construct an arithmetic circuit for \( g \) using the given arithmetic circuit for \( f \).

Thus (by Lemma 2.1), for each \( i \in \{0, 1, \ldots, d\} \) we can construct an arithmetic circuit for the coefficient \( c_i(Z_1, \ldots, Y_n) \) of \( X^i \) in \( g(Z, X, Y_1, \ldots, Y_n) \).

If \( d \) is the total degree of \( f \), it is easy to see that the polynomial \( c_d(Z_1, \ldots, Y_n) \) is nonzero. Since \( f \) is not a \( p^e \)-th power, there is some \( i \) with \( p \nmid i \) for which either \( X_i^t \) or some \( Y_i^t \) appears within a monomial with a nonzero coefficient in the polynomial \( f(X_1, Y_1, \ldots, Y_n) \). In particular by substituting \( Z \) to be a suitable permutation matrix, we see that the polynomial \( c_d(Z_1, \ldots, Y_n) \) is not identically 0. We can find one such \( i \) with \( p \nmid i \) using our given white-box PIT algorithm.

Now consider the nonzero polynomial

\[
c_d(Z_1, \ldots, Y_n) \cdot c_i(Z_1, \ldots, Y_n) \cdot \det(Z),
\]

(for which we have explicit circuits). Using the white-box PIT algorithm (via Lemma 2.2), we can find a setting \( M \) of the variables \( Z \) such that:

\[
c_d(M_1, \ldots, Y_n) \cdot c_i(M_1, \ldots, Y_n) \cdot \det(M)
\]

is a nonzero polynomial in \( Y_1, \ldots, Y_n \).
We then define \( \tilde{f}(X,Y_1,\ldots,Y_n) \) to be the polynomial:

\[
f(M \cdot (X,Y_1,\ldots,Y_n)).
\]

We know that \( M \) is invertible since \( \det(M) \) is nonzero. If we write:

\[
\tilde{f}(X,Y_1,\ldots,Y_n) = \sum_{i=0}^{d} \tilde{c}_i(Y_1,\ldots,Y_n)X^i,
\]

then we have (by construction) that: \( \tilde{c}_d(Y_1,\ldots,Y_n) \) is a nonzero polynomial (which must in fact be a nonzero constant in \( \mathbb{F} \) since the total degree of \( \tilde{f} \) is \( d \)), and \( \tilde{c}_i(Y_1,\ldots,Y_n) \) is a nonzero polynomial.

We can compute this constant \( \tilde{c}_d \) explicitly by picking an arbitrary \( (y_1,y_2,\ldots,y_n) \in \mathbb{F}^n \) and substituting it into the arithmetic circuit we have for \( \tilde{c}_d(Y_1,\ldots,Y_n) \).

Dividing \( \tilde{f} \) by \( \tilde{c}_d \), we get the desired \( \tilde{f} \) that is an invertible linear transformation of \( f \), monic in \( X \), for which \( \frac{\partial f}{\partial X} \) is a nonzero polynomial. Indeed the coefficient of \( X^{i-1} \) in \( \frac{\partial f}{\partial X} \) is \( i \cdot \tilde{c}_i(Y_1,\ldots,Y_n) \), which is not zero since \( p \not| i \) and \( \tilde{c}_i(Y_1,\ldots,Y_n) \neq 0 \). Finally, redefine \( f \) to equal \( \tilde{f} \), and note that it suffices to factor the new \( f \).

### 3.3 Reduction to the squarefree case

We now assume that we have a monic \( f(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n] \) (which is not a \( p \)th power in the event that \( \mathbb{F} \) has characteristic \( p > 0 \)), and we wish to reduce to the case that it is squarefree, namely, that no irreducible factor of \( f \) has multiplicity larger than one. Let \( f = \sum_{i=0}^{d} X^i f_i(Y_1,\ldots,Y_n) \) and further assume that we are given a circuit computing each \( f_i \). We can assume this wlog (see Lemma 2.1).

Observe that if \( f \) is not squarefree, i.e \( f = g^2 h \) where \( \deg(g) \geq 1 \), then \( \frac{\partial f}{\partial X} = 2 \frac{\partial g}{\partial X} \cdot g h + g^2 \frac{\partial h}{\partial X} = g \cdot \hat{h} \), for \( \hat{h} = 2 \frac{\partial g}{\partial X} h + g \frac{\partial h}{\partial X} \). Note that by adding \( d \) additional gates to the circuit such that the \( i \)th new gate computes \( i \cdot f_i \), we get a circuit of size \( s + O(d) \) computing all coefficients of \( f \) and of \( \frac{\partial f}{\partial X} \). Crucially, the polynomial \( \frac{\partial f}{\partial X} \) is not the zero polynomial (because of the nonzero coefficient of \( X^i \) for some \( p \not| i \)). Our initial work ensuring that \( f \) was not a \( p \)th power was in order to ensure this.

Now, using the GCD algorithm of Lemma 2.9 we get a circuit of size \( s + \text{poly}(d) \) computing all coefficients of \( f, \frac{\partial f}{\partial X} \) and \( \text{GCD}(f, \frac{\partial f}{\partial X}) \). We now observe some facts about this GCD. First, \( g(\text{GCD}(f, \frac{\partial f}{\partial X})) \). Secondly, the degree of the GCD is smaller than the degree of \( f \). Thirdly, using Lemma 2.8 we can find a circuit of size \( s + \text{poly}(d) \) computing all coefficients of \( f, \frac{\partial f}{\partial X}, \text{GCD}(f, \frac{\partial f}{\partial X}) \) and \( q_1 \), where \( q_1 \) is such that \( f = q_1 \cdot \text{GCD}(f, \frac{\partial f}{\partial X}) \). Thus, we managed to express \( f \) as a product of two distinct polynomials each having a small circuit, and each having degree at least 1.

We can continue in this fashion to get a circuit of size \( s + \text{poly}(d) \) (the process can run for at most \( d \) steps each step adding \( \text{poly}(d) \) many new gates) that computes all coefficients of polynomials \( q_1,\ldots,q_e \) such that \( f = q_1 \cdots q_e \) where each \( q_i \) is nonconstant and squarefree.

We note that in the process above we may encounter factors of \( f \) that are perfect \( p \) powers, although \( f \) is not and whose partial derivative wrt \( X \) is zero. Thus, we repeat the earlier steps to make each factor have the desired properties.

Thus, from now on we assume wlog that we have a circuit of size \( s \) computing a squarefree monic polynomial \( f(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n] \).
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3.4 Reducing to the bivariate case

As described earlier, the first step in our proof, after the preprocessing steps described above, is translating \( f(X,Y_1,\ldots,Y_n) \) to a bivariate polynomial.

Let \( f(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n] \) be a polynomial of total degree \( d \), which is squarefree and monic in \( X \). We know that the discriminant \( D_f(Y_1,\ldots,Y_n) \) of \( f \) (w.r.t the variable \( X \)) is a nonzero polynomial, and we have an arithmetic circuit for it. Thus, using our white-box PIT algorithm, we can find an \( a \in \mathbb{F}^n \) such that \( D_f(a) \neq 0 \). By translating the origin, we assume \( D_f(0,\ldots,0) \neq 0 \). Define \( \tilde{f}(X,T,A_1,\ldots,A_n) \in \mathbb{F}[X,T,A_1,\ldots,A_n] \) by:

\[
\tilde{f}(X,T,A_1,\ldots,A_n) = f(X,A_1T,A_2T,\ldots,A_nT).
\]

To ease notations, we shall denote \( \mathbb{K} = \mathbb{F}(A_1,\ldots,A_n) \).

**Lemma 3.1** Let \( f \) and \( \tilde{f} \) be as above. Let \( \tilde{h}(X,T,A_1,\ldots,A_n) \in \mathbb{F}[X,T,A_1,\ldots,A_n] \) be a factor of \( \tilde{f}(X,T,A_1,\ldots,A_n) \). Then there exists \( h(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n] \) such that:

\[
h(X,T,A_1,\ldots,A_n) = h(X,A_1T,A_2T,\ldots,A_nT).
\]

\[
h(X_1,\ldots,Y_n) \mid f(X,Y_1,\ldots,Y_n) \quad \text{in } \mathbb{F}[X,Y_1,\ldots,Y_n].
\]

**Proof** Denote \( \tilde{h}(X,T,A_1,\ldots,A_n) = \sum_{i,j} X^iT^j \tilde{h}_{i,j}(A_1,\ldots,A_n) \). Observe that it must be the case that \( \tilde{h}_{i,j} \) is a homogeneous polynomial in \( A_1,\ldots,A_n \) of degree \( j \). Let \( h(X,Y_1,\ldots,Y_n) = \tilde{h}(X,1,A_1,\ldots,A_n) \). I.e., \( h = \sum_{i,j} X^i \tilde{h}_{i,j}(A_1,\ldots,A_n) \). It is straightforward to verify that \( h \) has the required properties. \( \blacksquare \)

Combining Gauss’ lemma (Lemma 2.3) with Lemma 3.1, and noting that \( \tilde{f} \) is monic in \( X \), we get:

**Corollary 3.2** Let \( f \) and \( \tilde{f} \) be as above. Let \( \tilde{h}(X,T,A_1,\ldots,A_n) \in \mathbb{K}[X,T] \) be a monic (in \( X \)) factor of \( \tilde{f}(X,T,A_1,\ldots,A_n) \). Then there exists \( h(X,Y_1,\ldots,Y_n) \in \mathbb{F}[X,Y_1,\ldots,Y_n] \) such that:

\[
\tilde{h}(X,T,A_1,\ldots,A_n) = h(X,A_1T,A_2T,\ldots,A_nT).
\]

\[
h(X_1,\ldots,Y_n) \mid f(X,Y_1,\ldots,Y_n) \quad \text{in } \mathbb{F}[X,Y_1,\ldots,Y_n].
\]

Furthermore, \( h(X_1,\ldots,Y_n) \) simply equals \( \tilde{h}(X,1,Y_1,\ldots,Y_n) \).

Thus, in order to factor \( f(X,Y_1,\ldots,Y_n) \), it suffices to factor \( \tilde{f}(X,T,A_1,\ldots,A_n) \) into its factors in \( \mathbb{K}[X,T] = \mathbb{F}(A_1,\ldots,A_n)[X,T] \). These factors in \( \mathbb{K}[X,T] \), when made monic in \( X \) will, by the above fact, give us the factors of \( f(X,Y_1,\ldots,Y_n) \) in \( \mathbb{F}[X,Y_1,\ldots,Y_n] \). Conversely it is easy to see that every factor of \( f(X,Y_1,\ldots,Y_n) \) in \( \mathbb{F}[X,Y_1,\ldots,Y_n] \) can be obtained in this way.
3.5 Factoring $\bar{f}$ over $K[X,T]$: Univariate factorization

Consider the univariate polynomial $f(X,0,0,\ldots) \in F[X]$. We know that it is a nonzero polynomial of degree $d$ (by the monicness of $f$ in $X$), and that it is squarefree (by the nonvanishing of $Df(0,0,\ldots,0)$).

The next step of the algorithm is to factorize $f(X,0,\ldots,0)$ over $F[X]$ using known algorithms for univariate polynomial factorization. By the well known algorithms of Lenstra-Lenstra-Lovasz [LLL82] and Berlekamp [Ber70], this can be performed in time poly($t,d$) (where $t$ is as in Theorem 1).

Let $g_0(X)$ be an irreducible monic factor of $f(X,0,\ldots,0)$ in $F[X]$. Let $h_0(X)$ be such that:

$$g_0(X) \cdot h_0(X) = f(X,0,\ldots,0).$$

By the squarefreeness of $f(X,0,\ldots,0)$, we have that $g_0(X)$ and $h_0(X)$ are relatively prime in $F[X]$.

By definition of $\bar{f}$:

$$g_0(X) \cdot h_0(X) = \bar{f}(X,0,A_1,\ldots,A_n).$$

Therefore, we have the following identity in the ring $K[X,T]$:

$$g_0(X) \cdot h_0(X) = \bar{f}(X,T,A_1,\ldots,A_n) \mod T.$$

3.6 Factoring $\bar{f}$ over $K[X,T]$: Hensel lifting

We now perform Hensel lifting, as in Lecture 7 of [Sud99]. Define $k$ to be an integer $> 2 \log d + 1$.

Let $\alpha_0(X),\beta_0(X)$ be univariate polynomials in $F[X]$ such that $\alpha_0 g_0 + \beta_0 h_0 = 1$ mod $T^{2^k}$. Such $\alpha_0(X),\beta_0(X)$ can be efficiently found using Euclid’s algorithm. We will now show how to use Hensel lifting to lift the solution

$$g_0(X) \cdot h_0(X) = \bar{f}(X,T,A_1,\ldots,A_n) \mod T,$$

to a solution

$$g_k(X) \cdot h_k(X) = \bar{f}(X,T,A_1,\ldots,A_n) \mod T^{2^k}.$$

Lemma 3.3 (Lifting the solution) Given polynomials $f,g_i,h_i,\alpha_i,\beta_i \in K[X,T]$ such that

(a) $f = g_i \cdot h_i \mod T^{2^i}$,

(b) $\alpha_i g_i + \beta_i h_i = 1 \mod T^{2^i}$ and

(c) $g_i$ is monic in $X$, consider the following process:

1. $m_{i+1} = f - g_i \cdot h_i$

2. $\hat{g}_{i+1} = g_i + \beta_i \cdot m_{i+1}$

3. $\hat{h}_{i+1} = h_i + \alpha_i \cdot m_{i+1}$

4. $\eta_{i+1} = (\hat{g}_{i+1} - g_i)/T^{2^i}$

5. Write $\eta_{i+1} = g_i r_{i+1} + r_{i+1}$, with $\deg_X(r_{i+1}) < \deg_X(g_i)$, (by the division alg. Lemma 2.8)

6. $g_{i+1} \overset{\text{def}}{=} g_i + T^{2^i} \cdot r_{i+1}$
7. \( h_{i+1} \overset{\text{def}}{=} h_{i+1} \cdot (1 + T^{2^i} q_{i+1}) \)
8. \( \tau_{i+1} = \alpha_i g_{i+1} + \beta_i h_{i+1} - 1 \)
9. \( \alpha_{i+1} \overset{\text{def}}{=} \alpha_i - \alpha_i \tau_{i+1} \)
10. \( \beta_{i+1} \overset{\text{def}}{=} \beta_i - \beta_i \tau_{i+1} \)

Then (a) \( f = g_{i+1} h_{i+1} \mod T^{2^{i+1}} \), (b) \( \alpha_{i+1} g_{i+1} + \beta_{i+1} h_{i+1} = 1 \mod T^{2^{i+1}} \), (c) \( g_{i+1} \) is monic in \( X \). Also (d) \( g_{i+1} = g_i \mod T^2 \), and (e) \( h_{i+1} = h_i \mod T^2 \). Moreover \( g_{i+1} \) and \( h_{i+1} \) are the unique polynomials (mod \( T^{2^{i+1}} \)) satisfying properties (a), (c), (d) and (e).

**Proof** Straightforward calculations show \( \hat{g}_{i+1} \cdot \hat{h}_{i+1} = f \mod T^{2^{i+1}} \), \( \hat{g}_{i+1} = g_i \mod T^{2^i} \), and \( h_{i+1} = h_i \mod T^{2^i} \). However \( \hat{g}_{i+1} \) may not be monic in \( X \). Steps 4-7 show how to construct \( g_{i+1} \) and \( h_{i+1} \) with the same properties as \( \hat{g}_{i+1} \) and \( \hat{h}_{i+1} \), but now ensuring that the property of being monic in \( X \) also holds.

Observe that since \( g_i \) is monic in \( X \) and \( \deg_X(r_{i+1}) < \deg_X(g_i) \), then by the definition of \( g_{i+1} \) we get that \( g_{i+1} \) is also monic in \( X \). Moreover,

\[
g_{i+1} = g_i + T^{2^i} \cdot r_{i+1} \\
= g_i + T^{2^i} \cdot (\eta_{i+1} - g_i q_{i+1}) \\
= g_i + T^{2^i} \cdot \left( (\hat{g}_{i+1} - g_i) / T^{2^i} - g_i q_{i+1} \right) \\
= \hat{g}_{i+1} - T^{2^i} \cdot g_i q_{i+1} \\
= \hat{g}_{i+1} - T^{2^i} \cdot \hat{g}_{i+1} q_{i+1} \mod T^{2^{i+1}} \\
= \hat{g}_{i+1} \cdot (1 - T^{2^i} q_{i+1}) \mod T^{2^{i+1}}
\]

From this and the definition of \( h_{i+1} \), it is easy to see that \( g_{i+1} \cdot h_{i+1} = \hat{g}_{i+1} \cdot \hat{h}_{i+1} = f \mod T^{2^{i+1}} \). Moreover \( g_{i+1} = g_i \mod T^{2^i} \) and \( h_{i+1} = h_i \mod T^{2^i} \). From the definitions of \( \alpha_{i+1} \) and \( \beta_{i+1} \), it is again easy to verify that \( \alpha_{i+1} g_{i+1} + \beta_{i+1} h_{i+1} = 1 \mod T^{2^{i+1}} \). Also \( g_{i+1} \) is monic in \( X \), and \( \deg_X(g_{i+1}) \) equals \( \deg_X(g_i) \).

All it remains is to show that \( g_{i+1} \) and \( h_{i+1} \) are the unique polynomials (mod \( T^{2^{i+1}} \)) satisfying properties (a), (c) and (d).

If possible, let \( g'_{i+1} \) and \( h'_{i+1} \) be polynomials such that

1. \( g'_{i+1} \cdot h'_{i+1} = f \mod T^{2^{i+1}} \)
2. \( g'_{i+1} = g_i \mod T^{2^i} \) and \( h'_{i+1} = h_i \mod T^{2^i} \)
3. \( g'_{i+1} \) is monic in \( X \)
Let $\tilde{g}_{i+1} = g'_{i+1} - g_{i+1}$ and let $\tilde{h}_{i+1} = h'_{i+1} - h_{i+1}$. Observe that $\tilde{g}_{i+1} = \tilde{h}_{i+1} = 0 \mod T^{2^i}$. Let $\alpha = \alpha_{i+1} \tilde{g}_{i+1} - \beta_{i+1} \tilde{h}_{i+1}$. Then,

$$g_{i+1}(1 + u) = g_{i+1}(1 + \alpha_{i+1} \tilde{g}_{i+1} - \beta_{i+1} \tilde{h}_{i+1}) \mod T^{2^{i+1}}$$

$$= g_{i+1} + (1-h_{i+1} \beta_{i+1}) \tilde{g}_{i+1} - \beta_{i+1} \tilde{h}_{i+1} \mod T^{2^{i+1}}$$

Moreover since $g_{i+1}$ and $g'_{i+1}$ are both monic in $X$, and since $g_{i+1} = g'_{i+1} = g_i \mod T^{2^{i+1}}$, this implies that the $X$-degree of $g'_{i+1}$, $g_{i+1}$ and $g_i$ are all the same. Thus $g_{i+1}(1 + u) = g'_{i+1} \mod T^{2^{i+1}}$ implies that $g_{i+1} = g'_{i+1} \mod T^{2^{i+1}}$.

We are given $g_0, h_0 \in F[X]$. Since $f(X, 0, 0, \ldots)$ is squarefree, observe that $g_0$ and $h_0$ are relatively prime. Thus we can obtain $\alpha_0(X), \beta_0(X)$, univariate polynomials in $X$, such that $\alpha_0 g_0 + \beta_0 h_0 = 1$. We view $g_0, h_0, \alpha_0, \beta_0$ as elements of $F(A_1, \ldots, A_n)[X,T]$.

We can iterate the above lemma for $i = 0, 1, \ldots, k-1$, to obtain $g_k, h_k \in F(A_1, \ldots, A_n)[X,T]$, such that $f = g_k h_k \mod T^{2^k}$, and such that $g_k$ is monic in $X$, and $g_k = g_0 \mod T$.

**Claim 3.4** The pair $g_k, h_k$ obtained above is the unique pair of polynomials (mod $T^{2^k}$) such that (a) $f = g_k h_k \mod T^{2^k}$, (b) $g_k$ is monic in $X$, and (c) $g_k = g_0 \mod T$.

**Proof** If possible, let $g'_k, h'_k$ be another distinct pair of polynomials (mod $T^{2^k}$) satisfying (a), (b) and (c). Notice that (a), (b) and (c) imply that it also must hold that $h'_k = h_k = h_0 \mod T$.

For $0 \leq i \leq k$, let $\tilde{g}_i = g_k \mod T^{2^i}$, and $\tilde{h}_i = h_k \mod T^{2^i}$, $\tilde{g}'_i = g'_k \mod T^{2^i}$, and $\tilde{h}'_i = h'_k \mod T^{2^i}$. Consider the first $i$ for which the pair $\tilde{g}_i, \tilde{h}_i$ is distinct from $\tilde{g}'_i, \tilde{h}'_i$. This pair would contradict the uniqueness part of Lemma 3.3.

**Lemma 3.5 (Small circuits)** The polynomials $g_k, h_k$ lie in $F[X,T,A_1,\ldots,A_n]$. Furthermore we can express $g_k$ and $h_k$ as the following: $g_k(X,T,A_1,\ldots,A_n) = \sum_{j,j' \leq D} c_{jj'}(A_1,\ldots,A_n) X^j T^{j'}$ and $h_k(X,T,A_1,\ldots,A_n) = \sum_{j,j' \leq D} d_{jj'}(A_1,\ldots,A_n) X^j T^{j'}$, such that there is a single arithmetic circuit $C$ in the variables $A_1,\ldots,A_n$ where $C$ computes all the coefficients $c_{jj'}$ of $g_k$ and $d_{jj'}$ of $h_k$. $C$ has size at most poly$(n,k,d)$, degree at most $d 2^k$, and can be computed in time at most poly$(n,k,d)$. Moreover the $X$ degree and $T$ degree of $g_k, h_k$ are both at most $D = \max\{d,2^k\}$.
Suppose \( \bar{f} \) has a nontrivial solution. If Claim 3.6 by Lemma 2.6.

If this system of linear equations has a nontrivial solution, then one such solution can be obtained. This is a system of \( O(2^d) \) homogeneous linear equations in \( O(d^2) \) unknowns.

Moreover, given \( C_i, C_{i+1} \) we obtain a circuit (in the input variables \( A_1, A_2, \ldots, A_n \)) computing the various \( c_{ij} \).

Thus by a simple induction argument we obtain the bounds in the lemma.

\[ \square \]

3.7 Factoring \( \bar{f} \) over \( \mathbb{K}[X,T] \): Solving a linear system

We have that \( f = g_k \cdot h_k \mod T^{2^k} \), where \( g_k \) is monic, and \( k > 2 \log d + 1 \). Moreover \( g_k \in \mathbb{K}[X,T] \) and can be expressed as \( \left( \sum_{i \leq D, j \leq D} c_{ij}(A_1, \ldots, A_n) X^i T^j \right) \), where there is a polynomial sized arithmetic circuit (in the input variables \( A_1, A_2, \ldots, A_n \)) computing the various \( c_{ij} \).

Now consider the following homogeneous system of linear equations over the field \( \mathbb{F}(A_1, \ldots, A_n) \) in the variables \( R_{ij}, S_{ij} \):

\[
\sum_{i < d, j \leq d} R_{ij} X^i T^j = \left( \sum_{i \leq D, j \leq D} c_{ij} X^i T^j \right) \left( \sum_{i \leq D, j \leq D} S_{ij} X^i T^j \right) \mod T^{2^k}. \tag{1}
\]

This is a system of \( O(D^2) \) homogeneous linear equations in \( O(D^2) \) unknowns.

If this system of linear equations has a nontrivial solution, then one such solution can be obtained by Lemma 2.6.

Claim 3.6 If \( \bar{f}(X,T,A_1,\ldots,A_n) \) is reducible in \( \mathbb{F}(A_1,\ldots,A_n)[X,T] \), then the linear system (1) has a nontrivial solution.

Proof Suppose \( \bar{f} \) is reducible.

Recall that we have that \( \bar{f}(X,0,\ldots,0) \) is squarefree (see Section 3.4), that

\[
\bar{f}(X,0,A_1,\ldots,A_n) = g_0(X,0,A_1,\ldots,A_n) \cdot h_0(X,0,A_1,\ldots,A_n),
\]

that \( g_0(X,0,A_1,\ldots,A_n) \in \mathbb{F}[X] \) is irreducible, and that \( g_0(X,0,A_1,\ldots,A_n) \) and \( h_0(X,0,A_1,\ldots,A_n) \) are relatively prime. Let \( \gamma(X,T,A_1,\ldots,A_n) \in \mathbb{F}(A_1,\ldots,A_n)[X,T] \) be the unique irreducible factor of \( \bar{f}(X,T,A_1,\ldots,A_n) \) for which \( g_0(X,0,A_1,\ldots,A_n) \) divides \( \gamma(X,0,A_1,\ldots,A_n) \). Uniqueness of \( \gamma \) follows from the fact that \( \bar{f}(X,0,\ldots,0) \) is squarefree. Let
\( \gamma'(X, T, A_1, \ldots, A_n) \) be such that \( \gamma \cdot \gamma' = \bar{f} \). Note that since \( \bar{f} \) is monic, thus by Lemma 2.3, so are \( \gamma \) and \( \gamma' \).

Let \( \delta_0(X, 0, A_1, \ldots, A_n) \) be such that
\[
g_0(X, 0, A_1, \ldots, A_n) \cdot \delta_0(X, 0, A_1, \ldots, A_n) = \gamma(X, 0, A_1, \ldots, A_n).
\]

We want to apply Hensel lifting to this situation. Note that \( g_0(X, 0, A_1, \ldots, A_n) \) and \( \delta_0(X, 0, A_1, \ldots, A_n) \) are relatively prime in \( \mathbb{K}[X] \) (again, this follows since \( \bar{f}(X, 0, A_1, \ldots, A_n) \), is squarefree). Thus there exists \( \lambda_0, \mu_0 \in \mathbb{K}[X] \) such that \( g_0 \cdot \lambda_0 + \delta_0 \mu_0 = 1 \mod T \). Thus we can perform the lifting, as given in Lemma 3.3. After \( k \) steps of lifting, we get \( g_k, \delta_k, \lambda_k, \mu_k \in \mathbb{K}[X, T] \) such that \( g_k \) is monic in \( X \), and:
\[
g_k^* \delta_k = \gamma \mod T^{2^k}.
\]

Thus:
\[
\bar{f} = g_k \cdot h_k = g_k^* \cdot \delta_k \cdot \gamma' \mod T^{2^k}.
\]

Since \( g_k, g_k^* \) are both monic in \( X \), and \( g_k = g_k^* \equiv g_0 \mod T \), we conclude by Claim 3.4 that \( g_k = g_k^* \mod T^{2^k} \). Hence, Equation (2) is equivalent to
\[
\gamma \cdot \gamma' = \bar{f} = g_k \cdot h_k = g_k \cdot \delta_k \cdot \gamma' \mod T^{2^k}.
\]

In other words,
\[
\gamma' (\gamma - \delta_k \cdot g_k) = 0 \mod T^{2^k}.
\]

As \( \gamma' \) is monic in \( X \) it follows that
\[
(\gamma - \delta_k \cdot g_k) = 0 \mod T^{2^k}.
\]

Therefore,
\[
\sum_{i<d, j\leq d} R_{ij} X^i T^j = \gamma
\]
\[
\sum_{i\leq D, j\leq D} S_{ij} X^i T^j = \delta_k
\]
gives a nontrivial solution to the linear system, as desired. \( \blacksquare \)

We now see how to extract a factor of \( \bar{f} \) using a nontrivial solution to the linear system (1).

Consider a nontrivial solution and define the polynomials:
\[
r(X, T, A_1, \ldots, A_n) = \sum_{i<d, j\leq d} R_{ij} X^i T^j,
\]
\[
s(X, T, A_1, \ldots, A_n) = \sum_{i\leq D, j\leq D} S_{ij} X^i T^j.
\]

**Claim 3.7** *In the ring \( \mathbb{F}(T, A_1, \ldots, A_n)[X] \), \( r(X, T, A_1, \ldots, A_n) \) and \( f(X, T, A_1, \ldots, A_n) \) have nontrivial GCD.*
Proof Let \( u(X, T, A_1, \ldots, A_n) \in \mathbb{F}[A_1, \ldots, A_n, T] \) be the resultant of \( r(X) \) and \( \bar{f}(X) \). Then, the \( T \)-degree of \( u \) is at most \( 2d^2 \). Moreover, by Lemma 2.4, there exist \( v(X, T, A_1, \ldots, A_n) \), \( w(X, T, A_1, \ldots, A_n) \) such that:
\[
v \cdot r + w \cdot \bar{f} = u.
\]
Thus:
\[
v \cdot r + w \cdot \bar{f} = u \mod T^{2k}
v \cdot g \cdot s + w \cdot g \cdot h = u \mod T^{2k}
g \cdot (v \cdot s + w \cdot h) = u \mod T^{2k}.
\]
Recall that the right hand side is a polynomial in \( \mathbb{F}[A_1, \ldots, A_n, T] \), and thus does not depend on the variable \( X \). However the polynomial \( g \) appearing on the left hand side is monic in the variable \( X \). The only way this equation can hold is if \( v \cdot s + w \cdot h \) equals \( 0 \mod T^{2k} \). By our bound on the \( T \)-degree of \( u \), and since \( 2d^2 < 2^k \), we get that \( u \) is identically 0. Thus, by Lemma 2.4, \( r(X) \) and \( \bar{f}(X) \) have a nontrivial GCD in \( \mathbb{F}(T, A_1, \ldots, A_n)[X] \).

3.8 Factoring \( \bar{f} \) over \( \mathbb{K}[X, T] \): Computing the GCD

Let \( \bar{h}(X, T, A_1, \ldots, A_n) \) be the monic GCD of \( r(X) \) and \( \bar{f}(X) \) in \( \mathbb{F}(T, A_1, \ldots, A_n)[X] \). A small arithmetic circuit for the coefficient of each monomial \( X^i \) in \( \bar{h} \) can be computed using Lemma 2.9. By Gauss’ Lemma (Lemma 2.3), \( \bar{h}(X, T, A_1, \ldots, A_n) \) lies in \( \mathbb{K}[X, T] \). Thus by Corollary 3.2, for \( h(X, Y_1, \ldots, Y_n) = \bar{h}(X, 1, Y_1, \ldots, Y_n) \), we have that
\[
h(X, Y_1, \ldots, Y_n) \in \mathbb{F}[X, Y_1, \ldots, Y_n],
\]
and
\[
h(X, Y_1, \ldots, Y_n) \mid f(X, Y_1, \ldots, Y_n) \text{ in } \mathbb{F}[X, Y_1, \ldots, Y_n].
\]

4 Open Questions

We conclude by listing some open problems.

1. If \( \mathbb{F}_q \) has characteristic \( p \), and \( g(X_1, \ldots, X_n) \in \mathbb{F}_q[X_1, \ldots, X_n] \) is such that \( g^p \) has a small arithmetic circuit, then does \( g \) have a small arithmetic circuit?

2. One can consider the problem of PIT for polynomial size circuits without a polynomial bound on the degree of the circuits. How does this problem relate to the problem of PIT with a polynomial bound on the degree of the circuits? What can be said about the problem of factorization of polynomials computed by polynomial size circuits (without a polynomial bound on their degree)?

3. Suppose a multivariate polynomial \( f \) can be computed by small formula/algebraic branching program. Does it follow that all the factors of \( f \) can be computed by small formulas/algebraic branching programs?

4. Can factorization of univariate polynomials of degree \( d \) over the finite field \( \mathbb{F}_q \) be done deterministically in time \( \text{poly}(d, \log q) \)?
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