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Abstract

An elegant characterization of the complexity of constraint satisfaction problems has emerged
in the form of the the algebraic dichotomy conjecture of [BKJ00]. Roughly speaking, the charac-
terization asserts that a CSP A is tractable if and only if there exist certain non-trivial operations
known as polymorphisms to combine solutions to A to create new ones. In an entirely separate
line of work, the unique games conjecture yields a characterization of approximability of Max-
CSPs. Surprisingly, this characterization for Max-CSPs can also be reformulated in the language
of polymorphisms.

In this work, we study whether existence of non-trivial polymorphisms implies tractability
beyond the realm of constraint satisfaction problems, namely in the value-oracle model. Specif-
ically, given a function f in the value-oracle model along with an appropriate operation that
never increases the value of f, we design algorithms to minimize f. In particular, we design a ran-
domized algorithm to minimize a function f : [¢]™ — R that admits a fractional polymorphism
which is measure preserving and has a transitive symmetry.

We also reinterpret known results on MaxCSPs and thereby reformulate the unique games
conjecture as a characterization of approximability of max-CSPs in terms of their approzimate
polymorphisms.
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1 Introduction

A vast majority of natural computational problems have been classified to be either polynomial-time
solvable or NP-complete. While there is little progress in determining the exact time complexity for
fundamental problems like matrix multiplication, it can be argued that a much coarser classification
of P vs NP-complete has been achieved for a large variety of problems. Notable problems that elude
such a classification include factorization or graph isomorphism.

A compelling research direction at this juncture is to understand what causes problems to be
easy (in P) or hard (NP-complete). More precisely, for specific classes of problems, does there exist
a unifying theory that explains and characterizes why some problems in the class are in P while
others are NP-complete? For the sake of concreteness, we will present a few examples.

It is well-known that 2-SAT is polynomial-time solvable, while 3-SAT is NP-complete. However,
the traditional proofs of these statements are unrelated to each other and therefore shed little
light on what makes 2-SAT easy while 3-SAT NP-complete. Similar situations arise even when
we consider approximations for combinatorial optimization problems. For instance, MIN s-T CuUT
can be solved exactly, while MIN 3-wWAY CUT is NP-complete and can be approximated to a factor
of % It is natural to ask why the approximation ratio for MIN s-T CuT is 1, while it is % for
MIN 3-WAY CUT.

Over the last decade, unifying theories of tractability have emerged for the class of constraint
satisfaction problems (CSP) independently for the exact and the optimization variants. Surprisingly,
the two emerging theories for the exact and optimization variants of CSPs appear to coincide!
While these candidate theories remain conjectural for now, they successfully explain all the existing
algorithms and hardness results for CSPs. To set the stage for the results of this paper, we begin
with a brief survey of the theory for CSPs.

Satisfiability. A constraint satisfaction problem (CSP) A is specified by a family of predicates
over a finite domain [¢] = {1,2,...,¢}. Every instance of the CSP A consists of a set of variables
V), along with a set of constraints C on them. Each constraint in C consists of a predicate from the
family A applied to a subset of variables. For a CSP A, the associated satisfiability problem A-SAT
is defined as follows.

Problem 1.1 (A-SAT). Given an instance & of the CSP A, determine whether there is an assign-
ment satisfying all the constraints in .

A classic theorem of Schaefer [Sch78] asserts that among all satisfiability problems over the
boolean domain ({0,1})), only LINEAR-EQUATIONS-MOD-2, 2-SAT, HORN-SAT, DUAL-HORN SAT
and certain trivial CSPs are solvable in polynomial time. The rest of the boolean CSPs are NP-
complete. The dichotomy conjecture of Feder and Vardi [FV98] asserts that every A-SAT is in P
or NP-complete. The conjecture has been shown to hold for CSPs over domains of size up to 4
[Bul06].

In this context, it is natural to question as to what makes certain A-SAT problems tractable
while the others are NP-complete. Bulatov, Jeavons and Krokhin [BKJO00] conjectured a beautiful
characterization for tractable satisfiability problems. We will present an informal description of
this characterization known as the algebraic dichotomy conjecture. We refer the reader to the work
of Kun Szegedy [KS09] for a more formal description.

To motivate this characterization, let us consider a CSP known as the XOR problem. An
instance of the XOR problem consists of a system of linear equations over Zs = {0,1}. Fix an
instance & of XOR over n variables. Given three solutions XM, X2 x®) ¢ {0,1}"™ to 3, one can
create a new solution Y € {0,1}"™:

Vi=xYexPax® viemn.

)



It is easy to check that Y is also a feasible solution to the instance 3. Thus the XOR : {0,1}3 —
{0,1} yields a way to combine three solutions in to a new solution for the same instance. Note that
the function XOR was applied to each bit of the solution individually. An operation of this form
that preserves the satisfiability of the CSP is known as a polymorphism. Formally, a polymorphism
of a CSP A-SAT is defined as follows:

Definition 1.2 (Polymorphisms). A function p : [q|® — [q] is said to be a polymorphism for the
CSP A-SAT, if for every instance S of A and R assignments X, X2 X ¢ [q]™ that satisfy
all constraints in S, the vector Y € [q]" defined below is also a feasible solution.

Y =px, x? x®  xPy vien.

Note that the dictator functions p(x(l), cee x(R)) = z() are polymorphisms for every CSP A-SAT.
These will be referred to as projections or trivial polymorphisms. All the tractable cases of boolean
CSPs in Schaefer’s theorem are characterized by existence of non-trivial polymorphisms. Specifi-
cally, 2-SAT has the Majority functions, HORN-SAT has OR functions, and DUAL HORN-SAT has
the AND functions as polymorphisms. Roughly speaking, Bulatov et al. [BKJ00] conjectured that
the existence of non-dictator polymorphisms characterizes CSPs that are tractable. Their work
showed that the set of polymorphisms Poly(A) of a CSP A characterizes the complexity of A-SAT.
Formally,

Theorem 1.3. [BKJ00] If two CSPs A1, Ay have the same set of polymorphisms Poly(Ay) =
Poly(Asg), then A1-SAT is polynomial-time reducible to Ao-SAT and vice versa.

There are many equivalent ways of formalizing what it means for an operation to be non-trivial
or non-dictator. A particularly simple way to formulate the algebraic dichotomy conjecture arises
out of the recent work of Barto and Kozik [BK12]. A polymorphism p : [¢]* — [q] is called a cyclic
term if

p(x1,. .., xk) =p(xe, ..., 25, 21) = ... = p(Tk, Th—1,---,21) YZ1,...,2% € [q].
Note that the above condition strictly precludes the operation p from being a dictator.

Conjecture 1.4. ( [BKJ00, MM0S, BK12]) A-SAT is in P if A admits a cyclic term, otherwise
A-SAT is NP-complete.

Surprisingly, one of the implications of the conjecture has already been resolved.
Theorem 1.5. [BKJ00, MM08, BK12] A-SAT is NP-complete if A does not admit a cyclic term.

The algebraic approach to understanding the complexity of CSPs has received much attention,
and the algebraic dichotomy conjecture has been verified for several subclasses of CSPs such as
conservative CSPs [Bul03], CSPs with no ability to count [BK09] and CSPs with Maltsev operations
[BD06]. Recently, Kun and Szegedy reformulated the algebraic dichotomy conjecture using analytic
notions similar to influences [KS09].

Polymorphisms in Optimization. Akin to polymorphisms for A-SAT, we define the notion of
approximate polymorphisms for optimization problems. Roughly speaking, an approximate poly-
morphism is a probability distribution 7 over a set of operations of the form p : [¢]* — [¢]. In
particular, an approximate polymorphism P can be used to combine k solutions to an optimization
problem and produce a probability distribution over new solutions to the same instance. Unlike
the case of exact CSPs, here the polymorphism outputs several new solutions. P is an (c,s)-
approximate polymorphism if, given a set of solutions with average value ¢, the average value of
the output solutions is always at least s.



For the sake of exposition, we present an example here. Suppose f : {0,1}" — R* is a super-
modular function. In this case, f admits a 1-approximate polymorphism described below.

_ JOR(x1,22) with probability
B AND(x1,22) with probability

DN = D=

Given any two assignments X W, X@ the polymorphism P outputs two solutions X Wv X3 and
XM A X3 The supermodularity of the function f implies

val(XM) 4+ val(X @) < val(XD v X@)) 4 val(x®D A X)) |

that the average value of solutions output by P is at least the average value of solutions input to
it. The formal definition of an (¢, s)-approximate polymorphism is as follows.

Definition 1.6 ((c, s)-approximate polymorphism). Fiz a function f : [q]" — RT. A probability
distribution P over operations p : [q|® — [q] s an (c, s)-approzimate polymorphism for f if the
following holds: for every R assignments XMW, X®@ . X(R) ¢ [q]", if E; f(X(i)) > c for all i
then,

E [f(p(XM,. . x5 >s

peEP

Here, p(X(l), e ,X(R)) is the assignment obtained by applying the operation p coordinate-wise.

It is often convenient to use a coarser notion of approximation, namely the approximation ratio
for all c. In this vein, we define a-approximate polymorphisms.

Definition 1.7 (a-approximate polymorphism). A probability distribution P over operations p :
[q|® — [q] is an a-approzimate polymorphism for f : [q]" — R*, if it is an (c, « - ¢)-approzvimate
polymorphism for all ¢ > 0.

We will refer to a 1-approximate polymorphism as a fractional polymorphism along the lines of
Cohen et al. [DMPO06].

Approximating CSPs. To set the stage for the main result of the paper, we will reformulate
prior work on approximation of CSPs in the language of polymorphisms. While the results stated
here are not new, their formulation in the language of approximate polymorphisms has not been
carried out earlier. This reformulation highlights the the close connection between the algebraic
dichotomy conjecture (a theory for exact CSPs) and the unique games conjecture (a theory of
approximability of CSPs). We believe this reformulation is also one of the contributions of this
work and have devoted Section 7 to give a full account of it. The results we will state now hold for
a fairly general class of problems that include both maximization and minimization problems with
local bounded payoff functions (referred to as value CSP in [CCCT13]). However, for the sake of
concreteness, let us restrict our attention to the problem MAXx-A for a CSP A.

Problem 1.8 (MAX-A). Given an instance S of the A-CSP, find an assignment that satisfies the
mazximum number (equivalently fraction) of constraints.

The formal definition of a-approximate polymorphisms is as follows.

Definition 1.9. A probability distribution P over operations p : [q]* — [q] is an a-approzimate
polymorphism for MAX-A, if P is an (c,« - ¢)-approximate polymorphism for every instance S of
MAX-A.



In the above definition, we treat each instance S as a function S : [¢q] — R that we intend to
maximize.

As in the case of A-SAT, dictator functions are 1-approximate polymorphisms for every MAX-A.
We will use the analytic notion of influences to preclude the dictator functions (see Section 7 ).
Specifically, we define 7-quasirandomness as follows.

Definition 1.10. An approzimate polymorphism P is (7, d)-quasirandom if, for every distribution
pon [q],
pIeEP {mlax Inffff(p)} <7 Vie k]

By analogy to A-SAT, it is natural to conjecture that approximate polymorphisms characterize
the approximability of every MAX-A. Indeed, all known tight approximability results for different
Max-CSPs like 3-SAT correspond exactly to the existence of approximate polymorphisms. Moreover,
we show that the unique games conjecture [Kho02] is equivalent to asserting that existence of
quasirandom approximate polymorphisms characterizes the complexity of approximating every CSP.
To state our results formally, let us define some notation. For a CSP A define the approximation
constant ap as,

ap def sup{a € R|V7,d >0 3(7,d)-quasirandom, a-approximate polymorphism for A} .

Similarly, for each ¢ > 0 define the constant s(c) as,

sa(e) & sup{s € R |V7,d > 0 3(7,d)-quasirandom, (c, s)-approximate polymorphism for A} .

The connection between unique games conjecture (stated in Section 7 ) and approximate polymor-
phisms is summarized below.

Theorem 1.11 (Connection to UGC). Assuming the unique games conjecture, for every A, it is NP-
hard to approrimate MAX-A better than ap. Moreover, the unique games conjecture is equivalent
to the following statement: For every A and c, on instances of MAX-A with value ¢, it is NP-hard
to find an assignment with value larger than sy (c).

All unique games based hardness results for MAX-A are shown via constructing appropriate
dictatorship testing gadgets [KKMOO7, Rag08]. The above theorem is a consequence of the con-
nection between approximate polymorphisms and dictatorship testing (see Section 7.4 for details).
The connection between approximate polymorphisms and dictatorship testing was observed in the
work of Kun and Szegedy [KS09].

Surprisingly, the other direction of the correspondence between approixmate polymorphisms
and complexity of CSPs also holds. Formally, we show the following result about a semidefinite
programming relaxation for CSPs referred to as the Basic SDP relaxation (see Section 7.3 for
definition).

Theorem 1.12 (Algorithm via Polymorphisms). For every CSP A, the integrality gap of the BASIC-
SDP relazation for MAX-A is at most ap. More precisely, for every instance S of MAX-A, for
every c, if the optimum value of the BASIC SDP relazation is at least c, then optimum value for &
is at least limg_,g sp(c — €).

In particular, the above theorem implies that the BAsic-SDP relaxation yields an aip (or sp(c))
approximation to MAX-A. This theorem is a consequence of restating the soundness analysis of
[Rag08] in the language of approximate polymorphisms. Specifically, one uses the a-approximate
polymorphism to construct an a-factor rounding algorithm to the semidefinite program for MAX-A
(See Section 7.3 for details). In the case of the algebraic dichotomy conjecture, the NP-hardness



result is known, while an efficient algorithm for all CSPs via polymorphisms is not known. In
contrast, the BAsiC SDP relaxation yields an efficient algorithm for all MAX-A, but the NP-
hardness for max-CSPs is open and equivalent to the unique games conjecture.

The case of MAX-A that are solvable exactly (approximation ratio = 1) has also received consid-
erable attention in the literature. Generalising the algebraic approach to CSPs, algebraic properties
called multimorphisms [CCJKO06], fractional polymorphisms [DMP06] and weighted polymorphisms
[CCCT13] have been proposed to study the complexity of classes of valued CSPs. The notion of
a-approximate polymorphism for o = 1 is closely related to these notions (see Section 7.1 ).

In a recent work, Thapper and Zivny [TZ13] obtained a characterization of MAX-A that can
be solved exactly. Specifically, they showed that a valued CSP (a generalization of maxCSP) is
tractable if and only if it admits a symmetric 1-approximate polymorphism on two inputs. This is
further evidence supporting the claim that approximate polymorphisms characterize approximabil-
ity of max-CSPs.

Beyond CSPs. It is natural to wonder if a similar theory of tractability could be developed for
classes of problems beyond constraint satisfaction problems. For instance, it would be interesting to
understand the tractability of MINIMUM SPANNING TREE, MINIMUM MATCHING, the intractability
of TSP STEINER TREE and the approximability of STEINER TREE, METRIC TSP and NETWORK
DESIGN problems.

It appears that tractable problems such as MINIMUM SPANNING TREE and MAXIMUM MATCH-
ING have certain “operations” on the solution space. For instance, the union of two perfect match-
ings contains alternating cycles that could be used to create new matchings. Similarly, spanning
trees form a matroid and therefore given two spanning trees, one could create a sequence of trees
by exchanging edges amongst them. Furthermore, some algorithms for these problems crucially
exploit these operations. More indirectly, MINIMUM SPANNING TREE and MAXIMUM MATCHING
are connected to submodularity via polymatroids. As we saw earlier, submodularity is an example
of a 1-approximate polymorphism.

Moreover, here is a heuristic justification for the connection between tractability and exis-
tence of operations to combine solutions. Typically, a combinatorial optimization problem like
MAXIMUM MATCHING is tractable because of the existence of a linear programming relaxation P
and an associated rounding scheme R (possibly randomized). Given a set of k integral solutions
XD x@ . X® consider any point in their convex hull, say y = %Zié[k] X @ By convexity,
the point y is also a feasible solution to the linear programming relaxation P . Therefore, we
could execute the rounding scheme R on the LP solution y to obtain a distribution over integral
solutions. Intuitively, y has less information than X ... X®) and therefore the solutions out-
put by the rounding scheme R should be different from X, ... X(®)  This suggests that the
rounding scheme R yields an operation to combine solutions to create new solutions. Recall that
in case of CSPs, indeed polymorphisms are used to obtain rounding schemes for the semidefinite
programs (see Theorem 1.12). More recently, Barak, Steurer and Kelner [BKS14] show how certain
algorithms to combine solutions can be used towards rounding sum of squares relaxations.

1.1 Our Results

Algorithmically, one of the fundamental results in combinatorial optimization is polynomial-time
minimization of arbitrary submodular functions. Specifically, there exists an efficient algorithm to
minimize a submodular function f given access to a value oracle for f [Cun81, Cun83, Cun84, Sch00].
Since submodularity is an example of a fractional polymorphism, it is natural to conjecture that
such an algorithm exists whenever f admits a certain fractional polymorphism. Our main result is
an efficient algorithm to minimize a function f given access to its value oracle, provided f admits



an appropriate fractional polymorphism. Towards stating our result formally, let us define some
notation.

Definition 1.13. A fractional polymorphism is said to be measure-preserving if for each i € [q]
and for every choice of inputs, the fraction of inputs equal to i is always equal to the fraction of
outputs equal to 1.

Definition 1.14. An operationp : [q)¥ — [q] is said to have a transitive symmetry if for alli, j € [k]
there exists a permutation o;; € Sy, of inputs such that 0;;(i) = j and po o = p. A polymorphism
P is said to be transitive symmetric if every operation p € supp(P) is transitive symmetric.

Notice that cyclic symmetry of the operation is a special case of transitive symmetry. As per
our definitions, submodularity is a measure-preserving and transitive symmetric polymorphism.

Theorem 1.15. Let f : [¢]* — R be a function that admits a fractional polymorphism P. If P
18 measure preserving and transitive symmetric then there exists an efficient randomized algorithm
A that for every e > 0, makes poly(1/e,n) queries to the values of f and outputs an x € [q|™ such
that,
f(z) < min f(y) + ¢l fll
yElql™
Apart from submodularity, here is an example of a measure preserving and transitive symmetric
polymorphism.
p_ Majority(z1,x2,23)  with probability 2/3
Minority(z1, 2, z3) with probability 1/3

Here Minority(0,0,0) = 0, Minority(1,1,1) = 1 and Minority(z;, e, z3) = 1 — Majority(z1, z2, z3)
on the rest of the inputs. On a larger domain [g], a natural example of a fractional polymorphism
would be
max(z1, T2, X3) with probability 1/3
P = { min(z1, z2, x3) with probability 1/3
median(z1, z2,23) with probability 1/3

More generally, it is very easy to construct examples of fractional polymorphisms that satisfy the
hypothesis of Theorem 1.15.

1.2 Related Work

Operations that give rise to tractability in the value oracle model have received considerable atten-
tion in the literature. A particularly successful line of work studies generalizations of submodularity
over various lattices. In fact, submodular functions given by an oracle can be minimised on distribu-
tive lattices [IFFO01, Sch00], diamonds [Kuill], and the pentagon [KLO8] but the case of general
non-distributive lattices remains open.

An alternate generalization of submodularity known as bisubmodular functions introduced by
Chandrasekaran and Kabadi [CK88] arises naturally both in theoretical and practical contexts (see
[FI05, SGB12]). Bisubmodular functions can be minimized in polynomial time given a value oracle
over domains of size 3 [FI105, Qi88] but the complexity is open on domains of larger size [HK12].

Fujishige and Murota [FM00] introduced the notion of L#-convex functions — a class of functions
that can also be minimized in the oracle model [Mur04]. In recent work, Kolmogorov [Koll0]
exhibited efficient algorithms to minimize strongly tree-submodular functions on binary trees, which
is a common generalization of Lf-convex functions and bisubmodular functions.



1.3 Technical Overview

The technical heart of this paper is devoted to understanding the evolution of probability distribu-
tions over [¢]™ under iterated applications of operations. Fix a probability distribution u over [¢]™.
For an operation p : [q]¥ — [q], the distribution p(u) over [g]" is one that is sampled by taking
k independent samples from p and applying the operation p to them. Fix a sequence {p;}2; of

operations with transitive symmetries. Define the dynamical system,

Ht = pt(,utfl) )

with po = p. We study the properties of the distribution p; as ¢ — oco. Roughly speaking, the key
technical insight of this work is that the correlations among the coordinates decay as t — oo.

For example, let us suppose fg is such that for each i € [n], the i*" coordinate of g is not
perfectly correlated with the first (i — 1)-coordinates. In this case, we will show that p; converges
in statistical distance to a product distribution as t — oo (see Theorem 3.3). From an algorithmic
standpoint, this is very valuable because even if pg has no succinct representation, the limiting
distribution lim;_,~ p; has a very succinct description. Moreover, since the operations p; are applied
to each coordinate separately, the marginals of the limiting distribution lim; . u; are determined
entirely by the marginals of the initial distribution pg. Thus, since the limiting distribution is a
product distribution, it is completely determined by the marginals of the initial distribution ug!

Consider an arbitrary probability distribution u over [¢]". Let Ti_, o 1 denote the probability
distribution over [¢]™ obtained by sampling from g and perturbing each coordinate with a tiny
probability . For small ~, the statistical distance between p and T7_, oy is small, i.e., | T1—y oy —
i1 < yn . However, if we initialize the dynamical system with po = 71—~ then irrespective of the
starting distribution pu, the limiting distribution is always a product distribution (see Corollary 3.4).
A brief overview of the correlation decay argument is presented in Section 3.2. The details of the
argument are fairly technical and draw upon various analytic tools such as hypercontractivity, the
Berry-Esseen theorem and Fourier analysis (see Section 6.3). A key bottleneck in the analysis is
that the individual marginals change with each iteration thereby changing the fourier spectrum of
the operations involved.

Recall that the algebraic dichotomy conjecture for exact CSPs asserts that a CSP A admits a
cyclic polymorphism if and only if the CSP A is in P. It is interesting to note that the correlation
decay phenomena applies to cyclic terms. Roughly speaking, the algebraic dichotomy conjecture
could be restated in terms of correlation decay in the above described dynamical system. This
characterization closely resembles the absorbing subalgebras characterization by Barto and Kozik
[BK12] derived using entirely algebraic techniques.

Our approach to prove Theorem 1.15 is as follows. For any function f : [g]
define a convex extension f . Let A, denote the g-dimensional simplex.

" — R, one can

Definition 1.16. (Convex Eztension) Given a function f : [q]" — R, define its convex extension
on [ : Ay — R to be
f(z) i rﬁﬂ(gﬂ _—_y [f(2)]

Hi=24

where the minimization is over all probability distributions p over [q]™ whose marginals p; coincide
with z;.

The convex extension f (z) is the minimum expected value of f under all probability distributions
over [g]™ whose marginals are equal to z. As the name suggests, f is a convex function minimizing
which is equivalent to minimizing f. Since f is convex, one could appeal to techniques from convex
optimization such as the ellipsoid algorithm to minimize f . However it is in general intractable to
even evaluate the value of f at a given point in Aj. In the case of a submodular function f, its

7



convex extension f can be evaluated at a given point via a greedy algorithm, and f coincides with
the function known as the Lovasz-extension of f.

We exhibit a randomized algorithm to evaluate the value of the convex extension f when f
admits a fractional polymorphism. Given a point z € Ay, the randomized algorithm computes
the minimum expected value of f over all probability distributions p whose marginals are equal
to z. Let p be the optimal probability distribution that achieves the minimum. Here p is an
unknown probability distribution which might not even have a compact representation. Consider
the probability distribution 77, o p obtained by resampling each coordinate independently with
probability v. The probability distribution T7_, o u is statistically close to p and therefore has
approximately the same expected value of f.

Let 1/ be the limiting distribution obtained by iteratively applying the fractional polymorphism
P to the perturbed optimal distribution 77 _,op. Since P is a fractional polymorphism, the expected
value of f does not increase on applying P. Therefore, the limiting probability distribution u’ has
an expected value not much larger than the optimal distribution u. Moreover, since P is measure
preserving, the limiting probability distribution has the same marginals as pg! In other words, the
limiting distribution y’ has marginals equal to z and achieves almost the same expected value as
the unknown optimal distribution u. By virtue of correlation decay (Corollary 3.4), the limiting
distribution y’ admits an efficient sampling algorithm that we use to approximately estimate the
value of f(z).

2 Background

We first introduce some basic notation. Let [¢] denote the alphabet [¢] = {1,...,¢}. Furthermore,
let A, denote the standard simplex in RY, i.e.,

Ag={zeRYz; >0 Vi, inzl}.

For a probability distribution x on the finite set [q] we will write ¥ to denote the product distri-
bution on [g]* given by drawing k independent samples from .

If 1 is a joint probability distribution on [¢]™ we will write w1, po, ... pu, for the n marginal
distributions of p. Further we will use p* to denote the product distribution with the same
marginals as u. That is we define

x d

ef
BTo= 1 X phg X X

n

An operation p of arity k is a map p : [¢]* — [¢]. For a set of k assignments (), ... z(*) € [¢]",
we will use p(a:(l), . ,x(k)) € [¢]™ to be the assignment obtained by applying the operation p on
each coordinate of (1), ..., z(®) separately. More formally, let xy) be the jth coordinate of z;. We
define

pa® . 2%y = (p(a:gl) . .xgk)),p(q:gl) . asgk)), p(al) .:cff))) .

More generally, an operation can be thought of as a map p : [q]k — Ag. In particular, we can think
of p being given by maps (p; ...p,) where p; : [¢]* — R is the indicator

)1 ip(x) =1
pi(x)‘{o ) £

We next define a method for composing two k-ary operations p; and po. The idea is to think of
each of p; and py as nodes with k£ incoming edges and one outgoing edge. Then we take k copies
of po and connect those k outputs to each of the k inputs to p;. Formally, we define:



Definition 2.1. For two operations p1 : [q** — [q] and py : [d]** — ], define an operation
p1 @ p2 (g F2 — [q] as follows:

P1 @ p2({Zij tick) jelka)) = P1 (P2(T11, 12, -+, T1ky), -+ D2AThy 15 Thy2s - -+ Thyky )

Next we state the definition for polymorphisms of an arbitrary cost function f : [¢]" — R.
Intuitively, a polymorphism for f is a probability distribution over operations that, on average,
decrease the value of f.

Definition 2.2. A 1-approzimate polymorphism P for a function f : [q]" — R, consists of a
probability distribution P over maps O = {p : [q]* — [q]} such that for any set of k assignments
':L'(l)’ ety Z‘(k) e [Q]n7

1 ‘ 1 k

S FE) > E [fpE, a0
7 P

Definition 2.3. For a l-approzimate polymorphism P, P®" denotes the 1-approzimate polymor-

phism consisting of a distribution over operations defined as, p1 ® ... p, with p1,...,p, drawn

i.4.d from P.

3 Correlation Decay

In this section we state our main theorem regarding the decay of correlation between random
variables under repeated applications of transitive symmetric operations. We begin by defining
a quantitative measure of correlation and using it to bound the statistical distance to a product
distribution.

3.1 Correlation and Statistical Distance

To gain intuition for our measure of correlation consider the example of two boolean random vari-
ables X and Y with joint distribution p. In this case we will measure correlation by choosing
real-valued test functions f,g : {0,1} — R and computing E[f(X)g(Y)]. We would like to define
the correlation as the supremum of E[f(X)g(Y)] over all pairs of appropriately normalized test func-
tions. There are two components to the normalization. First, we require E[f(X)] =E[g(Y)] =0 to
rule out the possibility of adding a large constant to each test function to increase E[f(X)g(Y")]. Sec-
ond, we require Var|[f(X)] = Var[g(Y)] = 1 to ensure (by Cauchy-Schwarz) that E[f(X)g(Y)] < 1.

To see that this notion of correlation makes intuitive sense, suppose X and Y are independent.
In this case correlation is zero because E[f(X)g(Y)] = E[f(X)]E[g(Y)] = 0. Next suppose that
X =Y = 1 with probability % and X =Y = 0 with probability % In this case we can set
f(1) =g(1) =1 and f(0) = ¢g(0) = —1 to obtain E[f(X)g(Y)] = 1. This matches up with the
intuition that such an X and Y are perfectly correlated. We now give the general definition for our
measure of correlation.

Definition 3.1. Let X,Y be discrete-valued random variables with joint distribution p. Let 1 =
([q1], p1) and Qo = ([g2], p2) denote the probability spaces corresponding to X,Y respectively. The
correlation p(X,Y) is given by

def
p(X,Y) = sup E[f(X)g(Y)]
Fila]—=R,g:[g2] =R
Var[f(X)]=Var[g(Y)]=1
E[f(X)]=E[g(Y)]=0

We will interchangeably use the notation p(p) or p(21,2) to denote the correlation.



Next we show that, as the correlation for a pair of random variables X and Y becomes small,
the variables become nearly independent. In particular, we show that p(X,Y) can be used to
bound the statistical distance of (X,Y") from the product distribution where X and Y are sampled
independently.

Lemma 3.2. Let X,Y be discrete-valued random wvariables with joint distribution pxy and re-
spective marginal distributions px and py. If X takes values in [q1] and Y takes values in [go],
then

luxy = px X py |1 < min(gr, ¢2)p(X,Y)
Proof. Let {Xa}qejq,) be indicator variables for the events X = a with a € [¢1]. Similarly, define

the indicator variables {Y} }ye[q,)-
The statistical distance between uxy and pux X py is given by

lexy —px xpyli= > |P[X=aY =0 -P[X =q]P[Y =10
a€lq1],b€[ge]
— Y |E[X.Y] - E[XEN]
a€lq1],b€[qz]

Set oqp = sign(E[X,Ys] — E[X] E[Y}]) and Z, = Zbe[(p] TabYp-

lnxy — px X pyl = ) E[XaZa] — E[Xo] E[Z,]
a€lq]

= Z Cov[X,, Z,]

a€lq1]

< Y Var[X,]y/ Var[Z,Jp(X,Y)

a€lq]

< Y/ Var[X,p(X,Y)  (Var[Z,] <1)

a€lq1]
< q1p(X7 Y)

The result follows by symmetry.

3.2 Correlation Decay

To begin we give an explanation of why one should expect correlation to decay under repeated
applications of symmetric operations. Consider the simple example of two boolean random variables
X and Y with joint distribution pu. Suppose X =Y with probability % + ~ and that the marginal
distributions of both X and Y are uniform on {0,1}. Let p : {0,1}* — {0,1} be the majority
operation on k bits. That is p(x;...z;) = 1 if and only if the majority of z; ...z are one.

Next suppose we draw k samples (X;,Y;) from p and evaluate p(X;...Xy) and p(Y1...Yg).
Since the marginal distributions of both X and Y are uniform, the same is true for p(X; ... X})
and p(Y; ... Y)). However, the probability that p(Xj ... Xy) = p(Y7 ...Y}) is strictly less than £ ++.
To see why first let F' : {—1,1} — {—1,1} be the majority function where 1 encodes boolean 0
and —1 encodes boolean 1. Note that the probability that F'(X; ... X;) = F(Y1...Yy) is given by
L IE[F(Xy .. X)) F(Yr. .. Y]

Now if we write the Fourier expansion of F' the above expectation is

XY

i€S  jeT

S FsErE =Y FZT[EXYi] =3 F3(2y)
S, T S

€S S
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Suppose first that all the non-zero Fourier coefficients Fg have |S| = 1. In this case the probability
that F(X;...Xy) = F(Y;...Y}) stays the same since 3 + 5(27) = 1 + 7. However, in the case of
majority, it is well known that Z‘S‘:l ﬁg < 1 —c for a constant ¢ > 0. Thus, the expectation is in
fact given by

E[F(X1... Xp) F(Y1.. . Y3)] < (1—¢)(27) + ¢(27)? < 2y

Thus the probability that F(X;...Xy) = F(Y;...Yy) is strictly less than £ + ~. Therefore, if we
repeatedly apply the majority operation, we should eventually have that X and Y become very
close to independent.

There are two major obstacles to generalizing the above observation to arbitrary operations
with transitive symmetry. The first is that for a general operation p, we will not be able to
explicitly compute the entire Fourier expansion. Instead, we will have to use the fact that p admits
a transitive symmetry to get a bound on the total Fourier mass on degree-one terms. The second
obstacle is that, unlike in our example, the marginal distributions of X and Y may change after
every application of p. This means that the correct Fourier basis to use also changes after every
application of p.

The fact that the marginal distributions change under p causes difficulties even for the simple
example of the boolean OR operation on two bits. Consider a highly biased distribution over 0, 1
given by X = 1 with probability ¢ and X = 0 with probability 1 — . Now consider the function
f(X) = 3(X1 + Xo). Note that this function agrees with OR except when X; # X,. Thus,
f(X) = OR(X) with probability 1 —2¢(1 —¢) > 1 —2¢. This means that as ¢ approaches zero, OR
approaches a function f with

S R-t

IS|=1

Thus, there are distributions for which the correlation decay under the OR operation approaches
zero. This means that we cannot hope to prove a universal bound on correlation decay for every
marginal distribution, even in this very simple case. It is useful to note that for the OR operation,
the probability that X = 1 increases under every application. Thus, as long as the initial distribu-
tion has a non-negiligible probability that X = 1, we will have that correlation does indeed decay
in each step. Of course, this particular observation applies only to the OR operation. However, our
proof in the general case does rely on the fact that, using only properties of the initial distribution
of X we can get bounds on correlation decay in every step.

In summary, we are able to achieve correlation decay for arbitrary transitive symmetric opera-
tions. We now state our main theorem to this effect.

Theorem 3.3. (Correlation Decay) Let p be a distribution on [q]". Let Xi,..., X, be the jointly
distributed [q]-valued random variables drawn from u. Let p = max; p(X1,...,X;-1,X;) < 1 and
A be the minimum probability of an atom in the marginal distributions {Mi}ie[n]- For any n > 0,

the following holds for r > € (logA log? (%)) Ifpi,....pr 2 [q]F — [q] is a sequence of operations

log p
each of which admit a transitive symmetry then,

IP1 @pe®@...0p () —P1 @p2® ... p (W )|1 <1

We defer the proof of the theorem to Section 6. Note that the theorem only applies when p < 1
i.e. when there are no perfect correlations between the X;. To ensure that a distribution has no
perfect correlations we can introduce a small amount of noise.

Noise. For a probability distribution p on [¢]™ let Ti_, o 1 denote the probability distribution
over [¢]" defined as:

o Sample X € [¢]" from the distribution pu.

11



o For each i € [n], set

= )X with probabilityl — ~
sample from p;  with probability

We prove the following corollary that gives correlation decay for distributions with a small amount
of added noise.

Corollary 3.4. Let p be any probability distribution over [q]" and let A denote the minimum
probability of an atom in the marginals {u;}ic[n- For any v,n > 0, given a sequence p1,...,pr :

[q)* — [q] of operations with transitive symmetry with r > Q, (logl‘ﬁ;j‘w log? (%))

[P1®@p2®@...0p(T1—yop) —pP1@p2®...Q0p ()| <7

Proof. Let f :[¢] = R and g : [¢]'"~! — R be functions with E[f(X;)] = E[g(X; ... X;_1)] = 0 and
E[f(X:)?] = E[g(X;...X;_1)%] = 1 such that

E[f(XZ)g(Xl .. -Xi—l)] = p(XZ', (Xl .. -Xi—l))
That is, f and ¢ achieve the maximum possible correlation between X; and (X 1.. .Xi_l). Let Y;

be an independent random sample from the marginal p;. Now we expand the above expectation
by conditioning on whether or not X; was obtained by re-sampling from the marginal p;.

E[f(Xi)g(X1 ... Xi-1)] = E[f(Xi)g(X1 ... Xim)](1 = %) + E[f(Yi)g(X1 ... Xio1)]y

By Cauchy-Schwarz inequality, the first term above is bounded by

E[f(X)g(Xy... Xis)](1—7) < \/E[f(Xi)Z]E[g(Xl LX)l =) =11

where we have used the fact that E[f(X;)?] = E[f(X;)?] = 1. Since Y; is independent of X; ... X; 1,
the second term is

E[f(Y:)g(X1... Xic1)ly = E[f (V)] E[g(X1 ... Xisy)ly =0

Thus, we get p(Xi, (X1...X; 1)) < 1 — for all i € [n]. The result then follows by applying
Theorem 3.3 to T7_ o . O

4 Optimization in the Value Oracle Model

In this section, we will describe an algorithm to minimize a function f : [¢]* — R that admits a
l-approximate polymorphism given access to a value oracle for f. We begin by setting up some
notation.

Recall that for a finite set A, A4 denotes the set of all probability distributions over A. For
notational convenience, we will use the following shorthand for the expectation of the function f
over a distribution wu.

Definition 4.1. (Distributional Extension) Given a function f : [q]" — R, define its distributional
extension F : Ajgn — R to be

12



Given an operation p : [¢]* — [¢] and a probability distribution p € A(g]", define p(u1) to be the
distribution over [¢]" that is sampled as follows:

o Sample x1,z2,...,x; € [q]" independently from the distribution .

o Output p(z1,z9,...,xE).
Notice that for each coordinate i € [n], the i** marginal distribution (p(u)); is given by p(u;). More
generally, if a P denotes a probability distribution over operations then P®" () is a distribution
over [g]"™ that is sampled as follows:

« Sample operations py, ..., pr : [¢]* = [¢] independently from the distribution P

o Output a sample from p; @ pa ® ... pp(1).

Suppose P is a fractional polymorphism for the function f. By definition of fractional polymor-

phisms, the average value of f does not increase on applying the operations sampled from P. More
precisely, we can prove the following.

Lemma 4.2. For every distribution u on [q]", and a fractional polymorphism P of a function
f:lg" = Randr € N, F(P®"(u)) < F(u) where F is the distributional extension of f

Proof. We will prove this result by induction on r. First, we prove the result for r = 1.
F(P = E x
PG)=_E (/@)
= E E [f(p(x1,...,2k))]

PP Tlyeey T

B B ..o

L1y, LU | P~

1
< E - )| =F
LE [ 6 >] (1)

The last inequality in the above calculation uses the fact that P is a fractional polymorphism for
f. Suppose the assertion is true for r, now we will prove the result for » + 1. Observe that the
distribution P®"+1 (1) can be written as,

P ()=  E [Pp2®...0p(n)]
P2,y Dr1~P

where po, ..., p, are drawn independently from the distribution P. Hence we can write,
FPU*(u)= E _[F(P(p2®...2pri1(n))]
D2,.sPr+1~P

< E [F(p2 ®...Qprs1(p))] using base case
D2, Pr+1~P

= F(P¥(n) < F(n),
where the last inequality used the induction hypothesis for r. O

Recall that p* is the product distribution with the same marginals as u. We will show the
following using correlation decay.

Lemma 4.3. Let P be a fractional polymorphism with a transitive symmetry for a function f :
[q]" — [q]. Let p be a probability distribution over [q]™ and let A denote the minimum probability

of an atom in the marginals {pi}icpn). For vy = % and r =, <loé?%:\~/) log? (2(17”»

F(P" (1)) < F(p) + 0| flloo

13



Proof. Consider the distribution 77—, o u. By definition of T1_, o p, all the correlations within
T o p are at most 1 — . Roughly speaking, with repeated applications of the operations from
P all the correlations will vanish. More precisely, by Corollary 3.4, for any sequence of operations
P1, - - -, Ppr With transitive symmetry we have

Ip1®@p2®...@p(Ti—yop) —pr1@p2®@ ... p(u°)| < (4.1)

N

Recall that P®" (/) for a distribution 4’ is given by, P®" (1) = Ep,...p, [P1 @ D2 .. @ pr(i)]. Aver-
aging (4.1) over all choices of p1,...p, from P we get

1
1P (Thry 0 ) = P ()]l < 3 (4.2)
Now we are ready to finish the proof of the lemma.
T 5 ]
F(PE () S F(PE (Tiy o ) + 5l flloe using ((4.2))
0
S EF(Ti—yop)+ §Hf||oo using Lemma 4.2
S E(p) + 6l flle using [|p—T1—yoplh <yn
O

Suppose we are looking to minimize the function f or equivalently the distributional extension
F. In general, the minima for F' could be an arbitrary distribution with no succinct (polynomial-
sized) representation. The preceding lemma shows that P®"(u*) has roughly the same value of
F. But P®"(u*) not only has a succinct representation, but is efficiently sampleable given the
marginals of p! In the rest of this section, we will use this insight towards minimizing f given a
value oracle.

4.1 Convex Extension

Definition 4.4. (Convez extension) For a function f : [q]" — R, the convex extension, f : (Ag)" —
R is defined as,

2 def .

w) = min E, )|,

f) e min - Becylf(@)]
wi=w;Vi€[n]

where the minimization is over all probability distributions u over [q]™ whose marginals are given
by w € (Ag)™.

As the name suggests, f is a convex function whose minimum is equal to the minimum of f.
In general, the convex extension of a function f cannot be computed efficiently since the optimal
distribution p might not even have a succinct representation. In our case, however, we can prove:

Theorem 4.5. Suppose a function f : [q]" — [q] admits a fractional polymorphism P such that: (1)
Each operation p : [q)* — [q] in the support of P has a transitive symmetry, (2) the polymorphism

P is measure preserving. Then there is an algorithm that given ¢ > 0 and w € Ag, runs in time

poly(n, 1) and computes Fw) £ el floo-
Proof. Given w € Ay, we first perturb every coordinate slightly to ensure that the minimum
probability in each marginal w; is bounded away from 0. In particular, we define w’ by setting

b= ﬁ and
wl(a) = 2O
q

14



for all a € [¢] and i € [n]. Clearly w' € A} and w; > 1+qb Now let

n = argmin Exe,u[f($)] ’
nehpgn
pi=wi¥ie[n]

denote the optimal distribution over [¢]" that achieves the minimum in f(w'). Fix § = 15 and note
that log b
og -1 -1
————— =0, |ne " log(ne

Now we claim that for r = (ns_l log3(ne_l)> we have

F(PE (1)) = 6]l flloe < f(w') = F(p) < F(PE"(u).

The left-hand inequality follows from Lemma 4.3. The right hand side inequality follows because
PO (11>) has its marginals equal to w’ since P is measure preserving and p is the optimal distribution
with marginals w’. Moreover, observe that the distribution P®"(w’) can be sampled efficiently as
described below.

Input: w' € A7
Output: Sample from P®"(w’)

e Fix zp =w'

e Fori=1tor do,
— Sample p € P and set z; = p(zi—1).

o Sample x € [¢]" by sampling each coordinate independently from z,.

n

In order to estimate f(w'), it is sufficient to sample P®"(w) independently O (?2) times to
compute F(P®"(u*)) to accuracy within {5 f|lcc with high probability. Thus, we can estimate
F(w') to accuracy (6 + 15) 1flls0 = §l1/ -

Next let 7 be the distribution that achieves the optimum for marginals w i.e. f(w) = F(x). By
changing each marginal of 7 by at most b we obtain a distribution 7’ with marginals given by w’.
By optimality of © we know

f(w') = F(p) < F(x') = F(m) £ ban||f o0 = F(w) £ =1 Fll

By a symmetric argument we get that f(w) < f(w') + 15/l flloo- Thus, we conclude that | fw) —
fw)] < 15/l flloo- Therefore we can estimate f(w) to accuracy (15+£)|flloo < €[/ f|lco- In summary,
this yields an algorithm running in time O, <n2 -3 log ne~ )) to estimate f (w) within an error of

e]| flloo with high probability. O

Gradient-Free Minimization. In the previous section, we have demonstrated that the convex
extension f : Ay — R can be computed efficiently. In order to complete the proof of our main
theorem (Theorem 1.15), we will exhibit an algorithm to minimize the convex function f . The
domain of the convex function f , namely A7 is particularly simple. However, the convex function f
is not necessarily smooth (differentiable). More importantly, we only have an evaluation oracle for
the function f with no access to its gradients or subgradients. Gradient-free optimization has been
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extensively studied (see [NES11, Spa97] and references therein) and there are numerous approaches
that have been proposed in literature. At the outset, the idea is to estimate the gradient via one
or more function evaluations in the neighborhood. In this work, we will appeal to the randomized
algorithms by gaussian perturbations proposed by Nesterov [NES11]. The following result is a
restatement of Theorem 5 in the work of Nesterov [NES11].

Theorem 4.6. Let f : RN — R be a non-smooth convex function given by an evaluation oracle O.
Let us suppose f is L-Lipshitz,i.e.,

[f(@) = fWI < Lllz =yl Yo,y eRY

Let Q C RN be a closed convex set given by a projection oracle TQ : RN — Q. Let AQ) def

sup, yeqllr — yll-
There is a randomized algorithm that given € > 0, with constant probability finds y € Q such
that,

If(y)—gleigf(x)! <e,

using
(N +4)L2A(Q)?
2

3

calls to the oracle O and mg.

In our setup, the domain ) = Ay € R" is a very simple closed convex set with diameter

A(Q) < v2n. The convex extension f is L-Lipschitz for L = || f||sc. Finally, we turn to the proof
of our main theorem, which follows more or less immediately from the results in this section.

Proof of Theorem 1.15. By Theorem 4.5 we can estimate the convex function f (w) with sufficient
accuracy to apply Theorem 4.6 to approximately minimize f(w) in time poly(1/e,n, || f|ls). Since
f (w) is the convex extension of f, the output of the algorithm approximately minimizing f (w) will
also approximately minimize f. d

5 Analytic Background

In this section we introduce the analytic background necessary to prove Theorem 3.3.

5.1 Analysis on Finite Measure Spaces

We begin by introducing the space of functions that will be fundamental to our analysis.

Definition 5.1. Let u be a probability distribution on [q]. Define L?([q], i) to be the inner product
space of all functions f : [q] — R with inner product given by

(f9)= E [f(z)g(x)].

Tl

For a function f € L?([q], ) the LP-norm of f is defined as

3=

11y = B Lf ()]

We will also often use the equivalent notation L?(Q2) where Q = ([g], ) is the corresponding
probability space. We next introduce a useful basis for representing functions f : [¢]* — R.
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Multilinear Representation. Let p be a distribution on [g]. Pick an orthonormal basis ¢ =
{¢o=1,...,¢4-1} for the set of functions from [g] to R denoted by L?([q], ).

The tensor product of the orthonormal basis ¢ gives an orthonormal basis for functions in
L%([q]¥, u*). Specifically, for a multi-index o € {0,1,...,q — 1}*, let ¢4 : [¢]* — R denote the
function, ¢o(z) = 15, ¢, (2;). Tt is easy to see that ¢, forms an orthonormal basis for space of
functions L% ([q]*, u*).

We can write any function p : [¢]¥ — R in the ¢, basis as

p(iL‘) = Z ﬁad)a(x)

ae{0,1,...,g—1}*

where we often refer to the j,, as the Fourier coefficients of p. For a multi-index « € {0, 1,...,q—1}¥,
let |a] = [{7]oi; # 0}]. The degree of a term ¢, (z) is given by |a.
Let p: [q]k — A4 be a k-ary operation represented by g-real valued functions p = (p1,...,pq).

Associated with every k-ary operation p is a subspace of L?(u*) given by

Span(p) = { span of p1,...,pq}

Noise Operator. For a function p: [¢]* — R and p € [0, 1], define T,p as
T = E
(@)= E [p@)]
where y ~, o denotes the following distribution,
R with probability p
Y indpendent sample from p with probability 1 — p

The multilinear polynomial associated with T),p is given by

Top = Zﬁapm(ﬁa(x)

5.2 The Conditional Expectation Operator

In this section we introduce the conditional expectation operator associated with a joint probability
distribution. The singular values of this operator encode information about correlation, and thus
the singular vectors provide a useful basis in which to analyze correlation decay.

Let p be a joint distribution on [g1] X [g2] with marginals p; and pe. Further let Q1 = ([q1], 11)
and Q9 = ([g2], u2) denote the probability spaces corresponding to pq and pus.

Definition 5.2. The conditional expectation operator T, : L*(Q2) — L*(1) is given by

GH) = E [FV)IX =1

It follows from the definition that

x5 X)) = E FX)(TLg) (X))

The adjoint operator T}; : L2(91) — L2(2) is given by

Tio) = E[(X)Y =]

It is possible to choose a singular value decomposition {¢;,;} of the operator T}, such that ¢g =
1o = 1. Let o; denote the singular value corresponding to the pair ¢;, ;. That is T),\; = 0;¢;. It
is easy to check the following facts regarding this singular value decomposition.
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Fact 5.3. Let {¢;,1;} be the above singular value decomposition of T),.
e The functions ¢; and 1; form orthonormal bases for L*(€1) and L?(2) respectively.
e 090=1and o1 = p(p).

o The expectation over i of the product of any pair ¢; and v; is given by

E{@@%@n={? o

(xvy)NH‘

Thus, for functions F € L?([q1]*, u}) and G € L%([qo), k) we can write their multilinear
expansions with respect to tensor powers of the ¢ and v bases respectively. In particular, for a
multi-index a € {0,...,¢; — 1}* and 2 € [¢1]* we have the basis functions

(ba(x) = H ¢a,- (xz)

with g(y) defined similarly. We then have the following fact

Fact 5.4. The vectors {¢a}taciq)r» {¥s}selg)r are a singular value decomposition of T;?k with
corresponding singular values oo = []; 0a,. Furthermore T, = T;?k.

Using the above facts about the singular value basis it follows that

kwamwwnz{ga§§;§

(xvy) ~H

We can then write the multi-linear expansion of F' with respect to ¢ as
F(z) =Y Fada(z)
(6%

As an immediate consequence of the above discussion we have

Fact 5.5. Let F € L*([q1])*, u¥) and G € L*([g2)¥, p5). Then

E [F(2)G(y)] =) Falaoa

(@,y)~pk

6 Correlation Decay for Symmetric Polymorphisms

In this section we prove Theorem 3.3. The proof has two major components. First, we show that
for an operation where the Fourier weight on certain degree-one coefficients is bounded away from
one, correlation decreases. Second, we show that for operations admitting a transitive symmetry,
this Fourier weight does indeed stay bounded away from one after each application of an operation.

Throughout the section let 1 be a joint distribution on [g] x [¢]" for some m. Let p; and ps2 be
the respective marginal distributions of p. Further, let Q1 = ([q], #1) and Q9 = ([¢]™, pe2) denote
the probability spaces corresponding to 1 and pe. It will be useful to think of ¢ as being a constant
and m as possibly being very large.

Further, for an operation p : [q]® — [q] we will write p(u) for the probability distribution
obtained by sampling (X,Y) ~ ¥ and outputting the pair (p(Xi,...,Xx),p(Y1,...,Y2)) € [q] x
[¢]"™. Recall that we have defined p(Y1,...,Yy) for Y; € [¢]" to be the result of applying p on each
coordinate of Y7, ..., Y) separately.

]k
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6.1 Linearity and Correlation Decay

Given a singular value basis {¢, } for the space L?([g]¥, 1}) we call the set of functions ¢, such that
|| =1 (i.e. exactly one coordinate of « is nonzero) the degree-one part of the basis. Note that
there are gk such basis functions: ¢ for each of the k coordinates. We will be interested in keeping
track of those degree-one basis functions with singular values close to the correlation p(u).

Definition 6.1. Let {¢o} be a singular value basis as above. The linear multi-indices o are given
by the set
Lu={allal =1 and ou > p()?}

The linear part of a singular value basis is those ¢, with o € Ly,.

Next we define a quantitative measure of the linearity of a function.

Definition 6.2. Let F' € L?([q)*, u}). The linearity of F is defined as

Lin,(F) = > F?

acl,
Further, for an operation p : [q]F — [q] the linearity of p is given by

Lin,(p) = sup Lin,(F)
FeSpan(p)
[£]]2=1

With these definitions in hand we show that the correlation of i decays under any operation p
that has linearity bounded away from one.

Lemma 6.3. (Correlation Decay) Let p : [q]* — [q] be an operation. Then

(1)) < pli) (1= 501 = Liny (k) (1~ p(a)?))

Proof. Let f : [q) - R and g : [¢]™ — R be such that Byt [f(p(z)] = 0, By [9(p(y))] = 0,

IF@)ll2 = llg(p)ll2 = 1 and

p(p(p)) = “ yI)EN#k[f (p(x))g(p(y))] -

That is, f and g are the functions achieving the maximum correlation for p(u). Now define F :
[q]F — R as F(z) = f(p(x)). Similarly, define G : [¢]™* — R as G(y) = g(p(y)).

Writing the multilinear expansion of F' with respect to the basis ¢, we have F' = > Fy¢q
where

Fy=E[F]=0, Y F2=|F|z=1.
«
Furthermore, since F' € Span(p) we have

> F? = Lin,(F) < Lin,(p) .

acly,

Similarly, one can write the multilinear expansion of G. Recall that,

E [f(p@)gp@)] = E [F@)Gy)=> FuGaoa.

(z,y)~pk (z,y)~pk
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Therefore, we may apply Cauchy-Schwartz inequality to obtain
PQK#J)ZZEZ:fidﬁaUa,
[0

where in the last step we have used both that Fy = 0 and Yoo CA% = 1. Let p = p(p) and note that
for all & € L, we have 0, < p. Further, for non-zero o ¢ L, we have o, < p?. Thus, we can split
the above sum to obtain:

1
2
<(p2 S R ZF)

a€cL, agL,

N

< o (Liny(p) + (1~ Liny (0))/")
<p (1= (1-Lin )1 - )

<p(1- 50 Linp)1-p)

6.2 Hypercontractivity and the Berry-Esseen Theorem

In light of Lemma 6.3, correlation will always decay under application of an operation p as long as
Lin,(p) is bounded away from one. The main challenge for proving that correlation decays to zero
under repeated application of polymorphisms is in controlling the linearity after each application.
The intuition for our proof is as follows: If a polymorphism has linearity very close to one, then it is
close to a sum of independent random variables, and so the Berry-Esseen Theorem applies to show
that p(p1) is nearly Gaussian. However this should be impossible since p(p1) only takes g distinct
values. The version of the Berry-Esseen Theorem that we will use can be found as Corollary 59 in
Chapter 11 of [O’D14].

Theorem 6.4 (Berry-Esseen [O’'D14)). Let X1,..., X, and Y1,...,Y, be independent random vari-
ables with matching first and second moments; i.e. E[XF] = E[Y*] fori € [n] and k € 1,2. Let
Sx =>,;X; and Sy =, Y. Then for any ¢ : R — R which is c-Lipschitz

[E[(Sx)] = B[ (Sv)]| < O(e) - 3 EIX]] + B[Y;]

Note that since the error term in the Berry-Esseen Theorem depends on the L3- norm of the
random variables, we must control the L3-norms of singular vectors of T},. Our main tool to this
end will be hypercontractivity of the noise operator T,. We state here a special case of the general
hypercontractivity theorem which will suffice for our purposes.

Theorem 6.5 (Hypercontractivity [O’D14]). Let 7 be a probability distribution on [q] where each
outcome has probability at least \. Let f € L?([q]*, %) for some k € N. Then for any 0 < p < %/\%

-,
1Tpflls < [1.fll2

where T, is the noise operator.
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Our first task will be to relate L? norms under the conditional expectation operator T, to those
under the noise operator 7),. However, these operators do not map between the same spaces. To
fix this, we instead consider the operator M, = T, T); so that M : L?(1) — L?(Q4). The following
simple lemma gives a hypercontractivity result for M.

Lemma 6.6. Let M,, =T, T; and let X be the minimum probability of an atom in the marginal j11

of . Let s be a number such that p(p)* < %)\% For any k € N, if let f € L?([q]*, u¥) then

M5 flls < 11 ll2

Proof. Observe first that M, is a self-adjoint linear operator and let {c?|i € [g]} be the eigenvalues
and let {¢;|i € [¢]} denote the eigenfunctions.. Further M, = M /‘?k is a self-adjoint operator with
eigenvalues {02|a € [¢]*} and eigenfunctions {¢q|a € [q]¥}.

Let p = p()?* and define

2s
«

= plel
Observe that 79 = 1. Next, because o; < p(u) for all j # 0 and o9 = 1 we have

_ILod _ pw
o= T lal S Tl

g

N

for all @ # 0. Now define an operator A by setting A¢, = nopa for each a € [g]*. Since {Bataciqr
form a basis, this uniquely defines A. In particular A is a self-adjoint operator with eigenvalues
Ne < 1 and corresponding eigenfunctions ¢, for a € [¢]*. Note that by construction

TpAd)oz = Uis(ba = Mzkd’av

That is, T,A agrees with M ;k on the entire ¢, basis, and so by linearity 7,4 = M ;’“ Now we
compute
M flls = ([T, Af N3 < [|ASll2

where the final inequality follows by applying Theorem 6.5 to the function Af. Next since every
eigenvalue of A is at most 1 we have

[Afl2 < I fll2-
Plugging this into the previous inequality completes the proof. O

We now apply the hypercontractivity theorem in order to control the L3-norms of singular
vectors of T,y for some operation p. The following lemma gives a trade-off between the L3-norm
of a singular vector of T, and the magnitude of the corresponding singular value. Further,
the trade-off depends only on properties of the initial distribution p. This in turn implies that
singular vectors with high L3-norm have low singular values, and thus cannot contribute much to
the correlation p(p(u)).

Lemma 6.7. Let A be the mm%mum probability of an atom in the marginal py of p. Let s be a
number such that p(u)* < %)\6. Let p : [q)* — [q] and ¢; € L*(Q1) be a singular vector of Ty,

with singular value o; for i # 0. Then
ol gills < 1

Proof. For any distribution m we will use the notation M, = T;T*. Since ¢; is a singular vector of
Tp(u) with singular value o; we have

o dills = 1M, i3
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In terms of the dual norm, we can write

M? dills = su E 2) M3, oz
| p(u)ﬁf) B ||gH§p:1Z~p(u1)[g( ) p(u)ﬁb( )]
2

= sup E [g(p(x))M;k(ﬁz(p(af))]

||9H%:1 z~py

< Sup Mgl [1M,(6: © p)lls
gliz=
2

— | M2(61 0 D)3

where in the second to last line we have applied Holders inequality in the space LQ([q]k, uk). Now
note that by Lemma 6.6,

1M (diop)ls < lgioplla=1.

Combining the above inequalities completes the proof. O

Next we will need the following technical lemma regarding discrete distributions taking only
few values (e.g. functions F' € Span(p) for some polymorphism p). Informally, the lemma states
that such distributions cannot be close to sums of many i.i.d. random variables.

Lemma 6.8. Let F' be a real-valued random variable taking only q values. Let X; for i € [m] be
i.i.d. real-valued random variables with E[X;] = 0, Var[X;] < = and E[|X;*] < B. Let S =Y, X;.
Then for some absolute constant ¢ > 0,

1
E[|FF - S|] > — — ¢Bm.
8¢
Proof. Let {a;};e|q be the set of real values that I’ takes. Now define the function

d(z) = min |z — a;|
j

which simply measures the distance from z to the nearest a;. Let v = Y, Var[X;] and let Y; be
a Gaussian random variable with first two moments matching those of X;. Note that > ,Y; is a
Gaussian with mean zero and variance v. Further observe that d is 1-Lipschitz and so we may
apply Theorem 6.4 to obtain

) @] —E[A(S)]] < cBm

for some absolute constant c.

Next observe that the set of intervals such that d(z) < § has total length 2¢d. Thus, the normal
distribution A/ (0, v) has probability mass at most 2¢d on the region where d(z) < 6. This implies
that

E [d > 0(1 —2q6
B> 601~ 209)

Combining this with the previous inequality yields
E[d(S)] = d(1 — 2¢d) — ¢Bm
Now let H = F'— S. Since F' only takes the values a; we have
E[d(S)] = E[d(F — H)]
— Efmin|F — 1 — o)

< Ella; — H —q;]] = E[[H]]
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Thus we conclude that
E[|H|] = §(1 — 2¢d) — ¢Bm

Setting § = 4%1 yields the desired result. O

6.3 Correlation Decay

Throughout the remainder of this section, whenever we refer to a joint probability distribution v
on [q] x [¢]™ we will fix a singular value basis {¢q,%s} for the operator T*. Let v and vy be
the respective marginals of v. Whenever we have a function F € L2([q]*, vF) we will write F, to
denote the Fourier coefficients of F' with respect to the basis ¢q.

Now we are ready to show that Lin,(p) stays bounded away from one for operations p that are
transitive symmetric. First, we need the following simple claim which asserts that corresponding

degree one Fourier coefficients of p are all equal.

Claim 6.9. Let p : [q]* — [q] be a transitive symmetric operation and let F' € Span(p). Let vy be
any distribution on [q] and fir a Fourier basis ¢o for L*([q]*,vF). Let o, 3 be multi-indices with
|a| = |B] = 1. Further suppose oy = f3; for the unique pairi and j such that o; and B; are non-zero.
Then Fa = ﬁ'ﬂ.

Proof. Let m be a permutation such that 7(j) =i and p(z) = p(w o z). Such a permutation always
exists since p is transitive symmetric. Now note

Fy = E[F(2)éa, (2:)] = E[F (1 0 2)¢a, (2:)] = E[F ()83, (z;)] = F}
O

We turn now to the proof of the theorem. The main idea of the proof is to repeatedly apply
Lemma 6.3 to reduce correlation while using Lemma 6.7 in conjunction with Lemma 6.8 to control
the linearity in each step.

Theorem 6.10. Let py ...p, be transitive symmetric polymorphisms with each p; : [q]* — [q]. Let
A be the minimum probability of an atom in the marginal i of p. Then for any %OC >e >0 and

r= Qg log®(e™h)

p(pL @ pe @ - @pp(p)) <e

Proof. For the analysis we will break p; ...p, into consecutive segments of length a, where a is a
parameter that we will set later. Formally, let K = k% and let P; : [¢]® — [q] be defined as

Pt(x) =Pat+1 Q- R pat(x)

Let p® = pand p® = Py @ --- @ P,_1(p1). Observe that each P; is again a transitive symmetric
polymorphism. Next we control Lin ) (#%) only in terms of p(u®) and properties of the initial
distribution .

Let F' € Span(F;) so that E,)[F] = 0 and [|[F[j2 = 1. Let {¢a,%a} be a singular value basis
for Tﬁg and let £, be the Fourier coefficients of F : [q]K — R with respect to the ¢, basis. Now
define the function [; : [¢g] — R to be

li(z) = Z Fa‘ﬁaz(l‘)
OLEL”(t)
Oci7£0
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In words, each [; is simply the linear part of F' corresponding to the ith coordinate. Claim 6.9
implies that for any pair ¢ and j the sums for /; and [; are equal term-by-term. Thus, l;(z) = [;(z)
for all 7, 7. Now note that

F(z) = le(xl) + H(x)

where H(z) = Zaé%(t) Fr¢a(z) is the non-linear part of F. Since ||F|l = 1 and the I; are all

equal and orthogonal, it follows that ||[;||3 < & for all i. This further implies that for any a € L,

the coefficient Fa < \/—%
Thus, the [;(z;) are i.i.d random variables with mean zero and variance at most % Further

note that .

llills < —= 1@ [3 -
z ¢Ka3iw o
a;#0
Let s =0 (fé;) Now we apply Lemma 6.7 with p = P, ® --- ® P,_1 to obtain
1 1 _ q £))—2
—7= 60,3 < —= 0.2 < —=p(p) 7>,
\/Ii(ozeLZ : \/[7(oz€LZ “ K
o) RO
;70 a; 7#0

where in the last inequality we have use the fact that oo < p(u®) for a # 0, and that the sum has
g terms. Therefore, since F(z) is a random variable taking only [¢] different values we may apply
Lemma 6.8 to obtain

1 1 a1 e
E[|H(z)|] > 8 c||L|3K > 5 P K3 p(p®) 765

Note that setting a = 4log(cq3c~5%) yields

[V

K2 = k—%a < (Cq3€_68)_2 )

Thus as long as p(u®) > ¢ we have

1

6s5\—1 -
) > 10¢q

— —(cq’s™

where the last inequality follows from & < g-. So, letting § = E[H (2)?] > E[|H (z)[]? = W we
obtain Lin#(t) (Pt) <1-—- d.
Now we apply Lemma 6.3 to P; to obtain

(1) < p(?) (1= 5(1 = Lin(u))(1 = p(u)?))
<o) (1= 30— pn?)

= <1 - 5) p(u®) + 2p(ul0)?
2 2
Solving this recurrence shows that p(ul)) < ¢ after t = O,(log(¢7!)) steps. Since each step
corresponds to a applications of polymorphisms, we get that the total number of applications
required is
r=Q,(alog(e™!)) = Q(slog?(e™1)).
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We now use the connection given in Lemma 3.2 between correlation and statistical distance to
prove Theorem 3.3.

Proof of Theorem 3.53. Let P = p1 @ p2 ® - -+ @ py. The proof that ||P(u) — P(p™)|1 < nis by a
hybrid argument. We define intermediate distributions 7(* by drawing a sample X from p and
then independently re-sampling each of the coordinates j > ¢ from their respective marginals ;.
Let Y; be the random variable corresponding to an independent sample from the marginal p;. We
will use the notation 7(9 = (X1,..., X5, Yi4,..., Yy).

Note that since the Y are independent of each other and of the X; we have

|P@ED) = Py = [|(P(X1),..., P(Xim1), P(Y))) = (P(X1),..., P(X0)) 1

Let ¢ = -L. By Theorem 6.10 we have p(P(X) (P(X1),. P(Xi_l))) < e. Further, since Y; is
independent of X1,...,X;_1 we may apply Lemma 3.2 to obtain

[(P(X1), ..., P(Xioa), P(Y)) = (P(X0),. ., P(X)) | < gz

Now since 79 = ;% and 7(") = i we have by the triangle inequality

1P() = P(n)llr < ZHP (@) < nge =1

7 Approximate Polymorphisms for CSPs

7.1 Background

Constraint Satisfaction Problems. Fix an alphabet [¢g]. A CSP A over [¢] is given by a family
of payoff functions A = {c: [¢]¥ — [~1,1]}. An instance of MAX-A consists of a set of variables V =
{X1,..., X} and a set of constraints C = {C},...,Cp} where each C;(X) = ¢(X;,, Xy, ..., Xi))
for some ¢ € A. The set C is equipped with a probability distribution w : C — R™T.

The goal is to find an assignment = € [¢]” that maximizes

valg(z) 3" w(C)O() .
ceC

If the probability distribution w is clear from the context, we will write

valg(z) = E_[C(2)]

Remark 7.1. A natural special case of the above definition is the set of unweighted constraint
satisfaction problems wherein the weight function w : C — Ry is uniform, i.e.,

valg Z C(x
’C’ Gee

In terms of approximability, the unweighted case is no easier than the weighted version since for
every constant n > 0, there is a polynomial time reduction from weighted version to its unweighted
counterpart with a loss of at most n in the approximation.
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Dictatorship tests.

Definition 7.2. Fix constants —1 < s < ¢ < 1, an integer R € N and a family of functions
F={A:[q]® — [q]}. A (c,s)-dictatorship test for MAX-A against the family F consists of an
instance S of MAX-A with the following properties: The variables of S are identified with [q)T and
therefore an assignment to  is given by p : [q]F — [q].

e (completeness) For every i € [R], the it" dictator assignment p; : [q]F — [q] given by pi(x) =
@) satisfies I(p;) > c.

e (soundness) For every function p € F, we have I(p) < s

The intimate relation between polymorphisms and dictatorship testing was observed in [KS09],
here we spell out the connection to approximate polymorphisms. First, for a function family
F ={p:[q" — [q]}, we will say an approximate polymorphism P is supported on F if probability
distribution P is supported only on functions within the family F.

Theorem 7.3. Given a CSP A, a natural number R € N and a finite family of functions F = {p:
[q]® — [q]} closed under permutation of inputs, the following are equivalent:

e MAX-A does not admit a (c, s)-approximate polymorphism supported on F.
e There exists a (c, s)-dictatorship test for MAX-A against the family F.

Proof. Suppose MAX-A does not admit (¢, s)-approximate polymorphism supported in F. In other
words, for every probability distribution P over F, there exists an instance & and R solutions
XM X @ of average value ¢ such that the value of Epep %(p(X(l), ... ,X(R))) <s

Notice that the set of probability distributions P over F forms a convex set. Furthermore, the
set of all instances S of MAX-A along with R assignments X, ..., X(®) with average value at
least ¢, form a convex set. Specifically, given two instances 31,32 and any 6 € [0, 1], one can
construct the instance 037 + (1 — 0)S2 by taking a disjoint union of the two instances weighted
appropriately. Since the set of all probability distributions P over F is a compact convex set, by
min-max theorem there exists a single instance & and a set of R solutions for it, that serve as a
counterexample against every probability distribution P over the family F.

We will use the instance § and the set of solutions X ..., X(®) to create the following
dictatorship test.

» Sample a random constraint C' from . Let C' be a constraint on variables v;,, ..., v; in S.

« Pick a random permutation 7 : [R] — [R] and set y; = (x ) 7XZ-(;T(R))) for j € [R].

%]

o Test the constraint C' on p(yi,), ..., p(vi,)-

Suppose p(y) =y for some i € [R]. In this case, it is easy to see that over the random choice
of constraint C' and permutation 7, the expected probability of success of the dictatorship test is
exactly equal to the average value of the solutions X, ... X,

Let p : [q] — [g] denote any function in the family F. If probability of success of p is greater
than s then there exist a permutation 7 : [R] — [R] for which,

g(p(X(ﬂ(l))7 o 7X(7T(R)))) > s,

This is a contradiction, since p o w would also be a function in the family . Therefore, for every
function p € F, its value on the dictatorship test is at most s. This completes the proof of one
direction of the implication.
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Now, we will show the other direction, namely that if there exists a (¢, s)-dictatorship test then
there is no (¢, s)-approximate polymorphism. Conversly, suppose there is a (¢, s)-dictatorship test
against the family F. Consider the instance < given by the dictatorship test and the family of R
assignments corresponding to the dictator functions, i.e., p;(x) = 2. By the completeness of the
dictatorship test, for each of the dictator assignments p;, we will have J(p;) > ¢. On the other
hand, by the soundness of the dictatorship test, for each function p in the family F, S(p) < s. This
implies that there does not exist a (¢, s)-approximate polymorphism supported on the family F.

O

Unique Games Conjecture. For the sake of completeness, we recall the unique games conjec-
ture here.

Definition 7.4. An instance of Unique Games represented as I' = (AU B, E,11, [R]), consists of
a bipartite graph over node sets A,B with the edges E between them. Also part of the instance is a
set of labels [R] = {1,..., R}, a a set of permutations g : [R] — [R] for each edge e = (a,b) € E.
An assignment A of labels to vertices is said to satisfy an edge e = (a,b), if map(A(a)) = A(b). The
objective is to find an assignment A that satisfies the maximum number of edges.

The unique games conjecture of Khot [Kho02] asserts that the unique games CSP is hard to
approximate in the following sense.

Conjecture 7.5. (Unique Games Conjecture [Kho02]) For all constants 6 > 0, there exists large
enough constant R such that given a bipartite unique games instance I' = (AUB, E,1I = {7, : [R] —
[R] : e€ E},[R]) with number of labels R, it is NP-hard to distinguish between the following two
cases:

e (1 — d)-satisfiable instances: There exists an assignment A of labels that satisfies a (1 — 9§)-
fractional of all edges.

e Instances that are not §-satisfiable: No assignment satisfies more than a 0-fraction of the
constraints I1.

7.2 Quasirandom functions

The function family of interest in this work are those with no influential coordinates. To make the
definition precise, we begin by recalling a few analytic notions.

Low Degree Influences. Fix a probability distribution p over [g]. Let {xo,...,xq—1} be an
orthonormal basis for the vector space La([q], 1). Without loss of generality, we can fix a basis such
that xo = 1. Given a function f : [¢]¥ — R, we can write f as,

f= Z fchUa

oeNk

where yq () def ]_[?:1 Xo,(7;). Define the degree d influence of the i'" coordinate of f under the
probability distribution u as,

mid(H e 3 f2

o€NF g;#0,|0|<d
More generally, for a vector valued function f : [¢]* — RP, we will set
def
InfA(f) = > Infii(fy) .
Jj€[D]

A useful property of low-degree influences is that their sum is bounded as expounded in the following
lemma.
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Lemma 7.6. For every function f : [q]¥ — R and every probability distribution pu over [q],

S Wf(f) < d- Var(f),
i€[k]

where Var,(f) denotes the variance of f under the probability distribution p.

Given an operation p : [¢]* — [q], we will associate a function p : [¢]* — A, given by p(x) = €p(x)

th

where in e,,) € A, is the basis vector along p(z)" coordinate. We will abuse notation and use p

to denote both the [g]-valued function p and the corresponding real-vector valued function p. For
example, Inf; ,(p) will denote the influence of the ith coordinate on p.

Definition 7.7. An approximate polymorphism P is (7,d)-quasirandom if for every probability
distribution p1 € Ag,

; <
pIeEP {mlax Infl,u(p)] <7

The following lemma shows that transitive symmetries imply quasirandomness.

Lemma 7.8. An operation p : [q]* — [q] that has a transitive symmetry is (%, d)-quasirandom for
all d € N.

Proof. The lemma is a consequence of two facts, first the sum of degree d influences of a function
p: [q]F — [q] is always at most qd. Second, if the operation p admits a transitive symmetry, then
the degree d influences of each coordinate is the same. O

Noise Operator. For a function p: [¢]* — R and p € [0,1], define T,p as

Top(z) = E [p(y)]

Y~ px
where y ~, x denotes the following distribution,
R KD with probability p
Y independent sample from p  with probability 1 — p.

The multilinear polynomial associated with T),p is given by

Tpp = Zﬁa/)'UlXU .
o

Approximation Thresholds. For each 7 > 0 and d € N, let 7,  denote the family of all
(7, d)-quasirandom functions.

Definition 7.9. Given a CSP A, and a constant ¢ € [—1,1] define

sa(e) def sup {s|V7 > 0,d € N, 3 a (7, d)-quasirandom (c, s)-approximate polymorphism for MAX-A}

SALC
defi £ A( )

(6%
A cz0 ¢

The following observations are immediate consequences of the definition of sy .

Observation 7.10. The map sp : [—1,1] — [—1,1] is monotonically increasing and sy(c+ ¢€) <
sa(c) + € for every c,e such that c,c+¢ € (—1,1).
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7.3 Rounding Semidefinite Programs via Polymorphisms

In this section, we will restate the soundness analysis of dictatorship tests in [Rag08] in terms of
approximate polymorphisms. Specifically, we will construct a rounding scheme for the BASiIcSDP
relaxation using approximate polymorphisms, and thereby prove Theorem 1.12.

Basic SDP relaxation. Given a A-CSP instance & = (V,C), the goal of BASICSDP relaxation is
to find a collection of vectors {by a}yey aclq in a sufficiently high dimensional space and a collection
{1c}cesupp(e) of distributions over local assignments. For each payoff C' € C, the distribution uc
is a distribution over [¢]¥(©) corresponding to assignments for the variables V(C). We will write
Preue {E£} to denote the probability of an event £ with under the distribution pc.

BasicSDP Relaxation
maximize E E C(z) ( Basic SDP)
C~C e
subject to  (by;, by j) = {xv =1, Ty = ]}
(C GSupp( ), v, €V(C), 4,7 €[q]).
pe € (g VC' € supp(C)

We claim that the above optimization problem can be solved in polynomial time. To show this
claim, let us introduce additional real-valued variables pc ., for C' € supp(C) and z € [¢]V(©). We
add the constraints puc, > 0 and er[q]v(c) tc, = 1. We can now make the following substitutions
to eliminate the distributions uc,

E C(z)= Z C(x)pcs, P {m:a}: Z HCz s

T~ue T~ pC
z€[q]V(©) z€[m]V(©)
Ti=a
z€[m]V(©)

ri=a,r;=b

After substituting the distributions uc by the scalar variables pc s, it is clear that an optimal
solution to the relaxation of C can be computed in time poly(mF¥,|supp(C)|). In the rest of the
section, we will show how to obtain an rounding scheme for the above SDP using an approximate
polymorphism P.

The overall idea behind the rounding scheme is as follows. Let (V, ) be a feasible solution to
the BASICSDP where V' consists of the vectors and p consists of the associated local distributions.

Let P be an (¢, s)-approximate polymorphism. If the polymorphism P is given as input integral
assignments whose average value is equal to ¢, it would output an integral assignment of expected
value s. This would be a rounding for BASICSDP relaxation certifying that the on instances with
SDP value at least ¢, the optimum is at least s. However, in general, we do not have access to
integral solutions of value ¢ and there might not exist any. The idea is to give as input to P
real-valued assignments such that they have value ¢, and the polymorphism P cannot distinguish
these real valued assignments from integral assignments. Specifically, these real valued assignments
are gaussian random variables obtained by taking random projections of the SDP vectors.

The following is the formal description of the rounding procedure Roundp.
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Roundp Scheme

Input: A A-CSP instance & = (V,C) with m variables and an SDP solution {b,;},{xc}
with value at least ¢. A (7, d)-quasirandom (¢ — 7, s)-approximate polymorphism P.

Truncation Function Let fa : R? — A, be a Lipschitz-continous function such that for all

X € Ag, fa(x) =x.
Rounding Scheme: Fix ¢ = 7/10k where k is arity of A.

« Sample R vectors (M, ..., ¢ with each coordinate being i.i.d normal random variable.

e Sample an operation p ~ P.

For each v € V do

o Forall 1 < j < R and c € [g], compute the projection gq(f(); of the vector b, . as follows:

99) = (L) + [((Bue — (LD, (V)]

e Let H denote the multilinear polynomial corresponding to the function T7_.p : A’; — Ag.
Evaluate the function H = Tj_.p with quJZ as inputs. In other words, compute z, =
(2u,1,- -, 2u,q) as follows:

Zy = H(gv)

» Round z, to z; € A, by using a Lipschitz-continous truncation function f4 : R? — A4, i.e.,
zy, = fa(zv).

 Independently for each v € V, assign a value j € [g] sampled from the distribution 2z € A,.

Now we will analyze the performance of the above rounding scheme. First, we observe the
following fact about approximate polymorphisms.

Lemma 7.11. Fiz an instance & of MAX-A and a distribution © over assignments to & with
Exo[S(X)] = ¢. Suppose P is a (c—mn, s)-approzimate polymorphism for MAX-A for somen > 0,
then we have

E E Sp(xM,.., x| > 5.
peP X, X (R)~O {\S(p( ) ) ))] S

where XM X(B) qre sampled independently from ©.

Proof. Let N € N be a large positive integer. Let &’ be an instance consisting of N disjoint copies
of 8. Define a distribution ©’ of assignments to 3’ consisting of N-i.i.d samples from ©. While the
distribution © only satisfies an average bound on objective value Ex.o[3(X)] > ¢, the distribution
O’ will satisfy

PR ) ze—n>1- e OmN)

Hence, if we sample YV .| Y(B) ~ @’ then the average value of the assignments is at least ¢ — 7
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with probability 1 — e~ @N) | We are ready to finish the argument as shown below,

S(pxD,..., x| = E

E S p(yD  yR)
pGP Y<1),--.7Y(R)N€—-)/ |:\$ (p( ) 5 )):|

E E [
pEP X)) . X (RO
( linearity of expectation )

> E E S (p(YD, . YEN S (YD) > e —p| — e CON)
o B o SO0 YO [ O) > e ] e

> 5 — e~ OMmN)
Taking limits as N — oo, the conclusion is immediate. O

To analyze the performance of the rounding scheme, we define a set of ensembles of local integral
random variables, and global gaussian ensembles as follows.

Definition 7.12. For every payoff C € C of size at most k, the local distribution pc is a distribution
over [q]Y(©). In other words, the distribution uc is a distribution over assignments to the CSP
variables in set V(C). The corresponding local integral ensemble is a set of random wvariables
Lo={ly,...,ly,} each taking values in A,.

Definition 7.13. The global ensemble G = {g,|v € V,j € [q]} are generated by setting g, =
{gU,17 L 791}7(1} where

o (L by ) + (bo; — (L by ), C)

and ¢ is a normal Gaussian random vector of appropriate dimension.

It is easy to see that the local and global integral ensembles have matching moments up to
degree two.

Observation 7.14. For any set C € C, the global ensemble G matches the following moments of
the local integral ensemble Lo

Elg,j] = Elfo,] = (L. bug) Elgy] = Elts,;] = (L boy)
]E[gv,jgv,j’] = Ewmjev,j’] =0 Vi # j/a v E V(C)
We will appeal to the invariance principle of Mossel et al. [MOO05], Mossel and Issakson [IM09]

to argue that a (7, d)-quasirandom polymorphism cannot distinguish between two distributions that
have same first two moments.

Theorem 7.15. (Invariance Principle [IM09]) Let Q2 be a finite probability space with the least non-
zero probability of an atom at least o < 1/2. Let L = {l1,¢1,...,4n} be an ensemble of random
variables over Q. Let G = {g1,...,9m} be an ensemble of Gaussian random variables satisfying the
following conditions:

E[t:] = Elg] E[¢;] = Elg;] E[tit;] = Elgig] Vi, j € [m]
Let K = log(1l/a). Let ¥ = (F,...,Fp) denote a vector valued multilinear polynomial and let
H; = (T1_.F;) and H = (Hy,...,Hp). Further let Inf,(H) < 7 and Var[H;] < 1 for all i.

If U : RP — R is a Lipschitz-continous function with Lipschitz constant Co (with respect to the
Ly norm). Then,

]E (W (H ()] - B [w(H(G"))] ] <Cp-Cy-79/18K — 4 (1)

for some constant Cp depending on D.
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The local integral ensemble has an expected payoff equal to c. The local and global ensembles
agree on the first two moments. The (¢, s)-approximate polymorphism outputs a solution of value
at least s when given the local integral ensemble as inputs. Hence, by invariance principle when
given these global ensemble of random projections as input to the polymorphism P, it will end up
outputting close to integral solutions of value s.

Theorem 7.16. For alln and CSP A, there exists T,d > 0 such that the following holds: Suppose
P is a (¢ —n, s)-approzimate (T, d)-quasirandom polymorphism for MAX-A. Given an BASICSDP
solution with objective value at least c, the expected value of the assignment produced by Roundp
algorithm is at least s — 7.

Proof. Let Roundp(V, ) denote the expected payoff of the ordering assignment by the rounding
scheme Roundp on the SDP solution (V', ) for the A-CSP instance . Notice that the g; are nothing
but samples of the global ensemble G associated with &. For each constraint C € C, let Go denote
the subset of random variables from global gaussian ensemble that correspond to variables in V(C).

It will be useful to extend each payoff C : [¢]* — [~1,1] to the domain of fractional/distributional

assignments A4. Specifically, for z1,. ..,z € Ay, define C(z1,. .., 2x) def Epmz [Cx1, ..., k)] which

corresponds to the expected payoff on fixing each input x; independently from the corresponding
distribution z; € A4. By definition, the expected payoff is given by

Roundp(V, p) = CIEC[C (V1,0 Ug)] (7.1)
-EEE (C(fa(H ), fa(H(gh)))] (72)

Fix a payoff C € C. Let ¥¢ : R% — R be a Lipschitz continous function defined as follows:

Vo(z1,22, - ,2%) = C(fA(Zl),---7fA(Zk)) Vzy,...zp € RY.

Hence, we can write

_ R R
Roundp (V) = E_ B E [wo(H@Eh),... . HEgh))]. (7.3)

For a constraint C, there are k-different marginal distributions in pc. Note that since P is (7, d)-
quasirandom, with probability at least 1 — k+/7 over the choice of p ~ P, we will have

max Infj; (p) < VT,
7 b

for each of the marginals ;; within pc. Since the objective value is always between [—1,1], we get
that

R R <d B
Roundp (V, ) > p]gp C]Ecé% {\Ilc (H(gvl), . ,H(gvk)> | ie[r}x%l]?jé[k} Inf7 (p) < ﬁ} kv/T

Fix d = (20/¢) log(1/7). For every such p, the polynomial H = T;_.p, we can conclude that

A <d Ry
Inf; , (H) < ie[rlg]%)é[k] Inf3) (Ti—ep) + (1 —¢)

< Inf<¢ 1—¢)?
e i, (p) + (1 —¢)

SVT+(1-e)f<2y7.

max
i€[R],j€[k]
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Applying the invariance principle (Theorem 7.15) with the ensembles L, Go, Lipschitz continous
functional ¥ and the vector of kg multilinear polynomials given by (H,H,..., H) where H =
(Hy,...,Hgy), we get the required result:

R R
Roundp (V1) > E B E [we(H(E), ... H(eE))] - o-(1)

where o,(1) is a function that tends to zero as 7 — 0. Since the local ensembles L¢ correspond
to the local distributions pc over partial assignments [q}v(c) and H = T1_.p, we can rewrite the
expression as,

E E E |Uc(HU(R),..., H(E))| = E E E Ve (Ti_ep(X1),, ..., Ti_ep(X3) ) | .

pEPCECﬁg[ C( (&)1)’ ) (&);))} pEPCGC(Xl,...,Xk)Nug[ C( 1 E-:p( I)M sy 41 Ep( k))}
(7.4)

By definition of V¢, Yo (z1,...,2;) = C(21, ..., 2;) if Vi, z; € A;. Summarizing our calculation so

far, we have

Round > E E E Vol Ti—ep(X1),,...,Ti_ep(X —o-(1).
oundp(V, ) pGPCGC(Xl,...,Xk)N#g[ C( 1-p(X1) 1—ep( k))} o-(1)

The proof is complete with the following claim which we will prove in the rest of the section.

Claim 7.17.
E E E UolTi—ep(X1),,...,Th—ep(X >
peP Cec (Xl,...,Xk)Nug |: C( 1 Sp( 1)77 s 41 e’:‘p( k))i| S
For each fixed n and ¢ = n/k, the error term x(7,d) — 0 as d — oo and 7 — 0. Therefore for a
sufficiently large d and sufficiently small 7, the error will be smaller than 7. O

Proof. (Proof of Claim 7.17) For X € [¢]®, let Z ~1_. X denote the random variable distributed
over [q]R obtained by resampling each coordinate of X from its underlying distribution with proba-
bility €. Notice that T7_.p(X;) € A4 is a fractional assignment. To sample a value y € [¢] from the
Ty _-p(X;), we could instead sample Z; ~1_. X; and compute p(Z;). In other words, y ~ T1_.p(X;)
is the same as y = p(Z;), Z; ~1—- X;. Using the way we defined the payoff function C over fractional
assignments, we get

BB B [C(Tiep(X2),, - Tiep(X5))]
= E E E E |C(p(21),...0(2))] (7.5)

PEP CEC (Xy,.... X)) ~plk Ziv1 - Xi

To lower bound the expression, construct an instance 3’ that consists of the constraints in & but
each over a disjoint set of variables. Consider the distribution © for assignments of 3’ wherein the
variables corresponding to each constraint C' € C are sampled independently from pc. Let ©' be
the (1 — &)-noisy version of © in that it is obtained by sampling from © and rerandomizing each
coordinate with probability .

Notice that

YY) = E E E C
Ywe’[\s( )] ceC ;.- ka,uc217---7Zk~175$1,---7$k[ (:(:1, ’xk)]

> E E [C(z1,...,2x)] — ke

ceC1,...,Tp~HUC
>c— ke
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where in the last inequality we used the fact that the objective value of the SDP is at least c¢. Since
P is a (¢ —n, s)-approximate polymorphism and 1 > ke, we can appeal to Lemma 7.11 to conclude
that,

S v B oS @O p(YEE))]

E [C(p(20),....0(2))] (7.6)

E E E
peEP CeC (X1,...,Xk)N,U,g Zi~1—e X
The claim is immediate from (7.5) and (7.6). O

Proof. (Proof of Theorem 1.12) By definition of sy, there exists an (¢, sj(c¢))-approximate polymor-
phism with degree d influence less than 7 for all d, 7. Fix any particular instance & of MAX-A. By
applying the rounding scheme Roundp on a sequence of polymorphisms with influence 7 — 0 and
n — 0, we get that the SDP integrality gap on & is at most lim,_,q sa(c — 7). O

7.4 Approximate Polymorphisms and Dictatorship Tests

In this section, we will sketch the proof of Theorem 1.11.

Proof. (Proof of Theorem 1.11) For each n,e > 0, there exists 19, dy such that there are no (s (c+
€) +mn, ¢+ €)-approximate (79, do)-quasirandom polymorphisms for MAX-A. By Theorem 7.18, this
implies a unique games hardness to (¢, sp(c+ €)c+ n)-approximate MAX-A. By making ¢ — 0 and
17 — 0, we get a unique games based hardness for (c,lim._, sp(c + €))-approximating MAX-A.
By Observation 7.10, we have
lim sp(c+¢€) < splce).
e—0

Hence, the conclusion of Theorem 1.11 follows. ]

Theorem 7.18. Fiz constants T,c and d € N. Suppose MAX-A does not admit a (c, s)-approximate
(7, d)-quasirandom polymorphism then for all n > 0, it is unique games hard to s + n-approzimate
instances of MAX-A on instances with value at least ¢ — 1.

Proof. Fix an integer R € N. For all ¢, s, the set of (¢, s)-approximate polymorphisms P of arity R
form a convex set. Convex combination of two approximate polymorphisms P; and P, is constructed
by taking a convex combination of the underlying distributions over operations. For every (c, s)-
approximate polymorphism P, there exists a probability distribution p € A4 such that,

=T.

E Infd
E [“éﬁ% nf; (p)

By min-max theorem, there exists a distribution ® over the simplex A, such that for every (c, s)-
approximate polymorphism P,

E E [maxlnffff(p) >T (7.7)

PEP u~® | i€[R)

Define the family of functions F d as follows,

FREE {p :[g)" = lq)

E [m?xlnffj(p)} < T} .

pr~P

By (7.7), there does not exist (c,s)-approximate polymorphisms supported in F_; R. By the
connection between approximate polymorphisms and dictatorship tests outlined in Theorem 7.3,
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this implies that there exists (¢, s)-dictatorship tests against the family ]-";I? &R for each R € N. Let
gif denote the (¢, s)-dictatorship test against the family .7-";1? &R-

These dictatorship gadgets can be utilized towards carrying out the unique games based hard-
ness reduction. To this end, we will need to show a stronger soundness guarantee for the dictator-
ship test. Specifically, we will have to show a soundness guarantee against functions that output
distributions over [¢] (points in A,) instead of elements over [¢]. The details are described below.

First, we will extend the objective function associated with an instance & of MAX-A from
[q]-valued assignments to A,-valued assignments. Given a fractional assignment z : V — A, let
2> denote the product distribution over [¢]¥ whose marginals given by z. Define S : A;) — R as

follows,
def

S(z) = E [S(a)]
Tz X
Notice that the definitions of influences and low-degree influences extend naturally to Ag-valued
functions. In fact, even for [¢]-valued functions these notions were defined by expressing them as A,4-
valued functions. We will show that quasirandom fractional assignments have no larger objective

value than quasirandom [g]-valued assignments. Specifically, we will show the following.

Lemma 7.19. For every € > 0, the following holds for all sufficiently large R € N. For every
function p : [q]® — A, such that E o [maxi Inffg(p)} < 7/5,

%if(?) <s+e

Proof. The idea is to create a rounded operation r : [¢]® — [¢] by setting for each = € [¢]%,

r(xz) = random sample from distribution p(z)

For notational convenience, we will drop the subscripts and superscripts and write & for %f’f. It

is easy to see that by definition,

E[S(r(XW,.. . x®)] = 3px®,..., x "))

T

The technical core of the argument shows that if p is quasirandom then the rounded function r is
quasirandom with high probability. This claim is formally stated in Lemma 7.20. By Lemma 7.20,
for all sufficiently large R € N,

IP{ E [maxlnffj(r)] < T} >1—¢/Rt
rou~P e ’

R

Call a rounded function r : [¢]"™* — [g] to be quasirandom, if E, o [max; Inff,g(r)] < T.

E [S(r)|r is quasirandom | > E [J(r)] — P[r is not quasirandom] > (p) —/R7
rep rep r

For a quasirandom function r : [¢]® — [q], the dictatorship test & satisfies 3(r) < s. This implies
that J(p) < s+e. O

Now, we will outline the details of the unique games hardness reduction. Given a unique games
instance I' = (A, B, E, 11, [R]), the reduction produces an instance S of MAX-A. The variables of
Sr are B x [¢]®. The constraints of St can be sampled using the following procedure.

e Sample a € A and neighbors b1, ..., b; € B independently at random.

e Sample a constraint ¢ from the dictatorship test %ff. Suppose the constraint is on 2, 2@ ... 2*)
[q]"
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« Introduce the constraint C' on {(b;, Tap, 0 (M) }5_,.

Given an assignment L : B x [¢]F — [q] its value is given by,

Sp(L) = E E E L(bi, 7oy 02 '
\SF( ) aeAbh...,bkEN( )CEC\@,R{C( ( 77Tb7‘0$ ))i| (7 8)

Completeness. Suppose L : AU B — [R] is a labelling satisfying (1 — d)-fraction of constraints.
Consider the labelling L : B x [¢] — [¢] given by L(b,z) = xrp)- Over the choice of a, by, ..., b,
with probability at least (1 — dk), the labelling £ satisfies each of the k edges {(a,b; )L‘e [k]}. In
this case, the objective value is at least the completeness ¢ of the dictatorship test & q) . With the
remaining probability, the objective value is at least —1. This implies that the labelhng L has an
objective value > ¢ — 2k¢.

Soundness. Suppose L : B x [¢]® — [q] is a labelling with an objective value s + 7. For each
b€ B, set Ly : [q]f — [q] as Ly(z) def eL(bz) Where e ) € Ag corresponds to a basis vector

along direction L(b,x). For each a € A, define the fractional assignment L, : [¢]f — A, as

ef
La(2) € Epena[Ls(map 0 2)].

The objective value in (7.8) can be written as,
IS _ PR
Sr(L) = E [37(La)] -

Decode an assignment ¢ : AUB — [R] as follows. Sample a distribution y ~ ®. For each a € A,
define the label set
T, = {i|Inf;{(L,) > 7/10}
and for each b € B, define the label set

= {j|Inf5}(Ly) > 7/20} .
Since the sum of degree d influences is at most d, we have |T,| < 10d/7 and |T| < 20d/7 for all
a€ Aand b€ B.

For each a € A, assign ¢(a) to be a random label from 7, if it is non-empty, else assign an
arbitrary label from [R]. Similarly, for each b € B, set ¢(b) to be a random label from Tj if it is
non-empty, else assign an arbitrary label from [R].

If the objective value of the assignment L is more than s + 7, then for at least n/2 fraction of
a € A, we have C‘(IDC;R(LQ) > s+mn/2. Call such a vertex a € A to be good. Fix a good vertex a € A.
For every good vertex, by the soundness of the dictatorship test we will have,

d
HIEI)[mZaX Inf 7 (La)] > 7.
This implies that over the choice of u ~ ®, with probability at least 7/2, we will have max; Inffj(La) >
7/2 which implies that L, is non-empty. Suppose i € L,. Using the fact that Ly, = Epen(q) Tab© Lp
and convexity of influences we have,

[Inf<d( g (Lp)] = 7/2.

Tab(?

This implies that for at least 7/4-fraction of neighbors b, we will have Inf. ) .(Ly) = 7/4, ie.,
Tab(1) 6 Tp. For every such neighbor b, the labelling ¢ satisfies the edge (a,b) with probability at
least |T‘ |T| > 72/200d.

Hence, the fraction of edges satisfied by the labelling £ is at least (/2)-(1/2)- (7/4) - (12 /200d?)
in expectation. By fixing an alphabet size R large enough, the soundness § of the unique games

instance can be made smaller than this fraction.
O
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7.5 Quasirandomness under Randomized Rounding

This section is devoted to showing the following lemma which was used in the proof of Theorem 7.18.

Lemma 7.20. For every 7,d, e, the following holds for all large enough R € N: Suppose p : [q]R —
A, and a distribution ® over A is such that,

<d
uIE(p[mlax Inf>(p)] <7

then if r : [q]F — [q] is sampled by setting each r(x) € [q] independently from the distribution p(x),

]P’{ E [maxlnffﬁ(r)] < 57'} >1—¢/Rt
T (pu~P 9 ’

To this end, we first show a few simple facts concerning concentration under random sampling.

Random Sampling.

R R

Lemma 7.21. Given p : [q]"" — Ag let v : [q]"" — [q] denote be a function sampled by setting

r(z) € [q] from the distribution p(z) € Aq. Fiz a probability distribution i € Aq and a corresponding

orthonormal basis {Xo}oecjqr for L?([q)®, uT). For every multi-index o € [q]",

B2
(maxie[q] M(i))R

Proof. Fix a multi-index o € [q]. Let x : [¢]® — R denote the corresponding basis function for
L%([q)®, uf). Let pfi(z) denote the probability of = € [¢]F under the product distribution u*. By

definition,
Po= Y p@)xo(z)r(z)
z€[q]"

]E)Hfa _ﬁa| > /8] g 2€Xp -

where {r(z)},¢c|qr are independent random variables whose expectation is given by Er(z) = p(z).
For every z, the random vector p(z)x,(z)r(z) has entries bounded in [0, pu(z)xs(z)]. Now we
appeal to Hoeffding’s inequality stated below.

Lemma 7.22. (Hoeffding’s inequality) Given independent real valued random variables X1, ..., X,
such that X; € [b;, a;], we have

2
P {1 - B0 > <20 (- o)

By Hoeffding’s inequality, we will have

A A~ BQ
Pllfe = po| > B < 2exp <_ P M(ﬂﬁ)QXa(fU)2> '

The proof is complete once we observe that > u(x)?xq(2)? < max, p(z) - >, p(@)xi(z) =

max, pu(z) < (max; pu(i))".
O
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Lemma 7.23. Given a function v : [q]® — R? and a probability distribution p € Ay, foralli e [R]
and D € N,

InffMD(r) <8 <1 - mﬁ(g(i)) - max||r(z)||?
’ 1€|q z

Proof. First, note that for each D € N we have Inff,MD (r) < Inf; ,(r). Moreover, the influence of

the i*" coordinate can be written as,

Inf; ,(r) = E [Varr(m)} : (7.9)

T\t LT

For each fixing of z(,)\; € [q)*~!, we will bound the variance of r(z) over the choice of z; as follows,

Var[r(z)]= E [H?‘(Hf[n]\iaz)— (2 [is 2 )H}

Ti~v z,2"~p

412[2;XH r(@)]|* - Pz # 2]

<8 (xrg%w:cw) (1= max))

The result follows by using the above bound in (7.9). O

Lemma 7.24. For every 7,d, e, the following holds for all large enough R € N: Givenp : [¢]F — A,
let v : [q)T* — [q] denote a function sampled by setting r(x) € [q] from the distribution p(z) € A,.
For every distribution p € Ay and i € [R],

P[Infﬁi(r) > 21nfi<7ff(p) + 7] < ¢/R2

Proof. By Lemma 7.23, if max;e[q p(j) > 1 —7/16 then we will have Inf<d( ) < 7 for all functions
r: [q]f — [q]. Hence the statement trivially holds if max e p(j) >1—7 / 16.
Suppose maxeiq 4(j) < 1 — 7/8. In this case, for every multi-index o € [¢]®, Lemma 7.21

implies that
A B
Pﬂro_po| 2/3] <2exp <_(1_T/8>R .

By a union bound over all o with |o| < d, we will have

(1—7/8)F

Fix 8 = (¢R)~%. Fix R large enough so that 1/(¢R)? < 7 and the above probability bound is
smaller than ¢/R2. If |f, — p,| < B for all o with |o| < d, then

2
Plfo —po| > B Vo] < d] <2(¢R)?exp (—’8> :

Infi,(r) < Y. (Be+B)°< Y, 2p2 428> <2Infl(p) +2(¢R) **(¢R)* < 2Inf;(p) + 7
0i7#0,|o|<d 0i7#0,|o|<d

O
Now we are ready to prove Lemma 7.20.

Proof. (Proof of Lemma 7.20) Fix a distribution u ~ ®. Call a probability distribution y ~ ® to
be bad if
max Inffﬁ(?“) > 2max Inff/‘f(p) +7
) ’ 7 ’
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For each distribution p1 € Ay, by Lemma 7.24 and a union bound over i € [R]
Plu is bad] < e/R
T

By Markov’s bound,

IP’{ IE(I)]I[M is bad] > 7'} <e/Rt (7.10)
T U~

Let us suppose E o [I[p is bad]] < 7. In this case, we conclude that,

E [maxInfi9(r)] < (2 E [maxInfSé(p)] +7) +7-2 (7.11)
u~d i L1 u~d i L1
where we used the fact that for every distribution u € A, and every function 7 : [¢] — [g] we have
max; Inffﬁ(r) < 2. The claim follows from (7.10) and (7.11). O
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