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Abstract

We give an efficient structural decomposition theorem for formulas that depends on their
negation complexity and demonstrate its power with the following applications:

• We prove that every formula that contains t negation gates can be shrunk using a random
restriction to a formula of size O(t) with the shrinkage exponent of monotone formulas. As
a result, the shrinkage exponent of formulas that contain a constant number of negation
gates is equal to the shrinkage exponent of monotone formulas.

• We give an efficient transformation of formulas with t negation gates to circuits with log t
negation gates. This transformation provides a generic way to cast results for negation-
limited circuits to the setting of negation-limited formulas. For example, using a result of
Rossman (CCC ’15), we obtain an average-case lower bound for formulas of polynomial-size
on n variables with n1/2−ε negations.

In addition, we prove a lower bound on the number of negations required to compute one-way
permutations by polynomial-size formulas.

1 Introduction

Understanding the complexity of classical computational models for Boolean functions is the holy
grail of theoretical computer science. We focus on one of the simplest and most well studied models
known as Boolean formulas over the De Morgan basis. Such a formula is a Boolean formula over
the basis that includes AND, OR and NOT gates, where the former two are of fan in two. The size
of a formula is defined as the number of leaves it contains. A formula is said to be monotone if it
does not contain any negation gate.

One of the things that makes it so difficult to prove lower bounds on the size of formulas is
the presence of negation gates. The best such lower bound known for formulas is almost cubic
(see [H̊as98, Tal14]), whereas in the setting of monotone formulas, exponential lower bounds are
known (see [HR00, GP14] and references therein).1 Bridging this gap is a major challenge since
even a super-polynomial lower bound on the size of formulas (for a function that is constructible
deterministically in polynomial-time) would separate P from NC1.

In 1962 Nechiporuk [Nec62] considered the model of formulas with a limited number of negation
gates and proved the following classical result: dn/2e negation gates are sufficient to compute
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1More precisely, there exists an explicit Boolean function on n inputs such that every formula that computes it
must be of size n3−o(1) (see [H̊as98, Tal14]). Moreover, there exists an explicit monotone function on n inputs such
that every monotone formula that computes it must be of size 2Ω(n/ logn) (see [GP14]).
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any Boolean function on n variables by a formula, and moreover, any formula can be efficiently
transformed into a formula that computes the same function but contains at most dn/2e negation
gates (see [Nec62, Mor09] and [Juk12]).

In this paper, we continue this line of research and study negation-limited formulas with two
main perspectives. The first perspective, which is motivated by bridging the gap between monotone
and non-monotone formulas, is that we view negation-limited formulas as a natural extension of
monotone formulas and try to extend various complexity properties of monotone formulas to the
negation-limited setting. The second perspective, which is motivated by separating the power of
circuits and formulas, is that we view negation-limited formulas as a restricted form of negation-
limited circuits and ask natural questions about negation-limited circuits in the setting of formulas.

1.1 Our Contributions

The main tool: efficient decomposition of negation-limited formulas

We prove an efficient structural decomposition theorem for negation-limited formulas. Specifically,
we prove that any function f that can be computed using a formula of size s that contains t
negation gates can be decomposed (in polynomial-time) into T + 1 functions h, g1, . . . , gT such that
f(x) ≡ h(g1(x), . . . , gT (x)), where T = O(t), h is a read-once formula, each gi is a monotone function
and the total (monotone) formula size of all the gi’s is at most 2s. That is, roughly speaking, we
are able to (efficiently) push all the negation gates to the root of the formula while increasing its
size only by a small constant factor (i.e., 2).

This decomposition theorem serves us as the main tool to extend results for monotone formulas to
negation-limited formulas, and to leverage results concerning negation-limited circuits to negation-
limited formulas. We give two applications to demonstrate the usage of our main tool.

Application 1: shrinkage of negation-limited formulas under random restrictions. One
of the most successful methods for proving lower bounds in several computational models is the
method of shrinkage under random restrictions.2 This method was invented and first used by
Subbotovskaya [Sub61] who proved a lower bound of Ω(nΓ) on size of formulas that compute the
parity function on n variables, where Γ ≥ 1.5 is referred to as the shrinkage exponent of (De
Morgan) formulas under random restrictions. Subsequent improvements on the constant Γ led to
improved lower bounds on formula size. Impagliazzo and Nisan [IN93] and Paterson and Zwick
[PZ93] proved that Γ ≥ 1.55 and Γ ≥ 1.63, respectively, H̊astad [H̊as98] proved that Γ ≥ 2 − o(1)
and very recently Tal [Tal14] closed the gap and proved that Γ = 2. Apart from being useful for
proving lower bounds, shrinkage results have a broad scope of applications in other areas including
pseudorandomness [IMZ12], Fourier concentration [IK14] and #SAT algorithms [CKK+14, CKS14].

A major open problem (mentioned e.g., in [PZ93, H̊as98, Tal14]) is to understand what is the
shrinkage exponent of monotone formulas.3 We study the related question of understanding the
shrinkage exponent of negation-limited formulas and provide a trade-off between the number of
negations and the shrinkage exponent. More precisely, we prove that every formula that contains t
negation gates can be shrunk using a random restriction to size O(t) with the shrinkage exponent

2A random restriction with parameter p ∈ [0, 1] is a vector ρ ∈ {0, 1, ?}n such that with probability p each entry
gets the value ? and with probability 1− p each entry is assigned, with equal probabilities, to 0 or 1. Given a function
f : {0, 1}n → {0, 1} and a random restriction ρ as above, the restricted function f |ρ is defined in the following way: if
ρi ∈ {0, 1} then the ith input variable of f is fixed to 0 or 1, respectively, and otherwise it is still an unfixed variable.
We say that formulas have shrinkage exponent Γ if for every function f the expected formula size of f |ρ is at most
O(pΓ · L(f) + 1), where L(f) is the formula size of f and the expectation is over the choice of ρ.

3It is conjectured that the shrinkage exponent of monotone formulas is equal to 3.27, the shrinkage exponent of
read-once formulas (see Conjecture 3 in [PZ93]).
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of monotone formulas. As a simple instantiation of our result, we get that the shrinkage exponent
of formulas that contain a constant number of negation gates is exactly the same as the shrinkage
exponent of monotone formulas.

Application 2: efficient transformation from negation-limited formulas to circuits. The
decomposition theorem gives a way to efficiently transform formulas with t negations into circuit
with roughly log t negations. Specifically, we prove that a formula of size s that contains t negations
can be transformed into a circuit of size 2s + O(t · log t) that contains only log t + O(1) negation
gates.

This transformation also provides a generic way to cast results for negation-limited circuits to
the setting of negation-limited formulas. Informally, algorithms for circuits with log t negation gates
will apply for formulas with t negation gates (with almost the same size and depth), and lower
bound for circuits with log t negations will imply lower bounds for formulas with t negation gates
(with almost the same size and depth). As an example, this allows us to cast the recent average-case
lower bound for mNC1 [Ros15], lower bounds for several cryptographic primitives [GMOR15], and
the upper bound on learning circuits with few negations [BCO+15] to the setting of negation-limited
formulas as we elaborate in Section 4.2.1.

More Results

Lower bound on negation complexity of one-way permutations. We prove a lower bound for
implementing one-way permutations by negation-limited formulas. Specifically, we show that every
permutation on n bits that can be computed by a formula of size s that contains t negation gates can
be inverted (on every image) in time 22t ·s. This implies, in particular, that every implementation of
a one-way permutation as a polynomial-size formula must contain at least ω(log n) negation gates.
As a comparison, Guo et al. [GMOR15] left open the question of whether one-way permutations are
computable by circuits that contain a single negation gate.

Upper bound on the total influence. Total influence has many applications in various areas of
theoretical computer science. Most relevant to our context, it serves as the main tool in recent studies
of negation-limited circuits in computational learning [BCO+15] and cryptography [GMOR15].

The literature on negation complexity defines a measure, a(·), called “alternation complexity”
which denotes the maximal number of times a function f : {0, 1}n → {0, 1} changes its value along
a chain (i.e., a monotone sequence of strings) starting at 0n and ending at 1n. Blais et al. [BCO+15]
proved (using their inefficient decomposition theorem) that for any function f it holds that Inf(f) ≤
O(a(f) ·

√
n). We give a simple direct probabilistic argument for this fact.

1.2 Related Work

An inefficient decomposition theorem for negation-limited circuits into monotone circuits explicitly
appeared in [BCO+15]. They proved that any function f that can be computed using a circuit with t
negations can be decomposed into T +1 functions h, g1, . . . , gT such that f(x) ≡ h(g1(x), . . . , gT (x)),
where T = O(2t), h is either the parity function or its negation and each gi is a monotone function.4

An efficient version of this decomposition theorem (with related parameters) appeared explicitly in
[GMOR15] and implicitly in [AM05, Ros15].

Besides the above, the power of negations in different models has been studied in many works
including [Mar58, Nec62, Fis75, SW91, RW89, TNB96, BNT98, ST04, AM05, Mor09, IMT09]. For

4We refer to this decomposition as “inefficient” since the decomposed monotone components (i.e., the gi’s) may
have exponential size.
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more information on negations in complexity theory we refer to Jukna’s book [Juk12, §10] and
references therein.

1.3 Overview of Our Techniques

In this section we present a high-level overview of the techniques used to obtain some of our results.

Efficient decomposition of negation-limited formulas. Using the theorem of Nechiporuk
[Nec62] it is quite straightforward to cast the decomposition theorem of [BCO+15] to the setting
of negation-limited formulas which results in the same statement except that T = O(t) (rather
than T = O(2t)). More precisely, it gives that and function f can be rewritten as f(x) ≡
h(g1(x), . . . , gT (x)), where T = O(t), h is either the parity function or its negation and each gi
is a monotone function. Unfortunately, such a decomposition is not enough for us since it is inef-
ficient, in particular, it does not preserve the size or depth of the original formula. Note that the
efficiency of the decomposition was mostly not an issue in [BCO+15, GMOR15], whereas for us it
is crucial since, for example, shrinkage is a combinatorial property that general circuits do not have
(unlike formulas).

To overcome this we prove an efficient version in which the resulting formula has almost the
same size and depth as the original one.5 Technically, our decomposition is more involved than the
inefficient version and is influenced by ideas and techniques used in recent papers on De Morgan
formulas [IMZ12, KRT13, Tal14].

As an applications of this theorem, we prove the shrinkage result and the transformation from
negation-limited formulas to circuits. The shrinkage theorem relies on two properties of the de-
composition: it does not introduce much overhead in the formula size and the gi’s are monotone,
and thus, shrink as well as monotone formulas. To get the transformation result, we use our ef-
ficient decomposition theorem for formulas, view h as a circuit on t inputs, and apply Fischer’s
transformation [Fis75] (see also [BNT98]) to implement h with dlog2(t+ 1)e negations.

Negation complexity of one-way permutations. Our lower bound on the number of negations
required to compute one-way permutations relies crucially on the fact that the fan-out of formulas is
1. We take advantage of this fact together with Talagrand’s inequality [Tal96] in a way that might
be of independent interest. We emphasize that previously it was known that one-way permutations
cannot be computed by a monotone circuit.

1.4 Paper Organization

The remainder of this paper is organized as follows. In Section 2 we provide an overview of the
notation, definitions, and tools underlying our proofs. In Section 3 we present our central tool: the
decomposition theorem for negation-limited formulas. In Sections 4.1 to 4.4 we give the statements of
the shrinkage result, the transformation from negation-limited formulas to negation-limited circuits,
the lower bound for one-way permutations, and the influence bound for negation-limited formulas.

2 Preliminaries

In this section we present the notation and basic definitions that are used in this work. For an
integer n ∈ N we denote by [n] the set {1, . . . , n}. For a distribution X we denote by x ← X the
process of sampling a value x from the distribution X. Similarly, for a set X we denote by x← X

5We note that our transformation is efficient in a strong sense: (1) it can be implemented in polynomial-time in the
size of the input formula, and (2) it results with a formula of polynomial-size (close to the size of the input formula).
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the process of sampling a value x from the uniform distribution over X . Unless explicitly stated, we
assume that the underlying probability distribution in our equations is the uniform distribution over
the appropriate set. Further, we let U` denote the uniform distribution over {0, 1}`. We use log x
to denote a logarithm in base 2. We denote by wt(x) the Hamming weight of a string x ∈ {0, 1}n
(i.e., the number of 1’s in the string).

Boolean Formulas

We recall some standard definitions and notation regarding formulas. We refer to [Juk12] for a
thorough introduction. We consider formulas over the De Morgan basis BDM = {AND,OR,NOT},
where the AND and OR gates are of fan-in two. Whenever we refer to formulas we actually refer to
De Morgan formulas.

A Boolean formula is a Boolean circuit whose fan-out is at most one. A De Morgan formula is
represented by a tree such that every leaf is labeled by an input variable and every internal node is
labeled by an operation from B2. A formula is said to compute a function f : {0, 1}n → {0, 1} if on
input x ∈ {0, 1}n it outputs f(x). The computation is done in the natural way from the leaves to
the root. The size of a formula F , denoted by L(F ), is defined as the number of leaves it contains.
For a function f , we denote by L(f) the size of the smallest formula that computes the function f .

A formula is called read-once if every input variable labels at most one leaf. A formula F
that does not contain negation gates is called a monotone formula. We say that a formula F is
anti-monotone if F is the negation of a monotone formula.

Consider a formula F . Let q be a node in F (q can be either an internal node or a leaf). We
refer to the tree rooted at q as a subformula of F or a subtree of F .

Let f : {0, 1}n → {0, 1}m be a Boolean multi-bit output function. Such a function can be
computed by m formulas F1, . . . , Fm such that Fi computes the ith output bit of f . The size of the
formula that computes f is the sum of the sizes of F1, . . . , Fm. Moreover, the number of negation
gates in f is the sum of the number of negation gates in F1, . . . , Fm.

Decrease, Alternating and Inversion Complexity

For two strings x, y ∈ {0, 1}n, we write x � y if xi ≤ yi for every i ∈ [n]. If x � y and x 6= y,
then we write x ≺ y. A chain X = (x1, . . . , xt) is a monotone sequence of strings over {0, 1}n, i.e.,
xi � xi+1 for every i ∈ [t]. We say i is a jump-down position of f along a chain X = (x1, x2, . . . , xt)
if f(xi) = 1 and f(xi+1) = 0. We let d(f,X ) be the number of all jump-down positions of f on
chain X We say a chain X = (x1, x2, . . . , xt) is k-alternating with respect to a function f if there
exist indexes i0 < i1 < . . . < ik such that f(xij ) 6= f(xij+1), for every j ∈ [0, k − 1]. We let a(f,X )
be the size of the largest set of indexes satisfying this condition. The decrease of a Boolean function
f is given by d(f)

def
= maxX d(f,X ) and the alternating complexity of a Boolean function f is given

by a(f)
def
= maxX a(f,X ), where X is a chain over {0, 1}n. Note that a(f) ≤ 2d(f) + 1.

For a Boolean function f , we define the inversion complexity of f , denoted by I(f), as the
minimum number of NOT gates in any formula that computes f . The relation between the inversion
complexity and decrease complexity is stated in the following theorem.

Theorem 2.1 ([Nec62, Mor09]). For every Boolean function f it holds that

I(f) = d(f),

where I(f) is the inversion complexity of f and d(f) is the decrease of f .
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Fourier Basis and Influence

For each S ⊆ [n], define χS : {0, 1}n → {−1, 1} as χS(x) =
∏
i∈S(−1)xi . It is well known that

the set {χS}S⊆[n] is an orthonormal basis (called the Fourier basis) for the space of all functions
f : {0, 1}n → R. It follows that every function f : {0, 1}n → R can be represented as

f(x) =
∑
S⊆[n]

f̂(S)χS(x),

where f̂ : {0, 1}n → R, and f̂(S)
def
= Ex[(−1)

∑
i∈S xi+f(x)] is called the Fourier coefficient of f at

S ⊆ [n].
We use Infi(f) to denote the influence of the i-th input variable on f , i.e.,

Infi(f)
def
= Pr

x
[f(x) 6= f(x⊕i)],

where x⊕i denotes the string obtained from x by flipping its i-th coordinate. The influence of f
(also known as average-sensitivity) is defined as Inf(f)

def
=
∑

i∈[n] Infi(f). We refer to O’Donnell’s
book [O’D14] for an introduction to Fourier analysis.

Some of our proofs rely on the following inequality for monotone Boolean functions.

Proposition 2.2 (Talagrand [Tal96]). For any pair of monotone Boolean functions f, g : {0, 1}n →
{0, 1}, it holds that

Pr
x

[f(x) = 1 ∧ g(x) = 1] ≥ Pr
x

[f(x) = 1] · Pr
x

[g(x) = 1] + ψ
(∑
i∈[n]

Infi(f) · Infi(g)
)
,

where ψ(x)
def
= c · x/ log (e/x), e is the base of the natural logarithm and c > 0 is a fixed constant

independent of n.

One-Way Functions and One-Way Permutations

We say that a function f : {0, 1}n → {0, 1}m is an (s, ε)-secure one-way function (OWF) if for every
circuit C of size at most s,

Pr
x←{0,1}n, y=f(x)

[C(y) ∈ f−1(y)] ≤ ε.

If m = n, we say that f is length-preserving. If f is an (s, ε)-secure one-way function that is
lengh-preserving and one-to-one, we say that f is an (s, ε)-secure one-way permutation (OWP).

3 Efficient Decomposition for Negation-Limited Formulas

In this section we present our main tool, an efficient structural decomposition theorem for formulas
which, intuitively, pushes all negation gates to the root of the formula.

Theorem 3.1. Let f : {0, 1}n → {0, 1} be a Boolean function computed by a formula F of size s
containing t > 0 negation gates. Then, there exist T ≤ 15(t + 1) functions g1, . . . , gT : {0, 1}n →
{0, 1} and a function h : {0, 1}T → {0, 1} such that f(x) = h(g1(x), . . . , gT (x)), h is computable by
a read-once formula and g1, . . . gT are computable by monotone formulas of total size at most 2s.
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We first need the following claim that states that any formula that has t negation gates can be
decomposed into 2(t + 1) subformulas such that each of them is monotone or anti-monotone (i.e.,
either it has zero negations or it has one negation in the root). Moreover, each such subformula
has at most two “special” children which are subformulas by themselves. We note that the proof
of Theorem 3.1 draws ideas from a proof of a different decomposition theorem used by Tal [Tal14]
which, in turn, is partially built on ideas that were used before in [IMZ12] and then in [KRT13].
However, since the properties of our decomposition are very different, we cannot use the other
theorems as a black-box.

Claim 3.2. Let F be a formula of size s that contains t > 0 negations. Then, F can be decomposed
into at most 2(t + 1) subformulas of total size s, such that (1) each subformula has at most one
negation gate in its root, and (2) each subformula has at most two “special” children which are other
subformulas.

Proof. Execute the following step t times: let g1, . . . , gs be the nodes of the formula F sorted by
their distance from the root gs. For any i = 1, . . . s if gi = NOT we set Fi to be the subformula rooted
at gi and set F = F \ Fi. This process results with T = t + 1 subformulas F1, . . . , FT whose total
size is s and each is either monotone (i.e., does not include a NOT gate) or includes one NOT gate
located at its root (i.e., it is anti-monotone). This process results with at most t+ 1 subformulas.

For each subformula Fi with more than two subformula children, find a subformula F ′i of Fi with
exactly two subformula children, and divide Fi into F ′i and Fi \ F ′i . Note that Fi \ F ′i now has one
fewer subformula children. Continue doing this until all subformulas have at most two subformula
children. This process results with the desired number of subformulas, 2(t + 1), since the above
process can happen at most the original number of subformulas.

Proof of Theorem 3.1. Let F be as in the lemma. Apply the decomposition from Claim 3.2 on
F to get the subformulas F1, . . . , FT ′ , where T ′ = 2(t + 1). We show by induction on T ′ that one
can construct a read-once formula H of size T ≤ 7T ′ and T monotone formulas G1, . . . , GT of size
s such that F (x) = H(G1(x), . . . , GT (x)). For t = 0 (and T ′ = 1) the statement holds trivially.

Assume that the root of the formula F is a node in the subformula F1, and that the subformula
F1 has two subformula children F2 and F3. (The case in which F1 has only one subformula child is

handled similarly). Denote by k
(1)
2 , k

(1)
3 ∈ F1, k

(2)
1 ∈ F2 and k

(3)
1 ∈ F3 the nodes such that k

(2)
1 and

k
(3)
1 are the roots of F2 and F3, respectively, k

(1)
2 is the father of k

(2)
1 , and k

(1)
3 is the father of k

(3)
1 .

Disconnect F2 and F3 from F1 and add two new leaves labeled by z2 and z3 to F1 as a child of k
(1)
2

and k
(1)
3 , respectively.

Call the formula F1 with the two new leaves F ′. Notice that by Claim 3.2, F ′ is either monotone
or anti-monotone, namely a negation of a monotone function. We prove the case when F ′ is anti-
monotone and the argument for monotone case is similar. Let F ′1 be the minimal subformula of
F ′ that contain both z2 and z3 and let F ′2 and F ′3 be the corresponding subformulas such that
F ′1 = F ′2 gate F ′3, where gate ∈ {AND,OR}, and F ′2 contains z2 (but not z3) and F ′3 contains z3 (but
not z2). We will construct a formula which is equivalent to F ′1.

We observe that F ′2 = F ′2|z2=0 OR (F ′2|z2=1 AND z2). This is true since F ′2 is monotone (i.e., does
not contain any negation gates). Similarly, F ′3 = F ′3|z3=0 OR (F ′3|z3=1 AND z3). Thus,

F ′1 = (F ′2|z2=0 OR (F ′2|z2=1 AND z2)) gate (F ′3|z3=0 OR (F ′3|z3=1 AND z3)).

Replacing F ′1 with a new leaf z (where z is a new special variable) we have (by a similar argument)
that F1 = F1|z=1 OR (F1|z=0 AND z) (this follows by the anti-monotonicity of F1). By expanding
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according to the definition of z we get that

F1 = F1|z=1 OR (F1|z=0 AND ((F ′2|z2=0 OR (F ′2|z2=1 AND z2)) gate

(F ′3|z3=0 OR (F ′3|z3=1 AND z3)))).

Now, we observe that the right hand side can be rewritten as F ′′(G1, . . . , G6, z2, z3), where F ′′ is
read-once and G1, . . . , G6 are formulas of size at most s (defined over the same set of variables as
the initial F ).

Let t2 and t3 be the number of subformulas which are descendants of F2 and F3 in the for-
mula decomposition, respectively. By induction the subformula of F rooted at k

(2)
1 is equivalent to

F ′2(G
(2)
1 (x), . . . , G

(2)
6t2

(x)), where F ′2 is read-once and G
(2)
i is of size at most s. Similarly, the subfor-

mula of F rooted at k
(3)
1 is equivalent to F ′3(G

(3)
1 (x), . . . , G

(3)
6t3

(x)), where F ′3 is read-once and G
(3)
i is

of size at most s. Thus,

F (x) = F ′′(G1(x), . . . , G6(x), F ′2(G
(2)
1 (x), . . . , G

(2)
6t2

(x)), G
(3)
1 (x), . . . , G

(3)
6t3

(x))).

By rearranging the right hand size we get a read-once formula of size T ≤ 6 + 6t2 + 6t3 ≤ 7T ′ and T
monotone subformulas each of size at most s such that their composition is equivalent to F . To see
that the total size of the subformulas is bounded by 2s notice that every subformula was duplicated
at most once.

4 The Complexity of Negation-Limited Formulas

4.1 Shrinkage under Random Restrictions

A well known property of formulas is called shrinkage. We begin with several definitions. Let
f : {0, 1}n → {0, 1} be a Boolean function. A restriction ρ is a vector of length n of elements
from {0, 1, ?}. We denote by f |ρ the function f restricted according to ρ in the following sense: if
ρi = ? then the i-th input bit of f is unassigned and otherwise the i-th input bit of f is assigned
to be ρi. A p-random restriction is a restriction as above that is sampled as follows. For every
i ∈ [n], independently with probability p set ρi = ? and with probability 1−p

2 set ρi to be 0 and 1,
respectively. We denote this distribution of restrictions by Rp.

Definition 4.1 (Shrinkage exponent). Let F be a class of formulas. The shrinkage exponent of F
is said to be Γ if for any F ∈ F

E
ρ←Rp

[L(F |ρ)] ≤ O
(
pΓ · L(F ) + 1

)
.

Denote by Γ,Γ0,Γ
∗ the shrinkage exponent of (De Morgan) formulas, monotone formulas and

read-once formulas, respectively. Denote by Γt the shrinkage exponent of formulas that contain
at most t negation gates. It is known that (1) Γ = 2 [H̊as98, Tal14], (2) Γ∗ = log√5−1 2 ≈ 3.27
[DZ94, HRY95], and (3) for every t ≥ 0 it holds that Γ∗ ≥ Γt ≥ Γt+1 ≥ Γ = 2. Figuring out
the value of Γ0, the shrinkage exponent of monotone Boolean formulas, is a major open problem
[PZ93, H̊as98, Tal14].

Our main theorem of this section is a trade-off between the number of negations in the formula
and its shrinkage exponent. In particular, we get that the shrinkage exponent of formulas that
contain a constant number of negation gates is equal to Γ0.
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Theorem 4.2. Let F be a formula that contains t > 0 negation gates. It holds that

E
ρ←Rp

[L(F |ρ)] ≤ O
(
pΓ0 · L(F ) + t

)
.

Proof of Theorem 4.2. Given a formula F we decompose it using Theorem 3.1 to getH,G1, . . . , GT ,
where T ≤ 15(t + 1),

∑T
i=1 L(Gi) ≤ 2 · L(F ) and F (x) = H(G1(x), . . . , GT (x)). Clearly we have

that the formula size of F is at most the sum of the sizes of the Gi’s. Namely,

L(F ) ≤
T∑
i=1

L(Gi) ≤ 2 · L(F ), (4.1)

where the second inequality is true by the guarantee of the decomposition from Theorem 3.1. Let
ρ← Rp be a random restriction. For each i ∈ [T ] since Gi is monotone, we have that Eρ[L(Gi|ρ)] ≤
O(pΓ0 · L(Gi) + 1). Thus, the expected size of L(F ) after applying ρ is

E
ρ
[L(F |ρ)] ≤

T∑
i=1

E
ρ

[L (Gi|ρ)] (Linearity of expectation)

≤
T∑
i=1

O
(
pΓ0 · L (Gi) + 1

)
(Each Gi is monotone)

≤O
(
pΓ0 · L(F ) + t

)
. (Equation (4.1))

Notice that when t = O(1) we get that Eρ[L(F )|ρ] ≤ O(pΓ0 · L(F ) + 1) which means that
the shrinkage exponent of such formulas is exactly equal to the shrinkage exponent of monotone
formulas. More generally, Theorem 4.2 implies that every formula F that contains t > 0 negation
gates can be shrunk in two steps of random restrictions such that in the first step the formula F
shrinks to size O(t) as monotone formulas shrink (i.e., with Γ0 as the shrinkage exponent) and in the
second step the formula (of size O(t)) shrinks as formulas shrink (with Γ as the shrinkage exponent).
To be more precise, F can be restricted with a random restriction ρ1 ← Rp1 , where p1 = Γ0

√
t/L(F ),

to get a formula F1 of size O(t) and then it can be restricted with a random restriction ρ2 ← Rp for
any p to get a formula F2 of size O(pΓ · t+ 1). In the following corollary we state a shrinkage result
parameterized by t, the number of negations, p, the restriction parameter, and L(F ), the formula
size.

Corollary 4.3. Let F be a formula that contains t = t(L(F )) > 0 negations and let c > 0 be a
constant. Then, for p ≥ Γ0

√
(c · t)/L(F ), it holds that

E
ρ←Rp

[L(F |ρ)] ≤ O
(
pΓ0 · L(F )

)
.

4.2 Efficient Transformation from Negation-Limited Formulas to Circuits

In this section we show that negation-limited formulas can be transformed into negation-limited
circuits with exponentially smaller number of negations with almost linear blowup in the size and
depth. An inefficient transformation was previously known due to the theorems of Markov [Mar58]
and Nechiporuk [Nec62].6

6By the theorem of Nechiporuk [Nec62], the decrease of a function computable by a formula with t negations is t.
Then, by the theorem of Markov [Mar58], any function with decrease t is computable by a circuit with dlog (t+ 1)e
negations. The size of the resulting circuit, however, is unbounded (i.e., it can be exponential in the number of inputs).
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Theorem 4.4. Let F : {0, 1}n → {0, 1} be a formula of size s and depth d and t negations, then
there is a circuit C of size s′, depth d′ and t′ negations computing F such that s′ = 2s+O(t log t),
d′ = d+O(log t) and t′ = log t+O(1).

Fischer’s theorem [Fis75] can efficiently transform negation-limited formulas with t negations
into negation-limited circuits with log n negations. Our theorem combines Fischer’s theorem and
our decomposition theorem (Theorem 3.1) to efficiently transform the negation-limited formulas
with t negations into negation-limited circuits with log t negations.

Proof. Our decomposition theorem (Theorem 3.1) states that the function f computed by F can
be written as f(x) = h(g1(x), . . . , gT (x)) where T ≤ 15(t + 1), g1, . . . , gT : {0, 1}n → {0, 1} are
computable by monotone formulas of total size at most 2s (also depth at most d) and h : {0, 1}T →
{0, 1} is computable by a read-once formula. We use the efficient version of Markov’s theorem to
get a circuit with few negations that compute h.

Proposition 4.5 ([Fis75, BNT98]). If a function on n variables can be computed by circuit over
a basis that includes AND, OR and NOT gates of size s and depth d, then it can be computed by a
circuit of size at most 2s+O(n log n) and depth d+O(log n) using at most dlog (n+ 1)e negations.

The read-once formula computing h has input size T so that size is at most T and depth is at
most log T . By the above theorem, we conclude that h can be computed by a circuit of size at
most 2T + O(T log T ) = O(t log t) and depth O(log T ) using at most dlog (T + 1)e = log t + O(1)
negations. It is easy to see we can compose the circuit for h with formulas for g1, . . . , gT to compute
f . Since g1, . . . , gT are computable by monotone formulas of total size at most 2s and depth at most
d, we can further conclude that f are computable by a circuit of size at most 2s+O(t log t), depth
d+O(log t) and O(log t) negations.

4.2.1 Applications

In this section we exemplify the usefulness of Theorem 4.4.

Average-case lower bounds for negation-limited formulas. An average-case computation
(a.k.a. approximate computation) of a function f : {0, 1}n → {0, 1} is a computation that is required
to agree with f only on a 1/2+ δ fraction of the inputs. Besides being interesting in their own right,
average-case lower bounds (a.k.a. correlation bounds) have proved useful in many fields of complexity
theory, such as derandomization (e.g., [Nis91, NW94]).

Recently, Rossman [Ros15] proved the first average-case lower bound for mNC1, the class of
polynomial-size logarithmic-depth monotone circuits, or equivalently, polynomial-size monotone for-
mulas. More precisely, for every ε > 0, Rossman gives an explicit monotone function on n variables
which is (1/2 + n−1/2+ε)-hard to approximate in mNC1 under the uniform distribution. His bound
for mNC1 extends to circuits in NC1 with at most (1/2− ε) log n negations. Using Theorem 4.4 and
[Ros15], we get the following corollary.

Corollary 4.6. For every ε > 0, there is an explicit function f : {0, 1}n → {0, 1} such that for every
polynomial-size formula F with n1/2−ε negations, it holds that Prx←{0,1}n [F (x) = f(x)] ≤ 1/2+o(1).

We remark that Corollary 4.6 crucially relies on that the transformation in Theorem 4.4 is
efficient.

Cryptography in negation-limited formulas. One of the goals of cryptography is to study
how simple cryptographic primitives can be, where simplicity can be measured by e.g., the required
assumptions, the circuit depth and more. Recently, Guo et al. [GMOR15] (following on [GI12])
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proved lower bounds on the number of negations required to represent many cryptographic primitives
as circuits. The simplicity of a cryptographic primitive can also be measured by the simplicity of
the model in which it can be implemented (see e.g., [AIK06] and concrete examples in [H̊as87,
NR04]). Using Theorem 4.4, one can easily cast some of the results of [GMOR15] to the setting
of negation-limited formulas and obtain exponentially higher lower bounds on several primitives
including pseudorandom functions, hardcore predicates and extractors. (We refer the reader to
[GMOR15] for the relevant notation and definitions.)

Corollary 4.7. If f : {0, 1}λ × {0, 1}n → {0, 1} is a (poly(n), 1/3)-secure pseudorandom function,
then any Boolean formula computing f contains at least Ω(n) negation gates.

Corollary 4.8. Assume that there exists a family f = {fn}n∈N of (poly(n), n−ω(1))-secure one-way
functions, where each fn : {0, 1}n → {0, 1}n. Then, for every ε > 0, there exists a family gε =
{gn}n∈N of (length-preserving) (poly(n), n−ω(1))-secure one-way functions for which the following
holds. If h = {hn}n∈N is a (poly(n), n−ω(1))-secure hardcore predicate for gε, then for every n
sufficiently large, any formula computing hn contains at least Ω(n1/2−ε) negations.

Corollary 4.9. Let 0 < α < 1/2 be a constant, and m = m(n) ≥ 100. Further, suppose that
H ⊆ {h | h : {0, 1}n → {0, 1}m} is a family of functions such that each output bit hi : {0, 1}n → {0, 1}
of a function h ∈ H is computed by a formula and the total number of negations of a function h ∈ H
is at most t. Then, if H is an (n

1
2
−α, 1/2)-extractor, then t = Ω(nα).7

Uniform-distribution learnability of negation-limited formulas. Monotone functions are
known to be somewhat efficiently learnable with high accuracy given uniformly distributed examples.
Namely, Bshouty and Tamon [BT96] showed that any monotone Boolean function on n variables
can be learned from uniformly distributed examples to error ε in time O(n

√
n/ε). Recently, Blais

et al. [BCO+15] studied the question of learning negation-limited circuits. They showed that any
function on n variables that can be computed by a circuit with t negations can be learned from
uniformly distributed examples to error ε in time nO(2t·

√
n/ε). Using Theorem 4.4 we obtain the

following corollary.

Corollary 4.10. There is a uniform-distribution learning algorithm that learns any Boolean function
f on n variables that can be computed by a formula with t negations to error ε in time nO(t·

√
n/ε).

4.3 One-Way Functions and Permutations in Negation-Limited Formulas

In this section we study the negation-limited complexity of one-way functions and one-way permu-
tations in the model of Boolean formulas. We start with a simple observation (see Observation 4.11)
that if one-way functions in NC1 exist, then there exist one-way functions that can be computed by
monotone logarithmic-depth formulas. Then, in Theorem 4.12, we show that any one-way permu-
tation is not computable by a formula that has O(log n) negations.

Observation 4.11. Assume that there is a one-way function in NC1. Then, there is a one-way
function computable by a logarithmic-depth monotone formula.

Proof. Recall the transformation of Goldreich and Izsak [GI12] that transformed every one-way
function into a monotone one-way function. Let C be a circuit that computes a one-way function
and let C ′ be a circuit obtained from C by pushing all negation gates to the leaves and replacing

7We remark that the above bound can be further improved to Ω(m · nα) if one combines the proof of [GMOR15]
(with slight modifications) and the total influence upper bound given in Theorem 4.13.
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negated variables by auxiliary variables, namely, C(x) = C ′(x, x̄), where x̄i = ¬xi. Let Thk :
{0, 1}n → {0, 1} be a function such that Thk(x) = 1 if and only if the hamming weight of x is
at least k. Notice that for any x of hamming weight k it holds that ¬xi = Thk(x ∧ 1i−101n−i).
Therefore, N(x) = (Thk(x ∧ 01n−1), . . . ,Thk(x ∧ 1n−10)) and we get that

C ′′(x) = (Thn/2 ∧ C ′(x,N(x))) ∨ Th(n/2)+1(x)

is a monotone function which is efficiently computable and weakly one-way. Then, applying the
standard hardness amplification process they obtain a one-way function (we refer to [GI12] for the
exact detail).

We observe that if we start with a one-way functions in NC1, then the reduction of [GI12] results
with a monotone one-way function which is in NC1. Then, we use the standard transformation
from circuits in NC1 to formulas. Since this transformation preserves monotonicity and depth, we
complete the proof. We note that the above transformation of [GI12] uses threshold functions which
are computable by (uniform) formula of logarithmic depth (using sorting networks [AKS83]).

Theorem 4.12. Let f : {0, 1}n → {0, 1}n be a permutation. If f is computable by a formula of size
s that contains t negations, then there exists a deterministic algorithm whose running time is 22t · s
such that given as input any y = f(x) outputs x. In particular, if s ∈ poly(n) and t = O(log n),
then the algorithm runs in polynomial-time.

Proof. Let fi : {0, 1}n → {0, 1} be the Boolean function corresponding to the i-th output bit of f
and Fi : {0, 1}n → {0, 1} be a formula computing fi. Let S = {i ∈ [n] | Fi is monotone}, i.e., the
collection of indices i ∈ [n] for which Fi contains no negations. Since f has t < n negations, we
obtain |S| ≥ n − t. Let S1 = {i ∈ S | ∃j ∈ [n],∀x ∈ {0, 1}n : Fi(x) = xj}, i.e., the collection of
indices i ∈ S for which Fi is a dictator function. Let Ii = {j ∈ [n] | Infj(fi) 6= 0}, i.e., the set of
input variables that fi depends on.

Consider functions f` and fk, where ` 6= k ∈ S. By Talagrand’s inequality (Proposition 2.2),

Pr
x

[f`(x) = 1 ∧ fk(x) = 1] ≥ Pr
x

[f`(x) = 1] · Pr
x

[fk(x) = 1] + ψ
(∑
i∈[n]

Infi(f`) · Infi(fk)
)
.

Since f is a permutation, Prx[f`(x) = 1 ∧ fk(x) = 1] = 1/4 and Prx[f`(x) = 1] = Prx[fk(x) = 1] =
1/2. Thus, since f` and fk are monotone and using the definition of ψ, we get that∑

i∈[n]

Infi(f`) · Infi(fk) = 0.

Therefore, I` ∩ Ik = ∅, i.e., f` and fk depend on a disjoint set of input variables. Since the above
holds for every pair `, k such that ` 6= k ∈ S, we obtain

n ≥
∣∣∣ ⋃
i∈S

Ii

∣∣∣ =
∑
i∈S
|Ii| =

∑
i∈S1

|Ii|+
∑

i∈S\S1

|Ii| . (4.2)

For i ∈ S \ S1, since the function fi is non-constant we have that |Ii| ≥ 2. Plugging this into
Equation (4.2), we obtain

n ≥
∑
i∈S1

1 +
∑

i∈S\S1

2 = 2 |S| − |S1| ≥ 2(n− t)− |S1| ,

which implies that |S1| ≥ n− 2t.
Given y = f(x), we can invert y and find x′ = x using following algorithm:
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1. For every i ∈ S1, we set x′j to be yi where j is the only element in the set Ii.

2. Go over all possible assignments on the unassigned variables in x′ until f(x′) = y,

3. Output x′.

After the first step, |S1| ≥ n−2t variables are assigned correctly. The number of unassigned variables
is at most 2t, so that we can try all possible assignments on the remaining unassigned variables in
time 22t · s, where s is the evaluation time of the permutation. If s ∈ poly(n) and t = O(log n), we
get that the above algorithm runs in polynomial-time.

4.4 Total Influence of Negation-Limited Formulas

In this section we prove a general connection between total influence and negation complexity of
Boolean functions.

Theorem 4.13. For any function f : {0, 1}n → {0, 1}, it holds that Inf(f) ≤ O (a(f) ·
√
n), where

Inf(f) is the total influence of f and a(f) is the alternating complexity of f .
In particular, if f can be computed by a formula with t negations, then Inf(f) ≤ O (t ·

√
n).

A proof of Theorem 4.13 was given (somewhat implicitly in this full generality) in [BCO+15] using
their (inefficient) decomposition theorem. We show a direct probabilistic proof for Theorem 4.13
which arguably simplifies their arguments and might be of independent interest.

We note that the bound in Theorem 4.13 is tight up to constants. Indeed, for any n ∈ N, any
constant c ∈ N (independent of n) and any t ≤ c ·

√
n consider the function f : {0, 1}n → {0, 1}

defined as

f(x) =

{
wt(x) mod 2 if |wt(x)− n/2| ≤ t/2,
0 otherwise.

First, it is easy to see that t − 1 ≤ a(f) ≤ t + 1. Moreover, a simple analysis shows that Inf(f) ≥
Ω(t·
√
n). To see this observe that since t ≤ O(

√
n), then Prx←{0,1}n [|wt(x)− n/2| ≤ t/2] ≥ Ω(t/

√
n),

and that if x satisfies that |wt(x)− n/2| ≤ t/2, then changing each of its n coordinates will flip the
value of the function.

Proof of Theorem 4.13. The “In particular” part of the above theorem follows by Nechiporuk’s
theorem (see Theorem 2.1). We proceed with the main part.

Denote by D the set of all pairs of points in {0, 1}n that differ at one coordinate. Namely,
(x, y) ∈ D if and only if there exists an i ∈ [n] such that x⊕i = y.

We define two ways to sample edges from D and show that they define the same distribution.
The first way to sample an edge from D is by first sampling a point x ∈ {0, 1}n and then sampling
a random direction i ∈ [n]. This gives rise to the edge (x, x⊕i). Notice that for any edge e ∈ D it
holds that Prx←{0,1}n,i←[n][(x, x

⊕i) = e] = 1
n·2n−1 . Moreover, observe that by the definition of total

influence, we have that

Inf(f)

n
= Pr

x←{0,1}n,i←[n]
[f(x) 6= f(x⊕i)]. (4.3)

The second way is defined as follows. Denote by C the set of all valid chains starting from 0n and
ending at 1n. First, we sample a random chain X = (x0 = 0n, x1, . . . , xn−1, xn = 1n) from C. Notice
that wt(xi) = i for all i ∈ [n] ∪ {0}. Then, we pick the edge e(i) = (xi, xi+1) for i ∈ [n− 1] ∪ {0} on
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the chain with probability
(
n−1
i

)
/2n−1. Notice that this is a probability distribution since we have

that
∑n−1

i=0

(
n−1
i

)
/2n−1 = 1. Also, observe that a random chain X from C contains an arbitrary edge

(x, x′) ∈ D with probability 1/(
(
n−1
wt(x)

)
·n). In total, using the above process, the probability to pick

an edge e ∈ D is

Pr
X←C,(xi,xi+1)←X

[(xi, xi+1) = e] = Pr
(xi,xi+1)←X

[(xi, xi+1) = e | e ∈ X ] · Pr
X←C

[e ∈ X ]

=

(
n−1
wt(x)

)
2n−1

· 1(
n−1
wt(x)

)
· n

=
1

n · 2n−1
.

Therefore, we got that the two ways to sample an edge on the cube have the same distribution.
Thus, using Equation (4.3), we get that

Inf(f)

n
= Pr
X←C,(xi,xi+1)←X

[f(xi) 6= f(xi+1)]. (4.4)

However, notice that for any X ∈ C it holds that

Pr
(xi,xi+1)←X

[f(xi) 6= f(xi+1)] ≤ a(f) · max
i∈[n−1]∪{0}

{(
n−1
i

)
2n−1

}
≤ O

(
a(f)/

√
n
)
,

where the first inequality follows by the definition of a(f) (the maximum number of alternations
at any chain) and the second inequality holds since the second term is maximized roughly when
i ≈ n/2 and it is known (by e.g., Stirling’s approximation) that

(
n
n/2

)
= O(2n/

√
n). Plugging this

back into Equation (4.4) we get that Inf(f) ≤ O(a(f) ·
√
n).

5 Open Problems

In this paper we study the power of negation gates in the model of Boolean De Morgan formulas.
Our shrinkage result (Theorem 4.2) implies that as long as t� L(F ), the shrinkage exponent of F is
essentially Γ0, the shrinkage exponent of monotone formulas. In addition, we showed that formulas
with t negation gates can be efficiently transformed into circuits with roughly log t negation gates
without incurring significant blow-up in size or depth.

Morizumi [Mor09] showed that any formula F can be transformed into a formula F ′ that has
only dn/2e negations and such that L(F ′) ≤ L(F ) · O(n6.3). His transformation uses as a building
block the monotone formula that compute the threshold function of Valiant [Val84] which gives a
short but non-explicit construction. We leave open the question whether one can come up with an
explicit and efficient transformation from any formula to a formula with few negations.

Lastly, we mention the important open problem of determining the shrinkage exponent of mono-
tone formulas.
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