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Abstract

Reed-Muller codes are among the most important classes of locally correctable codes. Currently local decoding of Reed-Muller codes is based on decoding on lines or quadratic curves to recover one single coordinate. To recover multiple coordinates simultaneously, the naive way is to repeat the local decoding for recovery of a single coordinate. This decoding algorithm might be more expensive, i.e., require higher query complexity.

In this paper, we focus on Reed-Muller codes with evaluation polynomials of total degree \( d \lessapprox \sigma \sqrt{q} \) for some \( \sigma \in (0, 1) \). By introducing a local decoding of Reed-Muller codes via the concept of codex that has been used for arithmetic secret sharing [6, 7], we are able to locally recover arbitrarily large number \( k \) of coordinates simultaneously at the cost of querying \( O(k \sqrt{q}) \) coordinates, where \( q \) is the code alphabet size. It turns out that our local decoding of Reed-Muller codes shows (perhaps surprisingly) that accessing \( k \) locations is in fact cheaper than repeating the procedure for accessing a single location for \( k \) times. In contrast, by repetition of local decoding for recovery of a single coordinate, one has to query \( \Omega(k \sqrt{q} \log k / \log q) \) coordinates for \( k = q \Omega(\sqrt{q}) \) (and query \( O(kq) \) coordinates for \( k = q \Omega(\sqrt{q}) \), respectively). Furthermore, our decoding success probability is \( 1 - \epsilon \) with \( \epsilon = O\left(\left(\frac{1}{\sqrt{q}}\right)^k\right) \). To get the same success probability from repetition of local decoding for recovery of a single coordinate, one has to query \( O(k^2 \sqrt{q} \log k / \log q) \) coordinates (or \( O(k^2 q) \) coordinates for \( k = q \Omega(\sqrt{q}) \), respectively). In addition, our local decoding also works for recovery of one single coordinate as well and it gives a better success probability than the one by repetition of local decoding on curves. The main tool to realize codex is based on algebraic function fields (or more precisely, algebraic geometry codes). Our estimation of success error probability is based on error probability bound for \( t \)-wise linearly independent variables given in [2].
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1 Introduction

In some applications such as transmission of information over noise channels or data storage, people are often interested in a portion of data. Thus, one needs to decode only this portion of data in stead of the whole data. However, classical error-correcting codes are generally used to recover the whole information. Thus, it is demanded to have a special class of error-correcting codes, i.e., locally decodable (correctable) codes.

Although locally decodable (correctable) codes have been studied for about two decades, Reed-Muller codes and their variants are still among the most important classes of locally correctable codes. Therefore, local decoding of Reed-Muller codes plays significant role in this topic. There are various decodings of Reed-Muller codes such as local decoding, list decoding or local list decoding in literature [1, 4, 11, 15, 19, 20]. Among these decodings, there are basically two local decoding methods, i.e., decoding on lines and quadratic curves. Though decoding on quadratic curves can be generalized to decoding on higher power curves, it does not appear in literature. Almost all locally correctable codes including Reed-Muller codes focus on correction of one single coordinate [1, 3, 11, 15, 16, 17, 18, 23]. To recover multiple coordinates together, the naive way is to repeat these locally decodings. However, this idea does not work well when locally recovering a large number of coordinates simultaneously is demanded (see Subsection 1.5 below).

In this paper, we introduce a local decoding of Reed-Muller codes via the concept of codex that has been used for arithmetic secret sharing [6, 7]. Furthermore, realization of codex is through algebraic function field (or algebraic geometry codes). In literature, there is a construction of locally decodable (correctable) codes via algebraic function fields (or algebraic curves) with large automorphism groups [3, 13]. However, usage of algebraic curves in the present paper is not for purpose of construction of locally correctable codes, but locally decoding of Reed-Muller codes.

As the main consequence of our local decoding, we are able to locally correct arbitrarily large number k of coordinates simultaneously at the cost of querying $O(k\sqrt{q})$ coordinates, where q is the code alphabet size. This is not achievable by all other existing local decodings of Reed-Muller codes. In addition, our local decoding also works for recovery of one single coordinate as well. In this case, there is a trade-off between code dimension and success probability.

1.1 Locally correctable codes

In order to state our result more accurately, let us introduce locally correctable codes first.

**Definition 1.1** A subset $C$ of $\mathbb{F}_q^N$ is called a $q$-ary $(r, \delta, \epsilon)$-locally correctable code of length $N$ if there exists a randomized algorithm $A$ such that (i) for any $i \in [N]$ and $c \in C$, $y \in \mathbb{F}_q^N$ with $\text{wt}_H(c, y) \leq \delta N$, one has $\Pr[A^y(i) = c_i] \geq 1 - \epsilon$, where the probability is taken over random coin tosses of the algorithm $A$ (note that $c_i$ stands for the $i$-th coordinate of $c$ and $A^y(i)$ stands for the output of $A$ from $y$ for the position at $i$); (ii) $A$ makes at most $r$ queries to $y$.

The above definition is only for recovery of one single coordinate (or point). We can generalize it to a locally correctable code with recovery of multiple coordinates (or points).

**Definition 1.2** A subset $C$ of $\mathbb{F}_q^N$ is called a $q$-ary $(k; r, \delta, \epsilon)$-locally correctable code of length $N$ if there exists a randomized algorithm $A$ such that (i) for any $S \subseteq [N]$ with $|S| \leq k$, and $c \in C$, $y \in \mathbb{F}_q^N$ with $\text{wt}_H(c, y) \leq \delta N$, one has $\Pr[A^y(S) = c_S] \geq 1 - \epsilon$, where the probability is taken over random coin tosses of the algorithm $A$ (note that $c_S$ stands for the projection of $c$ to $S$ and $A^y(S)$ stands for the output of $A$ from $y$ for the positions at $S$); (ii) $A$ makes at most $r$ queries to $y$.

Thus, a $(1; r, \delta, \epsilon)$-locally correctable code is an $(r, \delta, \epsilon)$-locally correctable code.
1.2 Reed-Muller codes

We denote by $x$ the variable vector $(x_1,\ldots,x_m)$. The multivariate polynomial ring $\mathbb{F}_q[x_1,\ldots,x_m]$ is denoted by $\mathbb{F}_q[x]$. For a vector $I = (e_1,\ldots,e_m) \in \mathbb{Z}_0^m$, we denote by $x^I$ the monomial $\prod_{i=1}^m x_i^{e_i}$. Thus, we can write a polynomial of total degree at most $d$ by $f(x) = \sum_{\text{wt}_L(I) \leq d} a_I x^I$, where $a_I \in \mathbb{F}_q$ and $\text{wt}_L(I) = \sum_{i=1}^m e_i$ is the Lee weight. A polynomial in $\mathbb{F}_q[x]$ is called a degree-$d$ polynomial if its total degree is at most $d$. In the setting throughout the paper, we assume that $d < q$.

**Definition 1.3** The Reed-Muller code $\text{RM}(q,d,m)$ is defined by $\{(f(u))_{u \in \mathbb{F}_q^m} : f(x) \in \mathbb{F}_q[x] ; \deg(f(x)) \leq d\}$, where $\deg(f(x))$ denotes the total degree of $f(x)$.

The dimension of the Reed-Muller code $\text{RM}(q,d,m)$ is $\binom{m+d}{d}$. In this paper, we focus on the case where $d \lesssim \sigma \sqrt{q}$ for a fixed real $\sigma \in (0,1)$.

1.3 Known results

The simplest local decodings of Reed-Muller codes is called decoding on lines [23, Propositions 2.5]. The decoding on line can be generalized to decoding on quadratic curves [23, Proposition 2.6]. Both these decodings are very special cases of our codex decoding where a Reed-Solomon code with pairwise independent variables is used (see Example 4.1(i) and (ii)).

**Proposition 1.4** Let $0 < \sigma, \delta < 1$ be positive real. Let $m$ and $d$ be positive integers. Let $q$ be a prime power.

(i) If $d \leq \sigma(q-1) - 1$, then the Reed-Muller code $\text{RM}(q,d,m)$ is $(q-1,\delta,2\delta/(1-\sigma))$-locally correctable for all positive real with $\delta < \frac{1-\sigma}{2}$.

(ii) If $d \leq \sigma(q-1)/2 - 1/2$, then the Reed-Muller code $\text{RM}(q,d,m)$ is $(q-1,\delta,\epsilon = O_{\delta,\sigma}(\frac{1}{q}))$-locally correctable for all positive real with $\delta < \frac{1-\sigma}{2}$, where the implied constant in $O_{\delta,\sigma}(\frac{1}{q})$ is given in Example 4.1(ii).

The purpose of (ii) in Proposition 1.4 is to increase the success probability of local decoding. As $\sigma, \delta$ are constant and $q$ is usually large, Proposition 1.4(ii) gives much better success probability at the cost of a slightly smaller dimension.

As we are interested in the case where $d \lesssim \sigma \sqrt{q}$, we can reduce the query complexity in Proposition 1.4. We only consider modification of Proposition 1.4(ii) as Proposition 1.4(i) does not give an interesting result for our comparison.

**Proposition 1.5** Let $0 < \sigma, \delta < 1$ be a positive real. Let $m$ and $d$ be positive integers. Let $q$ be a prime power with $d \leq \sigma \sqrt{q}/2 - 1/2$, then the Reed-Muller code $\text{RM}(q,d,m)$ is $(\sqrt{q},\delta,\epsilon = O_{\delta,\sigma}(\frac{1}{\sqrt{q}}))$-locally correctable for all positive real with $\delta < \frac{1-\sigma}{2}$, where the implied constant in $O_{\delta,\sigma}(\frac{1}{\sqrt{q}})$ is given in Example 4.1(ii).

Although it does not appear in literature, generalization of local decoding on quadratic curves is quite straightforward in the following way. Assume that $f(u)_{u \in \mathbb{F}_q^m}$ is transmitted and we want to recover $f(w)$ at position $w$. Choose $t$ independently random vectors $v_1,\ldots,v_t$ and consider the degree $t$ curve $w + \sum_{i=1}^t x_i v_i$. By using the error probability bound for $t$-wise independence (see Lemma 2.10), we obtain the following result (see Example 4.1(iii)).

**Proposition 1.6** Let $0 < \sigma, \delta < 1$ be a positive real and let $t \geq 4$ be an integer. Let $m$ and $d$ be a positive integer. Let $q$ be a prime power such that $d \leq \sigma(q-1)/t - 1/t$; then the Reed-Muller code $\text{RM}(q,d,m)$ is $(q-1,\delta,\epsilon = O\left(\left(\frac{\lambda_{\delta,\sigma}}{\sqrt{q}}\right)^t\right))$-locally correctable for all positive real with $\delta < \frac{1-\sigma}{2}$, where $\lambda_{\delta,\sigma} = \frac{1}{\sqrt{\sigma}}\frac{1}{1-\sigma-2\delta}$ as given in Example 4.1(iii).
In particular, by taking \( t = \lfloor \sqrt{q} \rfloor \), the Reed-Muller code \( \text{RM}(q,d,m) \) with \( d \leq \sigma \sqrt{q} \) is \((q-1, \delta, O\left(\left(\frac{\lambda_{d,\sigma} \sqrt{q}}{\sqrt{q}}\right)^{\frac{1}{2}}\right))\)-locally correctable.

Compared with decoding on lines in Proposition 1.4, local decoding on quadratic curves in Proposition 1.5 gives better probability. The local decoding on higher power curves in Proposition 1.6 gives the best probability.

1.4 Our results

We consider both single point decoding and multiple point local decoding. For single point local decoding, we apply Hermitian codes and algebraic geometry codes from the Garcia-Stichtenoth tower (the results from Reed-Solomon codes are already given in Propositions 1.4-1.6); while for multiple point local decoding, we apply all three classes of codes, namely Reed-Solomon codes, Hermitian codes and algebraic geometry codes from the Garcia-Stichtenoth tower.

**Theorem 1** [see Theorem 4.4] Let \( \sigma, \delta < 1 \) be a positive real number satisfying \( \delta < \frac{1-\sigma}{2} \). Let \( t \geq 4 \), \( m \) and \( d \) be positive integers. Let \( q \) be a square prime power. Let \( e \geq 1 \) be integer and let \( c \) be a positive constant. If \( 4 \leq t \leq cq^{e/2} \) and \( d \leq \sigma(\sqrt{q} - 1)/(2 + c) - 1 \), then the Reed-Muller code \( \text{RM}(q,d,m) \) is \( (q^{e/2}(\sqrt{q} - 1) - 1, \delta, \epsilon = O\left(\left(\frac{\lambda_{d,\sigma} t}{q^{2+1/2}}\right)^{1/2}\right)) \)-locally correctable, where \( \lambda_{d,\sigma} \) is given in Proposition 1.6 and the exact formula of \( \epsilon \) is given in Theorem 4.4.

In particular, by taking \( t = \lfloor q^{e/2} \rfloor \) (and replace \( \sigma \) by \( 3\sigma \)), the Reed-Muller code \( \text{RM}(q,d,m) \) with \( d \leq \sigma \sqrt{q} \) is \((t\sqrt{q}, \delta, O\left(\left(\frac{\mu_{d,\sigma}}{\sqrt{q}}\right)^{1/2}\right))\)-locally correctable for \( \delta < \frac{1-3\sigma}{2} \), where \( \mu_{d,\sigma} = \frac{\sqrt{q}}{1-3\sigma-2b} \) (note that \( t \) can be arbitrarily large as \( e \) can be arbitrarily large).

For local decoding to recover multiple coordinates, we only state the result based on the Garcia-Stichtenoth tower. We refer to Theorem 4.5 for local decoding of recovering multiple coordinates based on Reed-Solomon and Hermitian codes.

**Theorem 2** [see Theorem 4.5(v)] Let \( q \) be a prime power which is a square. Let \( d > 1, t, m, k \) be positive integers. Let \( \delta, \sigma \) be two reals in \((0, 1)\) with \( \delta < \frac{1-\sigma}{2} \). For two positive constants \( c \) and \( b \), if \( t \leq cn/\sqrt{q} \) and \( k \leq bn/\sqrt{q} \), \( k + n \leq q^{e/2}(\sqrt{q} - 1) \) and \( d \leq \frac{\sigma \sqrt{q}}{b+c+2} \), then the Reed-Muller code \( \text{RM}(q,d,m) \) is an \((k; n, \delta, \epsilon)\)-locally correctable code with \( \epsilon = 8 \left(\frac{4\delta^2+4t^2}{(1-\sigma-2b)^2}\right)^{1/2} \times \left(\frac{1}{n}\right)^{t/2} \).

In particular, by taking \( k = t = \lfloor n/2\sqrt{q} \rfloor \) and \( n = \left\lfloor \frac{2\sqrt{q}}{1+2\sqrt{q}} \right\rfloor \times q^{e/2}(\sqrt{q} - 1) \) (and replace \( \sigma \) by \( 3\sigma \)), the Reed-Muller code \( \text{RM}(q,d,m) \) with \( d \leq \sigma \sqrt{q} \) is \((t\sqrt{q}, \delta, O\left(\left(\frac{\mu_{d,\sigma}}{\sqrt{q}}\right)^{1/2}\right))\)-locally correctable for \( \delta < \frac{1-3\sigma}{2} \), where \( \mu_{d,\sigma} = \frac{\sqrt{q}}{1-3\sigma-2b} \) (note that \( t \) can be arbitrarily large as \( e \) can be arbitrarily large).

1.5 Comparison

Let us compare our results given in Subsection 1.4 with the known results (or those derived from the known results). Note that we focus on the case where \( d \leq \sigma \sqrt{q} \) for a real \( \sigma \in (0, 1) \). Let us start with multiple point local decoding.

(i) To obtain a \( k \)-multiple point local decoding from the single point decoding given in Proposition 1.5, one can repeat local decoding \( k \) times to get a \((k; k\sqrt{q}, \delta, \epsilon)\)-locally correctable code with \( \epsilon = O_{\sigma,\delta} \left(\frac{k}{\sqrt{q}}\right) \). Therefore, this method does not work when \( k > \sqrt{q} \).
(ii) The other way is to first repeat local decoding to correct $f(u)$ at the same point $u$ to increase probability, and then repeat the above procedure to correct multiple points with meaningful probability. Let us analyze this decoding idea in detail. To increase decoding success probability of the local decoding in Proposition 1.5, we can repeat local correction of $f(u)$ for $s$ times. Denote by $Y_i$ a binary random variable such that $Y_i = 1$ if the local decoding algorithm outputs a wrong answer in the $i$-th round and $Y_i = 0$ otherwise. It follows that $\Pr[X_i = 1] = b = \frac{2k}{\sqrt{q}}$, where $\gamma_{\sigma, \delta} = \frac{2k}{1-\frac{2k^2}{q\sigma}}$ (see Example 4.1(ii) for this constant). Thus, we have

\[
\Pr \left[ \sum_{i=1}^{s} Y_i \geq \frac{s}{2} \right] = \sum_{i \geq s/2} \binom{s}{i} b^i (1-b)^{s-i} = O \left( \left(2\sqrt{\gamma_{\sigma, \delta}}\right)^s \left(\frac{1}{\sqrt{q}}\right)^{s/2} \right).
\] (1.1)

Therefore, we conclude that the Reed-Muller code $\text{RM}(q, d, m)$ is $(s\sqrt{q}, \delta, \epsilon')$-locally correctable, where $\epsilon'$ is given in (1.1). By repeating the above decoding procedure to correct $k$ points, we can also conclude that the Reed-Muller code $\text{RM}(q, d, m)$ is $(k; ks\sqrt{q}, \delta, \epsilon')$-locally correctable. To make the probability meaningful, one requires $ks < 1$, i.e., $s = \Omega(\log k / \log q)$. This implies that the Reed-Muller code $\text{RM}(q, d, m)$ is $(k; \Omega(kq \log k / \log q), \delta, O(1))$-locally correctable.

Similarly, if we do the same local decoding by applying Proposition 1.6, we conclude that the Reed-Muller code $\text{RM}(q, d, m)$ is $(k; \Omega(k\sqrt{q} \log k / \log q), \delta, O(1))$-locally correctable for $k = q^{\Theta(\sqrt{q})}$ (note that we take $t = \Theta(\sqrt{q})$ in Proposition 1.6 in order to get the same bound $d \lesssim \sigma \sqrt{q}$). For $k = q^{O(\sqrt{q})}$, repeating the decoding algorithm of Proposition 1.6 for $k$ times directly yields a $(k; kq, \delta, O(1))$-locally correctable code $\text{RM}(q, d, m)$.

(iii) By applying $k$-multiple point local decodings in Theorem 2, the number $k$ is unbounded. This means that we can recover any number $k$ of coordinates simultaneously with a high probability. At meanwhile, the number of queries is $O(\sqrt{kq})$ (this is by no means possible for all other local decodings). By repeating local decoding described in (ii), to correct $k$ points simultaneously, the query complexity given in (ii) is $\Omega(k\sqrt{q} \log k / \log q)$. This means that our local decoding of Reed-Muller codes shows (perhaps surprisingly) that accessing $k$ locations in is fact cheaper than repeating the procedure for accessing a single location for $k$ times.

In addition, the decoding success probability in Theorem 2 is $1 - \epsilon$ with $\epsilon = O \left( \left(\frac{\mu_{\sigma, \delta}}{\sqrt{q}}\right)^k \right)$.

To get the same success probability from the repeating decoding algorithm discussed in the above (ii), the query complexity in (ii) becomes $O(k^2 \sqrt{q} \log k / \log q)$ or $O(k^2 q)$ for $k = q^{O(\sqrt{q})}$, respectively.

Now we compare our local decoding of correcting one single coordinate with the one given in Proposition 1.5.

By the above (ii) in this subsection, we know that by applying repeating local decoding from Proposition 1.5 the Reed-Muller code $\text{RM}(q, d, m)$ is \(s\sqrt{q}, \delta, O \left( \left(\frac{2k}{\sqrt{q}}\right)^{s/2} \right)\)-locally correctable. Thus, Theorem 1 gives the same number of queries, but a better success probability.

### 1.6 Our techniques

The main idea of our local decoding is realized through codex introduced in [6, 7]. A codex is nicely implemented in our local decoding because of several properties of codex: (i) a codex has high randomness and uniformity; (ii) a codex provides independent variables that are needed in local decoding of Reed-Muller codes; (iii) a codex also allows correction of errors. On the other hands, there are not many ways to construct codex. As far as we know, the only way to construct codex is through algebraic curves with many rational points (or more precisely algebraic geometry...
codes). We apply three classes of curves, i.e., projective line, Hermitian curve and the Garcia-Stichtenoth tower, to construction of codex and realize our local decoding. As for error probability, we make use of the error probability bound for $t$-wise linearly independent variables given in [2].

1.7 Organization

The paper is organized as follows. In Section 2, we introduce some preliminaries including definition of codex, some properties of codex, a construction of codex through algebraic geometry codes, error probability bounds and introduction to Hermitain curves the Garcia-Stichenoth tower. Our local decoding algorithm of Reed-Muller codes through codex is presented in Section 3. Finally we apply various codex to decoding algorithm in Section 3 to obtain our main results in Section 4.

2 Preliminaries

2.1 Codex

The concept of codex was first introduced in [6, 7, 9] for purpose of arithmetic secret sharing. A special case of codex in this paper was implicitly introduced in [8, 5].

Let $F_q$ be a finite field of $q$ elements. $F_q^*$ denotes the multiplicative group of $F_q$. Let $n, t, d, r$ be positive integers with $d \geq 2$ and $1 \leq t < r \leq n$. Vectors in the $F_q$-vector space $F_q^n$ are denoted in boldface. If $u \in F_q^n$, its coordinates are denoted as $(u_i)_{i=1}^n$. Define $1 = (1, \ldots, 1) \in F_q^n$. The standard inner-product on $F_q^n$ is denoted $\langle \cdot, \cdot \rangle$. If $A \subset \{1, \ldots, n\}$ is non-empty, $\pi_A$ denotes projection of $F_q^n$ onto the $A$-indexed coordinates, i.e., $\pi_A(u) = (u_i)_{i \in A}$ for all $u \in F_q^n$.

Definition 2.1 For $u, v \in F_q^n$, $u * v$ denotes the vector $(u_1v_1, \ldots, u_nv_n) \in F_q^n$. For an $F_q$-linear code $C \subset F_q^n$, the $F_q$-linear code $C^{*d} \subset F_q^n$, the $d$-th power of $C$, is defined as the $F_q$-linear subspace generated by all terms of the form $c_1 \cdots c_d$ with $c_1, \ldots, c_d \in C$.

Note that if $1 \in C$, then $C = C^{*1} \subset C^{*2} \subset \ldots \subset C^{*d}$.

Consider the following special case of an arithmetic secret sharing scheme (SSS for short) which, in turn, is a special case of an arithmetic codex [7].

Definition 2.2 An $(n, t, d, r; F_q^k/F_q)$-codex is a pair $(C, \psi)$ such that the following conditions are satisfied.

(i) $C \subset F_q^n$ is an $F_q$-linear code and $\psi : C \longrightarrow F_q^k$ is a surjective $F_q$-vector space morphism.

(ii) It is unital, i.e., $1 \in C$ and $\psi(1) = 1$.

(iii) $(t\text{-privacy with uniformity})$ For each $A \subset \{1, \ldots, n\}$ with $|A| = t$, the projection map

$$
\pi_{\psi, A} : C \longrightarrow F_q^k \times F_q^d, \quad c \mapsto (\psi(c), \pi_A(c))
$$

is surjective.

(iv) $((d, r)\text{-product reconstruction})$ The map $\psi$ extends uniquely to an $F_q$-linear map $\psi : C^{*d} \longrightarrow F_q^k$ such that the following holds.

(a) $\psi$ satisfies the multiplicative relation

$$
\psi(c_1 \cdots c_d) = \psi(c_1) \cdots \psi(c_d) \in F_q^k,
$$

for all $c_1, \ldots, c_d \in C$.

(b) $\psi$ is $r$-wise determined, i.e., $\psi(z) = 0$, for all $z \in C^{*d}$ with $\pi_B(z) = 0$ for some $B \subset \{1, \ldots, n\}$ with $|B| = r$. 


Remark 2.3  
(i) **Uniqueness** of \( \psi \) needs not be required separately, as it is implied by existence.

Also note that, in fact, \( \psi(c_1 \ast \cdots \ast c_{d'}) = \psi(c_1) \ast \cdots \ast \psi(c_{d'}) \) for all \( c_1, \ldots, c_{d'} \in C \) and all integers \( d' \) with \( 1 \leq d' \leq d \).

(ii) Given the above codex, we can define an arithmetic SSS, where each coordinate of \( c \) is a share and \( \psi(c) \) is the secret (please refer to [7] for the details).

The following lemma is implied by \( t \)-privacy with uniformity (see [9, Chapter 12]).

**Lemma 2.4** Suppose \( C = (C, \psi) \) is an \( (n, t, d, r; F_q^k/F_q) \)-codex. Let \( s \in F_q^k \). Suppose \( A \subseteq \{1, \ldots, n\} \) with \( |A| = t \). If \( c \in C \) is selected uniformly at random such that \( \psi(c) = s \), then \( \pi_A(c) \in F_q^t \) is uniformly random.

**Lemma 2.5** Suppose \( C = (C, \psi) \) is an \( (n, t, d, r; F_q^k/F_q) \)-codex. If \( z + e = z' + e' \) for some \( z, z' \in C^{*d} \) and some \( e, e' \in F_q^n \) with \( w_H(e) \leq \frac{n-r}{2} \) and \( w_H(e') \leq \frac{n-r}{2} \), then \( \psi(z) = \psi(z') \).

In other words, there is an \( \frac{n-r}{2} \)-error correction in \( C^{*d} \) for the secret.” It follows directly from \( (d, r) \)-product reconstruction: \( z, z' \) agree in at least \( r \) coordinates (see [9, Chapter 12]).

### 2.2 A construction of codex

As far as we know, the only way to construct codex with \( t = \Omega(n) \) is through algebraic geometry codes. In this subsection, we briefly introduce algebraic geometry codes and show how to construct codex.

For the convenience of reader, we start with some definitions and notations. The reader may refer to [21, 22].

An **algebraic function field** over \( \mathbb{F}_q \) in one variable is a field extension \( F \supset \mathbb{F}_q \) such that \( F \) is a finite algebraic extension of \( \mathbb{F}_q(x) \) for some \( x \in F \) that is transcendental over \( \mathbb{F}_q \). It is assumed that \( \mathbb{F}_q \) is its full field of constants, i.e., the algebraic closure of \( \mathbb{F}_q \) in \( F \) is \( \mathbb{F}_q \) itself.

Let \( \mathbb{P}_F \) denote the set of places of \( F \). A divisor is a formal sum \( G = \sum_{P \in \mathbb{P}_F} a_P P \), where \( a_P \) are integers and are equal to zero except for finitely many \( P \). For a divisor \( G \) of \( F \), we define the Riemann-Roch space by \( \mathcal{L}(G) := \{ f \in F^* : \text{div}(f) + G \geq 0 \} \cup \{0\} \). Then \( \mathcal{L}(G) \) is a finite dimensional space over \( \mathbb{F}_q \) and its dimension \( \dim_{\mathbb{F}_q}(G) \) is determined by the Riemann-Roch theorem which gives

\[
\dim_{\mathbb{F}_q}(G) = \deg(G) + 1 - g(F) + \ell(K - G),
\]

where \( K \) is a canonical divisor of degree \( 2g(F) - 2 \), and \( g(F) \) is the genus of \( F \). Therefore, we always have that \( \dim_{\mathbb{F}_q}(G) \geq \deg(G) + 1 - g(F) \) and the quality holds if \( \deg(G) \geq 2g(F) - 1 \).

Let \( k, t, n \) be positive integers. Suppose \( Q_1, \ldots, Q_k, P_1, \ldots, P_n \) are distinct rational places of a function field \( F \) and denote by \( \mathcal{Q} \) and \( \mathcal{P} \) the set \( \{Q_1, \ldots, Q_k\} \) and \( \{P_1, \ldots, P_n\} \), respectively. Let \( G \) be a divisor of \( F \) such that \( \text{Supp}(G) \cap (\mathcal{P} \cup \mathcal{Q}) = \emptyset \). We define an algebraic geometry code of length \( k + n \) as follows

\[
C(G; \mathcal{Q} + \mathcal{P}) = \{(f(Q_1), \ldots, f(Q_k), f(P_1), \ldots, f(P_n) : f \in \mathcal{L}(G))\} \subseteq \mathbb{F}_q^k \times \mathbb{F}_q^n.
\]

We also denote by \( C(G; \mathcal{P}) \) the code obtained from \( C(G; \mathcal{Q} + \mathcal{P}) \) by puncturing the first \( k \) positions.

**Proposition 2.6** Let \( F \) be a function field of genus \( g(F) \) with two disjoint sets \( \mathcal{Q} = \{Q_1, \ldots, Q_k\} \) and \( \mathcal{P} = \{P_1, \ldots, P_n\} \) of rational places. Let \( t \geq 1 \), \( d \geq 2 \), \( r \geq 1 \) satisfy \( n \geq r > d(2g(F) + k + t - 1) \). For a positive divisor \( G \) with \( \deg(G) = 2g(F) + k + t - 1 \) and \( \text{Supp}(G) \cap (\mathcal{P} \cup \mathcal{Q}) = \emptyset \), let \( C \) be the code \( C(G; \mathcal{P}) \) and define the map \( \psi \) from \( C \) to \( \mathbb{F}_q^k \) given by \( \{(f(P_1), \ldots, f(P_n)) \mapsto (f(Q_1), \ldots, f(Q_k)) \} \) (note that the function \( f \) is uniquely determined by \( \{(f(P_1), \ldots, f(P_n)) \}) \). Then \( (C, \psi) \) is an \( (n, t, d, r; \mathbb{F}_q^k/\mathbb{F}_q) \)-codex.
where binary random variables either 0 or 1.

of Reed-Muller codes. For our purpose, let us consider binary random variables that take values in \( \{0,1\} \).

2.4 Bounds on error probability

more, we have Lemma 2.9

Example 2.7 Consider the rational function field \( F = \mathbb{F}_q(x) \), then \( g(F) = 0 \). Let \( \mathcal{Q} \) and \( \mathcal{P} \) be the set \{0\} and \( \mathbb{F}_q \setminus \{0\} \). In this case, \( k = 1 \) and \( n = q - 1 \).

(i) Choose \( t = 1 \), then for any \( 1 < d < r \leq q - 1 \), there exists a \( (q - 1,1,d,r;\mathbb{F}_q/\mathbb{F}_q) \)-codex.

(ii) Choose \( t = 2 \), then for any \( 1 < 2d < r \leq q - 1 \), there exists a \( (q - 1,2,d,r;\mathbb{F}_q/\mathbb{F}_q) \)-codex.

2.3 A property of codex

Let \((C,\psi)\) be an \((n,t,d,r;\mathbb{F}_q/\mathbb{F}_q) \)-codex. Let \( m \) be a positive integer. For each integer \( e \geq 1 \) and each polynomial \( f(x) \in \mathbb{F}_q[x_1,\ldots,x_m] \) with \( \deg(f(x)) \leq d \). Define the map \( f^{(e)} : \mathbb{F}_q^e \times \mathbb{F}_q^m \to \mathbb{F}_q^e \), \( (u_1,\ldots,u_m) \mapsto (f(u_1,\ldots,u_m))_{i=1}^e \), where \( u_{ij} \) denotes the \( j \)-th coordinate of \( u_i \) (\( i = 1,\ldots,m, j = 1,\ldots,r \)). Note that \( f(u_1,\ldots,u_m) = f^{(1)}(u_1,\ldots,u_m) \).

For codewords \( c_1,\ldots,c_m \in C \subseteq \mathbb{F}_q^m \), we have

\[
f^{(n)}(c_1,\ldots,c_m) = (f(c_{(1)}),\ldots,f(c_{(m)})) = (\cdots, \sum_{\text{wt}_L(l) \leq d} a_l c_{(j)}^I,\cdots) = \sum_{\text{wt}_L(l) \leq d} a_l (\cdots, c_{(j)}^I,\cdots),
\]

where \( c_{(j)}^I = \prod_{i=1}^m c_{ij}^{e_i} \) for \( I = (e_1,e_2,\ldots,e_m) \). This implies that \( f^{(n)}(c_1,\ldots,c_m) \in \mathcal{C}^{\geq d} \). Furthermore, we have

\[
\psi(f^{(n)}(c_1,\ldots,c_m)) = \sum_{\text{wt}_L(l) \leq d} a_l \psi(\cdots,c_{(j)}^I,\cdots) = f^{(k)}(\psi(c_1),\ldots,\psi(c_m)).
\]

2.4 Bounds on error probability

In this subsection, we study sum of \( t \)-wise independent variables that will be used in local decoding of Reed-Muller codes. For our purpose, let us consider binary random variables that take values either 0 or 1.

Definition 2.8 Binary random variables \( X_1, X_2, \ldots, X_n \) are said \( t \)-wise independent if for any \( a_1,a_2,\ldots,a_t \in \{0,1\} \) and any \( t \) indices \( 1 \leq i_1 < i_2 < \cdots < i_t \leq n \), one has \( \Pr[X_{i_1} = a_1,\ldots,X_{i_t} = a_t] = \prod_{i=1}^t \Pr[X_{i} = a_t] \).

We are going to bound the deviation from the mean of the sum \( X = X_1 + \cdots + X_n \). Let us first consider the case \( t = 2 \) where Chebyshev’s inequality is employed.

Lemma 2.9 Let \( X_1,\ldots,X_n \) be pairwise independent binary random variables taking values in \( \{0,1\} \) and satisfy \( \Pr(X_i = 1) = \delta \) for all \( 1 \leq i \leq n \). Then, for any \( A > 0 \), \( \Pr[|X - \delta n| \geq A] \leq \frac{\delta(1-\delta)^n}{A^2} \).
Then by Chebyshev’s Inequality, we have bounded by the Hasse-Weil bound

\[ \lim_{n \to \infty} (N + 1 + 2g(F) \sqrt{q}) \]

has \( \lim_{n \to \infty} (N + 1 + 2g(F) \sqrt{q}) \)

with \( N \) places over it. Thus, the number \( N(F/e) \) of rational places of \( F/e \) is at least \( r^e(r-1)+1 \). Thus, one has \( \lim_{e \to \infty} N(F/e)/g(F/e) \geq r-1 = \sqrt{q}-1 \). By the Vlăduţ-Drinfeld bound [22]. We must have \( \lim_{e \to \infty} N(F/e)/g(F/e) = \sqrt{q}-1 \).

### 2.5 Two classes of function fields

In this subsection, we introduce two classes of algebraic curves (or equivalently function fields) that will be used to construct our codex in Section 3, namely Hamiltian curves and the Garcia-Stichtenoth tower. The reader may refer to [10] and [21, Sections 6.4 and 7.2] for the details.

For a function \( F \) of genus \( g(F) \) over \( \mathbb{F}_q \), the number \( N(F) \) of rational places of \( F \) is upper bounded by the Hasse-Weil bound \( q + 1 + 2g(F) \sqrt{q} \). \( F \) is called maximal if \( N(F) \) achieves the Hasse-Weil bound, i.e., \( N(F) = q + 1 + 2g(F) \sqrt{q} \). One of maximal function fields is called the Hermitian function field. It is defined over \( \mathbb{F}_q \) with \( r = 2 \) for some prime power \( r \) and its equation is given by

\[ y^r + y = x^{r+1}. \]

The function field of this curve is \( F = \mathbb{F}_q(x, y) \). There are totally \( q^{3/2} + 1 \) rational places for this function field. One of them is the point “at infinity”, denoted by \( \infty \). The other places are given by \( \langle \alpha, \beta \rangle \in \mathbb{F}_q \) satisfying \( \beta^r + \beta = \beta^{r+1} \). These are called “finite” rational places. The genus of this function field is \( g(F) = r(r-1)/2 \).

The other class of function fields is also defined over \( \mathbb{F}_q \) with \( q = r^2 \) for some prime power \( r \). It is asymptotically optimal and recursively defined by the following equations

\[ x_{i+1}^r + x_{i+1} = \frac{x_i^r}{1+x_i^{r-1}}, \quad i = 1, 2 \ldots \]

with \( x_1 \) being a transcendental element over \( \mathbb{F}_q \). The function field \( \mathbb{F}_q(x_1, x_2, \ldots, x_e) \) is denoted by \( F_e \). The genus \( g_e := g(F_e) \) is at most \( r^e \). There is one place over the pole of \( x_1 \) called “point at infinity”.

Furthermore, for each element \( \alpha \in \mathbb{F}_q \setminus \{ \alpha \in \mathbb{F}_q : \alpha^r + \alpha = 0 \} \), there are exactly \( r^{e-1} \) places over it. Thus, the number \( N(F_e) \) of rational places of \( F_e \) is at least \( r^e(r-1)+1 \). Thus, one has \( \lim_{e \to \infty} N(F_e)/g(F_e) \geq r-1 = \sqrt{q}-1 \). By the Vlăduţ-Drinfeld bound [22]. We must have \( \lim_{e \to \infty} N(F_e)/g(F_e) = \sqrt{q}-1 \).

### 3 Local Decoding of Reed-Muller Codes

In this section, we analyze local decoding of Reed-Muller codes to recover multiple coordinates simultaneously.
3.1 Decoding algorithm

Let RM\((q, d, m)\) be the \(q\)-ary Reed-Muller code. We denote by \(a_f\) the codeword of RM\((q, d, m)\) generated by the polynomial \(f(x)\). Let \(N = q^m\) and \(\delta \in (0, 1)\). Suppose \(a_f\) is transmitted and there are at most \(\delta N\) error positions, i.e., there exists a vector \(b \in \mathbb{F}_q^N\) with wt\(_H(b) \leq \delta N\) such that the received word is \(a := a_f + b \in \mathbb{F}_q^N\).

In other words, \(\tilde{a}\) is a corruption of the codeword \(a_f\) by an error vector \(b\) of relative Hamming weight at most \(\delta\). Assume that we are going to recover \(a_f\) at positions \(w_1, w_2, \ldots, w_k \in \mathbb{F}_q^m\). Write \(a = (\tilde{a}_u)_{u \in \mathbb{F}_q^m}\) and \(w_i = (w_{i,1}, w_{i,2}, \ldots, w_{i,m})\) for \(i = 1, 2, \ldots, k\).

<table>
<thead>
<tr>
<th>Local Decoding Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Choose an ((n, t, d, \sigma n, \mathbb{F}_q^m/\mathbb{F}_q))-code (C = (C, \psi)) with a real (0 &lt; \sigma &lt; 1);</td>
</tr>
<tr>
<td>2. For (i = 1, \ldots, m), select (c_i \in C \subset \mathbb{F}<em>q^n) uniformly at random (and independently of everything else) such that (\psi(c_i) = (w</em>{1,i}, \ldots, w_{k,i}));</td>
</tr>
<tr>
<td>3. Query (\tilde{a} = (\tilde{a}<em>u)</em>{u \in \mathbb{F}_q^m}) at positions (v_1, v_2, \ldots, v_n \in \mathbb{F}_q^m), where (v_j) denotes collection of the (j)-th coordinate of the codewords (c_1, \ldots, c_m);</td>
</tr>
<tr>
<td>4. Find a codeword ((z_1, z_2, \ldots, z_n) \in C^{sd}) such that the Hamming distance between ((z_1, z_2, \ldots, z_n) \in C^{sd}) and ((\tilde{a}<em>{v_1}, \ldots, \tilde{a}</em>{v_n})) is at most ((n - \sigma n)/2).</td>
</tr>
<tr>
<td>5. If no such a codeword ((z_1, z_2, \ldots, z_n)) in Step 4 is found, output “fail”. Otherwise, output ((f(w_1), f(w_2), \ldots, f(w_k)) = \psi(z_1, z_2, \ldots, z_n)).</td>
</tr>
</tbody>
</table>

Now, we analyze the above algorithm.

First, \(v_1, \ldots, v_n\) are \(t\)-wise independent and uniformly random distributed in \(\mathbb{F}_q^m\) by Lemma 2.4.

Suppose that a codeword \((z_1, z_2, \ldots, z_n) \in C^{(d)}\) is found such that the Hamming distance between \((z_1, z_2, \ldots, z_n) \in C^{sd}\) and \((\tilde{a}_{v_1}, \ldots, \tilde{a}_{v_n})\) is at most \((n - \sigma n)/2\). Then by Lemma 2.5, we have \(\psi(f(v_1), \ldots, f(v_n)) = \psi(z_1, z_2, \ldots, z_n)\) as long as the Hamming distance between \((f(v_1), \ldots, f(v_n))\) and \((\tilde{a}_{v_1}, \ldots, \tilde{a}_{v_n})\) is at most \((n - \sigma n)/2\).

By Subsection 2.3, it holds that \(f^{(n)}(c_1, \ldots, c_m) = (f(v_1), \ldots, f(v_n)) \in C^{sd}\) and \(f^{(k)}(\psi(c_1), \ldots, \psi(c_m)) = (f(w_1), \ldots, f(w_k))\). Thus, we can recover \((f(w_1), \ldots, f(w_k))\) as follows.

\[
(f(w_1), \ldots, f(w_k)) = \psi(f(v_1), \ldots, f(v_n)) = \psi(f^{(n)}(c_1, \ldots, c_m)) = \psi(f(v_1), \ldots, f(v_n)) = \psi(z_1, z_2, \ldots, z_n).
\]

Now the probability of successfully recovering \((f(w_1), \ldots, f(w_k))\) is equal to the probability of successfully finding a codeword \((z_1, z_2, \ldots, z_n)\) such that the Hamming distance between \((\tilde{a}_{v_1}, \ldots, \tilde{a}_{v_n})\) and \((z_1, z_2, \ldots, z_n)\) is at most \((n - \sigma n)/2\). This probability is at least the probability that there are at most \((n - \sigma n)/2\) corrupted positions for \(a_f\) among \(v_1, v_2, \ldots, v_n\).

Denote by \(E\) the set of coordinates \(u\) such that \(b_u \neq 0\). For \(j = 1, \ldots, n\), define the binary random variable \(X_j\) such that \(X_j = 1\) if \(v_j \in E\) and \(X_j = 0\) otherwise. Then \(X_1, \ldots, X_n\) are \(t\)-wise independent and \(\text{Prob}(X_j = 1) = \delta\) for \(j = 1, \ldots, n\). Put \(X = \sum_{i=1}^{n} X_i\). By Lemma 2.5, if \(|E \cap \{v_1, \ldots, v_n\}| \leq (n - \sigma n)/2\), one can correctly recover \(\psi(z_1, z_2, \ldots, z_n)\) from \((\tilde{a}_{v_1}, \ldots, \tilde{a}_{v_n})\).

Thus, by the above identity it implies that one can correctly recover \((f(w_1), \ldots, f(w_k))\) with probability at least \(1 - \text{Pr}(X \leq (n - \sigma n)/2)\) by querying \(\tilde{a} = (\tilde{a}_u)_{u \in \mathbb{F}_q^m}\), at coordinates \(v_1, \ldots, v_n\).

Summarizing the above analysis, we get the following local decoding of Reed-Muller codes.

**Theorem 3.1** If there exists an \((n, t, d, \sigma n, \mathbb{F}_q^m/\mathbb{F}_q)\)-code with a real \(0 < \sigma < 1\), then the Reed-Muller code \(\text{RM}(q, d, m)\) is an \((k; n, \delta, \epsilon)\)-locally decodable code with \(\epsilon = \text{Pr}(X > (n - \sigma n)/2)\), where \(X\) is defined above.
4 The main results

Next we are going to analyze the probability in Theorem 3.1 for various codex to obtain our main results.

4.1 Single point decoding

In this section, we consider local decoding to recover only a single coordinate via codex from Reed-Muller codes.

Example 4.1 For the rational function field \( F = \mathbb{F}_q(x) \), we have \( g(F) = 0 \). Let \( Q \) and \( P \) be the set \( \{0\} \) and \( \mathbb{F}_q \setminus \{0\} \). In this case, \( k = 1 \) and \( n = q - 1 \).

(i) Choose \( t = 1 \), then for any real \( 0 < \sigma \leq 1 \) and \( 1 < d \leq \sigma(q - 1) + 1 \), there exists a \((q - 1, 1, d, \sigma(q - 1); \mathbb{F}_q/\mathbb{F}_q)\)-codex. By Markov’s inequality the probability that \((1 - \sigma)(q - 1)/2 \) or more of the queries go to corrupted locations is at most \( 2\delta/(1 - \sigma) \). Thus, the Reed-Muller code \( \text{RM}(q, d, m) \) is an \((q - 1, \delta, 2\delta/(1 - \sigma))\)-locally decodable code. This is exactly the same decoding given in [23, Proposition 2.5].

(ii) Choose \( t = 2 \), then for any real \( 0 < \sigma \leq 1 \) and \( 1 < d \leq \sigma(q - 1)/2 - 1/2 \), there exists a \((q - 1, 2, d, \sigma(q - 1); \mathbb{F}_q/\mathbb{F}_q)\)-codex. In Lemma 2.9, let \( A \) be \((1 - \sigma)(q - 1)/2 - \delta(q - 1) \), we obtain

\[
\epsilon = \Pr[X > (1 - \sigma)(q - 1)/2] \leq \frac{(\delta - \delta^2)(q - 1)}{(1 - \sigma)(q - 1)/2 - \delta(q - 1))^2} = \frac{\delta - \delta^2}{(1 - \sigma - 2\delta)^2} \times \frac{1}{q - 1}. \tag{4.1}
\]

Thus, the Reed-Muller code \( \text{RM}(q, d, m) \) is an \((q - 1, \delta, \epsilon)\)-locally decodable code with \( \epsilon \) given in (4.1). This is exactly the same decoding on curves given in [23, Proposition 2.6]. Note that we should replace \( \sigma \) in our formula by \( 2\sigma^2 \) to be consistent with those in [23, Proposition 2.6].

(iii) Let \( t \geq 4 \). For any real \( 0 < \sigma \leq 1 \) and \( 1 < d \leq \sigma(q - 1)/t - 1/2 \), there exists a \((q - 1, t, d, \sigma(q - 1); \mathbb{F}_q/\mathbb{F}_q)\)-codex. It is clear that the expectation of \( X \) is \( \mu = \delta n \). In Lemma 2.10, put \( A = (1 - \sigma)(q - 1)/2 - \delta(q - 1) \), by Lemma 2.10 we obtain

\[
\epsilon = \Pr[X > (1 - \sigma)(q - 1)/2] \leq 8 \left( \frac{4t\delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{q - 1} \right)^t. \tag{4.2}
\]

Thus, the Reed-Muller code \( \text{RM}(q, d, m) \) is an \((q - 1, \delta, \epsilon)\)-locally decodable code with \( \epsilon \) given in (4.2). It is easy to see from (4.2) that \( \epsilon \leq 8 \left( \frac{\lambda_{\sigma, \delta}t}{q} \right)^t \), where \( \lambda_{\sigma, \delta} = \frac{\sqrt{2}}{1 - \sigma - 2\delta} \).

Remark 4.2 For sufficiently large \( q \), by choice of a suitable \( t \), local decoding in Example 4.1(iii) gives much better probability than those in Example 4.1(i) and (ii).

In the rest of this section we are going to apply codex from algebraic geometry codes to get local decoding of Reed-Muller codes. We first apply codex from the Hermitian function field.

Theorem 4.3 Let \( q \) be a square prime power. For any real \( 0 < \sigma, \delta \leq 1 \) and integers \( t \geq 4 \), \( d > 1 \) satisfying \( \sigma < 1 - 2\delta \) and \( d \leq \sigma q^{3/2}/(t + q - \sqrt{q}) - 1 \), the Reed-Muller code \( \text{RM}(q, d, m) \) is a \((q^{3/2}, 1, \delta, \epsilon)\)-locally detectable code with \( \epsilon \leq 8 \left( \frac{4t\delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{q^{3/2} - 1} \right)^t \).

Proof. Consider the Hermitian function field over \( \mathbb{F}_q \) defined in Subsection 2.5. Let \( Q = \{(0,0)\} \) and let \( P \) be the set consisting of all “finite” points except for \((0,0)\). Then for any real \( 0 < \sigma \leq 1 \) and integers \( t \geq 4 \), \( d > 1 \) satisfying \( d \leq \sigma q^{3/2}/(t + q - \sqrt{q}) \), there exists a \((q^{3/2} - \ldots)\).
1, t, d, σ(q^{3/2} - 1), \mathbb{F}_q/\mathbb{F}_q)$-codex. In Lemma 2.10, put $A = (1 - \sigma)(q^{3/2} - 1)/2 - 2\delta(q^{3/2} - 1)$, we obtain

\[ \epsilon = \Pr[X > (1 - \sigma)(q^{3/2} - 1)/2] \leq 8 \left( \frac{4t\delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{q^{3/2} - 1} \right)^t. \tag{4.3} \]

Thus, the Reed-Muller code $\text{RM}(q, d, m)$ is an $(q^{3/2} - 1, \delta, \epsilon)$-locally decodable code with $\epsilon$ given in (4.3). The desired result follows.

Finally, we apply codex from the Garcia-Stichtenoth tower.

**Theorem 4.4** Let $q$ be a square prime power and let $\epsilon \geq 2$. Fix real $0 < \sigma, \delta \leq 1$ and a positive constant $c$. If integers $4 \leq t \leq cq^e$, $d > 1$ satisfy $\sigma < 1 - 2\delta$ and $d \leq \sigma\sqrt{q}/(2 + c) - 1$, then the Reed-Muller code $\text{RM}(q, d, m)$ is an $(q^{3/2} - 1, \delta, \epsilon)$-locally detectable code with $\epsilon \leq 8 \left( \frac{4t\delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{q^{3/2} - 1} \right)^t$.

**Proof.** Consider the Garcia-Stichtenoth tower over $\mathbb{F}_q$ defined in Subsection 2.5. Let $Q$ be a single “finite” rational place set and let $P$ be the consisting of other $n := q^{e/2}(\sqrt{q} - 1) - 1$ “finite” rational place. Then $d(2g(F) + 1 + t - 1) < \sigma n < n$ and hence by Proposition 2.6, there exists an $(n, t, d, \sigma n, \mathbb{F}_q/\mathbb{F}_q)$-codex. In Lemma 2.10, put $A = (1 - \sigma)n/2 - \sigma n$. Hence, we obtain

\[ \epsilon = \Pr[X > (1 - \sigma)n/2] \leq 8 \left( \frac{4t\delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{n} \right)^t. \tag{4.4} \]

Thus, the Reed-Muller code $\text{RM}(q, d, m)$ is an $(n, \delta, \epsilon)$-locally decodable code with $\epsilon$ given in (4.4). The desired result follows.

### 4.2 Multiple-point local decoding of Reed-Muller codes

In this subsection, we analyze local decoding of Reed-Muller codes to recover multiple coordinates simultaneously. Again we apply Reed-Solomon codes, Hermitian codes and algebraic geometry codes based on the Garcia-Stichtenoth tower, respectively. The proofs are almost identical with those in the previous subsection except for replacing $Q$ of a single point set by a $k$-point set. We state the results without proof below.

**Theorem 4.5** Let $q$ be a prime power. Let $d > 1, t, m, k$ be positive integers. Let $\delta, \sigma$ be two reals in $(0, 1)$ with $\delta < \frac{1 - \sigma}{2}$.

(i) **(Reed-Solomon code with $t = 1$)** If $k + n \leq q$ and $d < \frac{\sigma n}{k + t}$, then the Reed-Muller code $\text{RM}(q, d, m)$ is an $(k; n, \delta, \epsilon)$-locally decodable code with $\epsilon = \frac{2\delta}{1 - \sigma}$.

(ii) **(Reed-Solomon code with $t = 2$)** If $k + n \leq q$ and $d < \frac{\sigma n}{k + t}$, then the Reed-Muller code $\text{RM}(q, d, m)$ is an $(k; n, \delta, \epsilon)$-locally decodable code with $\epsilon = \frac{\delta - \delta^2}{1 - \sigma - 2\delta} \times \frac{1}{n}$.

(iii) **(Reed-Solomon code with $t \geq 4$)** If $k + n \leq q$ and $d < \frac{\sigma n}{k + t}$, then the Reed-Muller code $\text{RM}(q, d, m)$ is an $(k; n, \delta, \epsilon)$-locally decodable code with $\epsilon = 8 \left( \frac{\Delta \delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{n} \right)^t$.

(iv) **(Hermitian code with $t \geq 4$)** Let $q$ be a square. If $k + n \leq q^{3/2}$ and $d < \frac{\sigma n}{k + t + q - \sqrt{q}}$, then the Reed-Muller code $\text{RM}(q, d, m)$ is an $(k; n, \delta, \epsilon)$-locally decodable code with $\epsilon = 8 \left( \frac{\Delta \delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{n} \right)^t$.

(v) **(GS tower code with $t \geq 4$)** Let $q$ be a square and let $\epsilon \geq 2$. For two positive constants $c$ and $b$, if $t \leq cn$ and $k \leq bn$, $k + n \leq q^{e/2}(\sqrt{q} - 1)$ and $d < \frac{\sigma \sqrt{q}}{b + t + c}$, then the Reed-Muller code $\text{RM}(q, d, m)$ is an $(k; n, \delta, \epsilon)$-locally decodable code with $\epsilon = 8 \left( \frac{\Delta \delta + 4t^2}{(1 - \sigma - 2\delta)^2} \right)^{t/2} \times \left( \frac{1}{n} \right)^t$. 

\[ \square \]
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