Electronic Colloquium on Computational Complexity, Report No. 55 (2016)

On the Communication Complexity of Approximate Fixed Points

Tim Roughgarden® Omri Weinstein®

April 10, 2016

Abstract

We study the two-party communication complexity of finding an approximate Brouwer fixed
point of a composition of two Lipschitz functions go f : [0,1]™ — [0, 1]™, where Alice holds f and
Bob holds g. We prove an exponential (in n) lower bound on the deterministic communication
complexity of this problem. Our technical approach is to adapt the Raz-McKenzie simulation
theorem (FOCS 1999) into geometric settings, thereby “smoothly lifting” the deterministic
query lower bound for finding an approximate fixed point (Hirsch, Papadimitriou and Vavasis,
Complexity 1989) from the oracle model to the two-party model.

Our results also suggest an approach to the well-known open problem of proving strong
lower bounds on the communication complexity of computing approximate Nash equilibria.
Specifically, we show that a slightly “smoother” version of our fixed-point computation lower
bound (by an absolute constant factor) would imply that:

e The deterministic two-party communication complexity of finding an & = Q(1/log® N)-
approximate Nash equilibrium in an N x N bimatrix game (where each player knows
only his own payoff matrix) is at least N7 for some constant v > 0. (In contrast, the
nondeterministic communication complexity of this problem is only O(log® N)).

e The deterministic (Number-In-Hand) multiparty communication complexity of finding an
e = Q(1)-Nash equilibrium in a k-player constant-action game is at least 282(k/log k) (while
the nondeterministic communication complexity is only O(k)).
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1 Introduction

Brouwer’s fized-point theorem states that every continuous function A from a closed convex set C to
itself has at least one fixed point — that h(z) = x for some x € C. This result, and generalizations
thereof such as Kakutani’s fixed-point theorem and the Borsuk-Ulam theorem, have countless
applications in mathematics and economics ([Bor85, Mat(07]). To give just one example, all known
proofs of the existence of Nash equilibria in general finite games rely on such fixed-point theorems.

Due to its fundamental nature, the problem of computing (approximate) Brouwer fixed points
has been studied for half a century, beginning with Scarf [Sca67], who adapted ideas of Lemke
and Howson [LHG64] to obtain an (exponential-time) algorithm for the problem. Previous work
provides a fairly sharp understanding of the complexity of finding approximate fixed-points in two
computational models: Hirsch, Papadimitriou, and Vavasis [HPV89] pioneered the study of the
query complexity of the problem in the “black-box” oracle model, where an algorithm can only
interact with the function h by (adaptively) querying it at different points in the domain (i.e., no
explicit description is provided). The main result of [HPV89|, which is a tour de force, is that every
deterministic algorithm for computing an e-approximate fixed point of a function h mapping the n-
dimensional cube to itself has worst-case query complexity (%)6(”), even when the function h has a
Lipschitz constant arbitrarily close to 1. Babichenko [Bab14] recently extended this lower bound to
randomized query algorithms (decision-trees) as well. In parallel to this line of work, Papadimitriou
[Pap94] considered the computational complexity of computing approximate Brouwer fixed points
for explicitly described functionsE] i.e., in a “white-box” model, and proved that the problem is
complete for the complexity class PPAD in 3 or more dimensions [Pap94]. The two-dimensional
version of the problem also turned out to be PPAD-complete [CD09].

This paper initiates the study of the two-party (and multiparty) communication complezity
of computing approximate Brouwer fixed points. That is, we study the problem in a “grey-box”
model of computation. We consider the natural version of the problem in which Alice’s input
is an explicitly described function f : C7 — (5, Bob’s input is an explicitly described function
g : Cy — (1, and the task is to compute an approximate fixed point of the composed function
go f: Cp — C1. Our lower bounds are for the case where C7 and Cy are discretized hypercubes
(of possibly different dimensions), with every coordinate of every point a multiple of some (small)
constant .. The goal is to compute some z € Cy with ||h(z) — z||e < € (if one exists)E] We will
generally think of ¢ as a small constant (e.g., 1073) and « as a much smaller constant (e.g., 1079).

The communication complexity of this problem varies with the approximation parameter e
and also with the geometry (amount of structure) imposed on the input functions f and g. We
interpolate between easy and hard versions of the problem through Lipschitz constraints on the
functions f and g. Specifically, we assume that Alice’s function f is A;-Lipschitz (meaning || f(z) —
F@Wlloo < Al|z — yl|oo for all z,y € C1) and Bob’s function g is Aa-Lipschitz. If we only constrain
A1, A2 = O(£) and hence A\ \g = @(2—22), then it is easy to prove strong lower bounds on the problem
(e.g., via a reduction from set disjointness). On the other hand, if AjA2 < 1 (i.e., when go f is a
“contraction” over the domain (), Alice and Bob can easily find an e-approximate fixed point in
C1 whenever it existﬂ by iteratively evaluating the function using only O(log1/¢) many rounds of
communication. So the problem transitions from easy to hard as Ay varies from small to large
— where does the transition occur?

1For example, one can describe a function on a finite set of points, and use some canonical interpolation to define
a continuous real-valued function.

2A protocol is allowed to behave arbitrarily on inputs that have no approximate fixed points.

3When C} is an (equally spaced) grid over [0, 1], it is easy to see that any “contracting” function must in fact be
constant (and in particular must have an exact fixed point), so the argument for grids is trivial in this case.



Our main result is an exponential (in the dimension) lower bound on the deterministic com-
munication complexity of computing an e-approximate fixed point, even when Aj)\s is as small as
43% (i.e., the values of g o f on neighboring a-grid points differ by at most 43¢). Put differently,
our lower bound applies to the regime where the approximation parameter ¢ is independent of
the “discretization parameter” « (and in particular when lim,_o % = 00). Since our lower bound
trivially implies an exponential lower bound on the deterministic query complexity of computing
an e-approximate fixed point for A;Ao-Lipschitz functions h — the main result in [HPV89], mod-
ulo polynomial factors — we do not expect a simple proof of this result (see our proof outline in
Section [2.1.1)).

In addition to its basic nature, a second motivation for studying the problem of computing fixed
points is its tight connections to other problems, such as computing a Nash equilibrium in strategic
games. For both query and computational complexity, lower bounds for the former problem were
crucial prerequisites to lower bounds for the latter problem [Babl4l, [CCT15] [CDT09L DGPO9JE]
What about distributed computation of (approximate) Nash equilibria in the (realistic) scenario
where each player only knows his own payoff matrix? This question was advocated before due
to its implications on the rate of convergence of uncoupled market dynamics [HMC02, [HM10].
We stress that lower bounds in the communication complexity model isolate the information-
theoretic bottleneck faced by such dynamics, as opposed to, e.g., conditional lower bounds based on
“bounded-rationality”-type assumptions (see e.g., [Sha64] and Section IV in [HMCO02]).

Conitzer and Sandholm [CS04] were the first to study the communication complexity of equi-
libria. In N x N bimatrix games, they proved an Q(N?) communication complexity lower bound
for the problem of deciding whether or not a game has a pure Nash equilibrium (via a reduction
from set disjointness). Hart and Mansour [HM10] focused on the search problem of finding a mixed
Nash equilibrium in an n-player game with binary strategy sets and proved that the communication
complexity of finding an ezact Nash equilibrium is 2" (note that the input size of each player is 2",
as there are 2" joint strategy profiles). It is noteworthy that both of these lower bounds hold also
for the nondeterministic communication complexity of the problem.

Almost nothing is known about the communication complexity of computing e-approzimate
Nash equilibria (e-ANE) for small positive values of e. This is not a coincidence: In sharp contrast
to the problems above, the nondeterministic communication complexity of this problem is only
logarithmic in the size of the game description (and quadratic in 1) [LMMO03]. Moreover, for &
sufficiently large, the problem turns out to be easy — Goldberg and Pastink |[GP13|] and subsequent
improvements due to Czumaj et al. [?] show that finding an ¢ = 0.382-ANE in a bimatrix game
can be done using only polylog(NN) deterministic communication, suggesting that the problem is
subtle (as any lower bound has to inherently rely on e being sufficiently small). [GP13] proved
strong lower bounds only for the one-way communication complexity of the problem, but there are
no known non-trivial lower bounds in the unbounded-round communication model for any € > 0
(for both the two-payer and the multi-player settings).

We propose a path to proving strong lower bounds on the communication complexity of com-
puting e-approximate Nash equilibria. Specifically, in both the bimatrix and multi-player cases, we
show how to use a protocol for computing approximate Nash equilibria to compute e-approximate
fixed points for input functions f and g with Lipschitz constants that satisfy AjAe < %i (this
reduction holds for both deterministic and randomized communication). Thus, a constant-factor
(namely, 86) improvement in the Lipschitz constraint in our main result immediately implies strong

4For query complexity, there is an exponential (in the number of players) lower bound even for e-approximate
Nash equilibria with constant e [Babl4, [CCT15]. The computational complexity remains open for the constant
case; it is known to be quasi-polynomial-time solvable [LMMO3] and there are plausible conjectures under which no
faster algorithm exists [BPR16].



deterministic communication complexity lower bounds for computing approximate Nash equilibria.
As explained in [HMI0], such a lower bound would rule out the fast convergence of any form of
deterministic uncoupled dynamics that converges even to an approximately stable market state.

2 Overview of Results

Let AFPC,, (,1,),(m,\2),e denote the two-party search problem of finding an e-fixed-point of g o f,
where Alice holds (the truth table of) a A;-Lipschitz function f : G — Ga,m and Bob holds a
Ao-Lipschitz function g : Gam — Gan. (Ga,n denotes the a-grid of the n-dimensional solid cube
[0,1]™, see the formal definition of the problem in Section [4])

Our first and main result asserts that every deterministic communication protocol that finds a
(A A2ar/43)-fixed-point of the composed function g o f requires exponential communication in the
dimension n (with m = O(n)).

Theorem 2.1 (Deterministic communication lower bound for AFPC). There are universal con-
stants o € (0,1), A1, A2 > 1 such that for every n >3 and m = Oy (n),

pcc (AFPC MW) > 9%a(n),
43

a,(n,A1),(m,A2),

We stress that that parameters in the result above are such that A\;Ay = ©(1/«), that is,
the approximation parameter ¢ = (A;A\2a/43) for which we prove the lower bound is an absolute
constant independent of the grid size (i.e., the “discretization parameter”) «, and in particular, e
can be much larger than a.

Our second contribution is a reduction from AFPC to the problem of computing an approx-
imate Nash equilibrium (ANE). This result shows that any communication lower bound (de-
terministic or randomized) on finding a (2A;A2«)-fixed-point of g o f translates to two different
lower bounds: (i) on the two-party communication complexity of finding an Q(1/log? K)-ANE
in a 2-player bimatrix game with K = exp(n) actions ; (i7) on the k-party (Number-In-Hand)
communication complexity of finding an 2(1)-ANE in a k-player constant-action game.

Theorem 2.2 (From approximate fixed points to approximate Nash, informal). For every m >
n € N, any constants A1, A2, a € (0,1), and any error parameter p > 0:

e (Two-player games)
RCCP <‘A1\IEK,Q(1/log2 K)) 2 RCCP (AFPCm(nv\ﬂ»(mJ\Q)72>\1>\20¢)7 where K = (1/a)™.

o (k-player games)
RCC, (k-ANE; /4 303/16) = R, (AFPC, (5 \)),(m00), 201 00a) » Where k = Oq(mlogm).

Theorem implies that a slightly stronger version of Theorem m (where the approximation
parameter is larger only by an absolute constant factor) would imply near-optimal deterministic
communication lower bounds for finding approximate Nash equilibria in both two-player and k-
player games. In turn, this would rule out any efficient distributed dynamics that converges even
to an approximately stable state (see Corollary for the formal statement and a more elaborate
discussion on this direction in Section .



2.1 Overview of Proofs and Techniques

“Lifting”: Communication Lower Bounds from Query Lower Bounds. To prove
Theorem we follow an approach that converts lower bounds in the weaker (and simpler-to-
understand) query complexity world ([BdAW02]) into two-party lower bounds in the communication
complexity world (e.g., [NW95, BAW02, IGLM ™15, [RM99, [GPWT15]). This approach is based on
a technique known as “lifting,” where the inputs to the (query) problem are distributed in some
carefully chosen fashion (using a 2-party “gadget”) between Alice and Bob, who are then required
to solve the resulting distributed search problem.

More formally, let S : ¥ — ¥ be some search problem (sometimes called the “outer func-
tion”). The g-lift of S is the two-party communication problem defined by

SogN(x,y) = S(glx1,m),-- -, 9(xN, yn)),

where the gadget g : X x Y — X is typically some “small” two-party function. Clearly, the
communication complexity of solving S o ¢" is at most log (min{|X|, |V|}) - (query complexity(S)),
since Alice and Bob can always simulate any decision tree for S by sequentially having the player
with the shorter input send his corresponding coordinate to the other, who then evaluates the query.
Proving the other direction, namely, that such communication protocols are essentially optimal, is
a highly nontrivial result, commonly referred to as a simulation theorem (e.g., [RM99, (GPWTI5,
GLM™15, [GP14]). The gadget g plays a crucial role in such results, as it ensures Alice and Bob
cannot take “short-cuts” by avoiding queries made by the decision treeE] Thus the gadget g must be
a sufficiently “hard” function to rule out such manipulations. We elaborate more on this in Section
We remark that simulation theorems have recently led to breakthrough results in complexity
theory, including the resolution of the long-standing “Clique vs. Independent Set” problem [G6615),
GPW15], separation theorems between various deterministic and non-deterministic communication
measures [GPWT5, [ABB™15], and the separation of the monotone circuit hierarchy [RM99].

The most relevant result to our problem is the simulation theorem of Raz and McKenzie
(IRM99]) and its recent generalization due to Goos, Pitassi and Watson (J[GPW15]), who showed
that, for any search problem S : ¥V s . if the input z = (z1,...,2y) to S is “lifted” using the
index gadget

IND (i, y:) := yi[z]

(i.e., Alice’s input is a set of indices x = {z;}}¥; € [k]", Bob’s input is a set of vectors y = {y;}, €
(SN for k = poly(N), such that y;[z;] = z; for every i € [N]), then the “lifted” communication
problem remains as hard as the corresponding query problem:

Theorem 2.3 ([RM99, [GPW15], informal). For any search problem S, the deterministic commu-
nication complexity of the two-party problem S o INDY (x,y) := S(yi[z1],...,yn[zN]) is at least
Q(log k) times the deterministic query complexity of S.

In the next subsections, we explain the relevance of this theorem to the distributed approximate
fixed-point problem (AFPC), and provide a streamlined overview of the proofs of our main results
(Theorem [2.2| and Theorem [2.1)).

5For example, if S is the AND function /\f\]:1 z; and g is chosen as an AND-gadget itself, i.e., g(zi,y:) = =i A ys,
then it is easy to see that the deterministic query complexity of S is N, but Sog" = A, (zi Ayi) = (A, i) A (A, vi)
and therefore the communication complexity of S o g™v is 0!



2.1.1 A High-Level Proof Overview of Theorem [2.1

The approximate fixed-point problem that we study (AFPC) has a “geometric” aspect to it, in
that both of the input functions are required to be O(l)—Lipschitzﬂ The Lipschitz condition implies
that if, for example, Alice sends Bob a value f(x), then Bob automatically learns information about
the value of f on inputs close to x. Dealing with this geometric aspect of the problem is the most
challenging and subtle aspect of the proof.

As mentioned above, the key step of the proof is showing that the deterministic communication
complexity of AFPC is bounded from below by the deterministic query complezity of the search
problem of finding an approximate fixed point of a A-Lipschitz function h : [0,1]" — [0,1]" (we
denote this problem by AFP). Fortunately, the query complexity of this problem was previously
studied by Hirsch, Papadimitriou and Vavasis [HPV89], who showed (using a highly nontrivial
geometric construction, see Section and Figure|l)) that any (deterministic) decision tree solving
this problem requires 22 (") queries, for any Lipschitz constant A > 1. (This lower bound was
recently generalized to the randomized query model by Babichenko [Babl14]).

A natural approach at this point is to try and use simulation theorems to “lift” the aforemen-
tioned lower bound from the query setup to the communication setup. Alas, as discussed above,
simulation theorems rely on a carefully chosen gadget g, and thus the “lifted” communication prob-
lem S o gV typically corresponds to some contrived two-party problem, even when S is a natural
problem. Fortunately, the lifting gadget in the Raz-McKenzie simulation theorem is (almost) ex-
actly what we were looking for: Our simple but central observation is that, letting S denote the
search problem of finding an approximate fixed point of a (discrete) function & : [0, 1] — [0, 1]" (i.e.,
S := AFP), and letting the domain [N] denote (some finite discretization of) the domain [0, 1]
(ie., N = 20) the “lifted” communication problem AFP o IND¥(x,y) essentially corresponds
to AFPC, albeit with unbounded Lipschitz constraints on f and g. That is:

Key Observation: When the input vectors x and y are interpreted as the truth tables of
(discrete) functions f : [0,1]™ + [0,1]™ and g : [0,1]™ > [0, 1]™ respectively, the index gadget
IND(x;,y) = y[xi] = g(f (7)) encodes the truth table of the composed function h :=go f.

Unfortunately, Theorem cannot be invoked in a black-box fashion to conclude Theorem
the main reason being that the decomposition h(z) = g(f(z)) produced by these proofs does not
obey any (nontrivial) Lipschitz constraints on f and g (even when h := g o f is known to be
Lipschitz, as in in the [HPV89] construction). We elaborate more on this in Section

Embedding these geometric Lipschitz constraints into the Raz-Mackenzie simulation theorem
is a substantial conceptual and technical obstruction, since the simulation argument (of both
[GPW15], [RM99]) heavily relies on the invariant that the unqueried coordinates in the simu-
lating decision-tree can retain any potential value (intuitively, this invariant ensures that there’s
enough remaining “entropy” in the inputs so that the simulating decision tree does not get “stuck”).
This property essentially requires the set of inputs of Alice and Bob to have a product structure
(which in our context means that f, g assign independent values to each point in their domain, i.e.,
f € xzB(x) and g € x,B(y), where B(x) (resp. B(y)) are some predetermined sets of values to
which each = (resp. y) is mapped to).

We show how to modify the [GPWI15] simulation argument so that the decomposition (lifting)
of h into g o f accommodates simultaneously the Lipschitz constraints on f and g (as claimed in

5The problem is not interesting without the Lipschitz requirement. Intuitively, if f and g are random functions
(say), then there are no non-trivial communication protocols for the problem. It is not difficult to turn this intuition
into a strong lower bound.



Theorem and the product-structure constraint on f, g, at the price of slightly increasing the
dimension m of the “intermediate” domain (i.e., the range of f) so that m > n yet still m = O(n).

Indeed, increasing the dimension of f’s range enables us to replace the global Lipschitz con-
straints on f with local “displacement-like” conditions of the form f(x) € B(x) where B(z) is some
large enough “local” neighborhood of z in [0, 1]mE| Replacing the Lipschitz constraint on f with
the above local-displacement constraint has another important feature, namely, it ensures that f
is in fact bi-Lipschitz, which is necessary to facilitate the desired Lipschitz constraint on g. To
accommodate the Lipschitz property of g in a similar product-structure fashion, we rely on the
local-displacement property of the composed function h of [HPV89] and on so-called Lipschitz-
extension arguments, which allow us to extend any partial Lipschitz function g from any subset
of points to its entire domain ([0, 1]™) without increasing g¢’s Lipschitz constant. A more detailed
description of our construction can be found in Section [5.3]

The lower bound we obtain in Theorem holds for (the promise problem of) finding a
A1 A2 /43-fixed-point of go f. The constant-factor loss is the cost that we pay to retain the product
structure necessary for a simulation theorem. Improving our lower bound further so that it holds
for larger approximation parameters (ideally, even for 2\ A2) requires decomposing h into g o f
in a slightly “smoother” fashion, so that A; Ay is smaller by an absolute constant factor (ideally, 86
or more). We discuss this direction further in Section 7| of the Appendixﬁ

Figure 1: An illustration of the geometric construction of [HPVS9] (cf. [Babl4]). The arrows in the
figure correspond to displacements h(z) — x. Each function h € H is a “continuous interpolation”
of an (exponentially long) discrete path on a finite grid of [0,1]", whose endpoint is the unique
hard-to-find fixed-point of h. The “geometric simulation theorem” we prove decomposes h (i.e.,
each arrow in the picture) into g o f using the “index” gadget, in a way that ensures both f and g
are both Lipschitz and have a product structure.

"Intuitively, since distances are measured in the o, norm, allowing the dimension of the range of f to be > n
allows us to “embed” exponentially large local balls into [0, 1]™, one for each x in the domain of f, and these disjoint
local neighborhoods form the range of all possible functions f Alice may receive. See also Figure El in Section

81n short, the main reason we believe such improvement is plausible is that our current proof does not make direct
use of the premise that the “lifted” function h = g o f is itself guaranteed to be A-Lipschitz (for a constant A > 1
arbitrarily close to 1), but only uses a weaker property, namely, that h has “local displacements”: ||h(z) — z|jcc <
5e Vx.



2.1.2 From AFPC to ANE : A High-level Proof Overview of Theorem

We sketch the proof of the reduction for the two-player case, which shows that any (deterministic
or randomized) two-party communication protocol that finds an ©(1/log? N)-ANE in an N x N
game, can be used, with no extra communication, to recover a (2\;Aga)-approximate Brouwer
fixed-point of g o f, assuming f and g are A\; and Ay Lipschitz, respectivelyﬂ

Our reduction is inspired by a recent reduction due to Babichenko [Babl4] (in turn inspired
by a blog post of Shmaya [Shm12]), who used it to relate the approximate Nash problem to the
approximate fixed-point problem in the weaker query oracle model. The basic idea behind the
reduction is that Alice and Bob can translate their respective input functions (f, g resp.) to the
fixed-point problem, into convex payoff functions in which Alice’s goal is to match the image of Bob’s
action under her function f, and similarly Bob’s goal is to match the image of Alice’s action under
his function g, where “pure actions” are points in some finite (a > 0) grid of the m-dimensional
(resp. n-dimensional) cubes. More formally, Alice and Bob can use their respective input functions
to define (using no communication at all!) a two-player game with the following payoff functions:

walwy) =~ e~ f@B . usley)=— o) -yl
m n
Crucially, defining these payoff functions requires no interaction, since Alice’s payoff only depends
on f, and similarly for Bob (note that the size of the game is N = (1/a)™ as this is the number of
a-grid points in the m (resp. n) dimensional cube, and that the normalization by m (n) ensures
that payoffs are in [—1, 1]).

Now consider, for the sake of simplicity, that Alice and Bob have some protocol 7 that finds an
exzact Nash equilibrium (u, o) of the above game. Intuitively, (i, o) must be a pure equilibrium:
Indeed, by definition of Alice’s payoff and the convexity of the ¢ norm, it is easy to see that
for any equilibrium strategy o played by Bob, Alice has a unique best response * := Eyq[f(y)]
(this is essentially the well-known fact that expectation is the minimizer of the variance). An
analogues argument shows that Bob’s unique best response to any strategy p played by Alice is
y* = Ezulg(x)]. Since z* and y* are pure strategies, this means that any (exact) equilibrium
must have the form z* = f(y*) and y* = g(2*). Combining the two together, we have y* = g(z*) =
g(f(y*)), so y* is an exact fixed-point of g o f.

Alas, the argument above has a subtle flaw: the point z* := E,.,[f(y)] might not lie on
the («) grid, in which case it is not a legitimate pure strategy of Alice (similarly for Bob’s best
response y*), so the argument above is not precise (this is no surprise, as g o f need not have
an ezact fixed-point on the discrete grid). However, what does turn out to be true is that any
“go0d enough” (= 1/n? = ©,(1/log? N)) approximate Nash equilibrium (, o) of the above game,
must be entirely supported on the unique grid cubes C(x*),C(y*) that contain the points x*, y*
respectively. In fact, we show this more generally for any good enough approximate well-supported
(mixed) equilibrium (see Section for the definition), and then use an argument due to [Babl14]
that allows us to convert it to a (standard) ANE (we remark that the analogues step for the k-player
reduction involves a more sophisticated argument recently shown by |[CCT15], which we show can
be implemented in a distributed fashion). One can then use the Lipschitz properties of f and g to
argue that “rounding” the “exact fixed-point” y* := E,~,[g(x)] on Bob’s corresponding grid-cube
(found by the protocol 7), incurs an additive precision-loss of &~ A\ A2a, hence m can be used to
recover a (21 Aqa)-approximate fixed-point of go f. The formal proof can be found in Section

9The claim for k-player constant-action games follows a similar-in-spirit reduction from a multiparty variant of
the AFPC problem which in turn admits an easy reduction from the two-party AFPC problem, but this time the
reduction applies even to k-party protocols that merely find an (1)-ANE in k-player constant-action games. See
Section for more details.



3 Preliminaries

We denote by ||z]|c := max; |z;| the o (max) norm, and by ||z||2 the /5 (Euclidean) norm. For
a multi-set S of [n], U(S) denotes the uniform distribution over S. The family of all distributions
over a set S is denoted A(S) (for example, A([n]) is the family of all distributions over [n], and
U([n]) € A([n])). We let e; denote the i’th vector in the standard n-dimensional basis.

3.1 Geometric Definitions and Notation

Our results involve geometric concepts and constructions. Since communication complexity is a
discrete model, we consider (standard) discrete analogues of continuous geometric concepts, and
make a recurring use of discretization throughout the paper. We denote by

Gsp:{r €[0,1]" : x; € 6N}

the d-grid on the n-dimensional solid cube. A set C' C Gj,, is called a §-grid-cube (or simply
cube) if there is some z € G, such that C = {x + 6 -e; | i € [n]}. For a point 2’ € [0,1]", we
sometimes use the shorthand Cj(z") to denote the (unique) d-grid-cube containing z’ H We denote
by C := X;epy [z, + 6 - €;] the (continuous) subcube of the solid cube [0, 1]" induced by C.

Definition 3.1 (Lipschitz functions). We say that a mapping f : R™ — R™ is \-Lipschitz if for
every z,y € [0, 1],
1f(@) = fW)llee < Allz = ylloo-

Note that the above condition is well defined even when m # n. When the domain of f is
discrete, say f : G5, — [0,1]™, the condition above ranges over all points (z,y) € ng, and in this
case (whenever not clear from context) we will say that f is A-Lipschitz on Gs,,. The following
simple proposition follows directly from the triangle inequality.

Proposition 3.2 (Transitivity of Lipschitz continuity). If f : R™ — R™ is \i-Lipschitz, g : R™ —
R™ is Aa-Lipschitz, then the composed function go f : R™ — R™ is (A Ag)-Lipschitz.

Lipschitz Extensions. The following known lemma asserts that it is possible to extend any ({«)
Lipschitz function from an arbitrary subset of points in its domain to any superset containing it,
in a continuous fashion without increasing the Lipschitz constant of the functionE

Lemma 3.3 (Lipschitz Extension, essentially [Whi33]). Let A C R" be a non-empty set. If f :
A — R™ is X\-Lipschitz on A (in the {5 sense), then the function f : R™ — R™ whose coordinates
are defined by

Fia) 1= it {fi(2) + A+ 1 — 2l
is A-Lipschitz on R™.

An immediate proof of this lemma using [Whi33] can be found in Section [A] of the Appendix.
For subsets A C B C R", we denote the MLE-extension of a function f : A — G5, from A to
B by f. The MLE extension may produce real-valued points, and we define [f] as the “rounded
MLE-extension” of f to G5m, obtained by rounding the coordinates of f up to the nearest multiples
of 6. A standard triangle inequality argument implies that, if B C G, and f is A-Lipschitz on A,

then [f] is < (A + d/a)-Lipschitz on B.

101f 4 coordinate z; is a multiple of §, associate it with the subcube for which z; is the minimum value of the ith
coordinate (for example).

11 Analogous extension theorems for arbitrary metric spaces in R™ are generally false, in the sense that the Lipschitz
constant resulting from any extension might strictly increase (see [ACJ04] for a survey on extension theorems).



Conventions. Every discrete function f : Gon = Gam (i-e., a mapping from R™ to R™) can be

encoded using a vector € Ggm . Throughout the paper, we shall refer to this vector of values as
the truth table of f.

3.2 Complexity Measures Notation

Definition 3.4 (Search Problems (Relations)). A search problem S(x) is defined by a subset S C
X x Z. A search problem is called total if for all x € X there is at least one z € Z for which
(x,2z) € S (otherwise, S is a promise search problem). We say that a decision tree solves S(x) if
for any input z, it outputs some z € Z such that (z,z) € S.

Similarly, a two-party search-problem S(x,y) is defined by a subset S C X x Y x Z, and
S is a total search problem if for all x,y there is at least one z for which (z,y,z) € S. We
say that a communication protocol solves a total relation S(x,y) if for any input pair (z,y), it
outputs some z € Z such that (z,y,z) € S. An analogous definition applies to k-party relations
SCX XXy x...x X, x Z.

We will be interested in the following complexity measures for a search problem S C X x Z:

e DQC (S) denotes the deterministic query complexity of S, i.e., the smallest depth of a decision
tree that outputs a correct solution for S on every input.

e RQC p (S) denotes the (worst-case) depth of a randomized decision tree that outputs a correct
solution for S with probability > 1 — p for every input.

For a two-party search problem S C X x ) x Z,
e ND®C (S) denotes the cheapest non-deterministic communication protoco which solves S.
e D¢C(S) denotes the cheapest deterministic communication protocol which solves S.

e R, (S) denotes the (worst-case) communication cost of the cheapest randomized two-party
communication protocol which outputs a correct solution for S(x,y) with probability > 1 —p
for all inputs (z,y) € X x Y, over the randomness of the protocol.

By abuse of notation, for a k-party relation S C A} X Xy X ... X A X Z, we use the same
communication complexity measures (NDC (S), D¢ (S) and R, ()) to denote, respectively, the
k-party Number-In-Hand (NIH) non-deterministic, deterministic and randomized communication
complexity of the k-party problem S, where the input of player i € [k] is x; € &;.

4 Two-Party Deterministic Communication Complexity of Ap-
proximate Fixed Points

We now formally define AFPC, the two-party problem of finding an approximate Brouwer fixed
point of a composition of two Lipschitz functions. The problem is defined in Figure

12 A non-deterministic communication protocol for S is a protocol m in which a referee (Merlin) who has access to
both player’s inputs (z,y), can initially give Alice and Bob an advice a = a(z,y), and after this step the protocol m
proceeds as usual. The protocol should output a valid solution z to S (s.t (z,y,z) € S or L if no such z exists) for
any input pair (z,y). The cost of the protocol is the sum of bits communicated in both a and 7. (For a more formal
definition and a thorough overview of non-deterministic communication complexity and its importance and relations
to other models of computation, see [KN97]).



AFPC, (n2),(m20),e

Let a € (0,1), m > mn, A1, A2 >0, and € € (0, 1] be publicly known parameters.

INPUTS : Alice receives a truth table of a A;-Lipschitz function f : G4 — Ga,m. Bob receives
a truth table of a Ao-Lipschitz function g : Gom = Gan.

OUTPUT: z € G, such that [|g(f(z)) — z||ec < ¢, i.e., an e-fixed point of go f (or L if such
point doesn’t exist).

Figure 2: The two-party communication problem of finding an approximate fixed point of g o f.

Note that, whenever € > 2\ Ao, AFPC,, (5, \,),(m,\,),c 18 @ total search problem: Indeed, Proposi-
tion guarantees that the composed function h := go f : Gon — Ga,pn is A1 A2-Lipschitz on G p,
hence Lemma (i.e., the (rounded) MLE extension of h) ensures it is possible to extend h to the
entire solid cube [0, 1]" in a way that it remains (2A;A2)-Lipschitz on the solid cube. By Brouwer’s
fixed-point theorem, the extended function must have an ezact Brouwer fixed point x € [0, 1]", so
rounding z to the closest grid point z’ € Gy, ensures (via a standard triangle-inequality argument)
that 2’ is a 2\ < e-fixed point of g o f. We conclude that such an approximate fixed-point
must always exist. Notice that the non-deterministic communication complexity of AFPC in this
regime is only O(log |Gan|) = Oa(n) (since Alice and Bob can exchange these many bits to verify
that a given z satisfies ||z — g o f(2)||lcc < €). For ¢ < 2X\1 A2, AFPC is a promise problem,
where the players are guaranteed that the e-fixed point exists. (A protocol can behave arbitrarily
on inputs with no e-fixed point.)

Our main result states that any two-party deterministic communication protocol solving the
following promise version of AFPC requires exponential communication (in the dimension n).

Theorem 4.1 (Deterministic Communication Lower bound for AFPC). There are universal con-
stants ac € (0,1), A1, A2 > 2 such that for every n >3 and m = Oy (n),

pcc (AFPC Alm) > 9fa(n),
43

a,(n,A1),(m,A2)

The key step in the proof of Theorem is showing that the deterministic communication
complexity of AFPC with the above parameters is bounded below by the deterministic query
complexity of AFP, , ., the search problem of finding an e-approximate fixed point of a A-
Lipschitz function h : G5 +— Ga,n (see Section for the formal definition). More formally, we
shall prove

Lemma 4.2 (Geometric Simulation Lemma for AFPC). There are universal constants § € (0,1),
A >2 and D > 244, such that for every n > 3 and m = Oy(n),

DCC (AFPCa,(n,2D+1),(m,%)7E) > Q(m) : DQC (AFPn,a,)\,s) ,

where o = 0/1200, ¢ = A\J/1200.

Since the query complexity of AFP,, , ). was previously shown to be 28 (n) (see Theorem
below), Lemma will directly imply Theorem by setting A; := 2D + 1, Ag := 21¢/(Da), and
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observing that for this choice of parameters, we have A\j Adaar/43 < ¢, so Theorem follows.

The main part of the proof of Theorem is therefore devoted to the construction and proof
of Lemma This is the content of the next section.

5 Proof of Theorem 4.1l and the Geometric Simulation Lemma

In this section we prove Theorem most of which is devoted to the proof of our geometric
simulation lemma (Lemma . We begin by describing the approximate Brouwer fixed-point
problem in the query model (AFP) and some important properties of the lower bound construction
for this problem due to [HPV89]. We then describe the connection between the (“lifted” version
of) the AFP problem and AFPC, via the Raz-McKenzie simulation theorem (Section , and
finally provide the actual proof of Lemma in Section Throughout this section, we shall
denote by
N = [Gal = (1/@)" , M = |Ga| = (1/a)™

the respective sizes of the functions’ domains.

5.1 Detour: The Query Complexity of Approximate Fixed Points

As discussed in the introduction, a central ingredient of our communication lower bound on AFPC
is the following result of Hirsch et. al [HPV89] (recently strengthened by Babichenko [Babl14]), who
settled the deterministic (resp. randomized) complexity of finding an approximate fixed point in
the weaker query complerity model. In this section we state the results and properties of the
construction of [HPV89] that will be relevant to our communication lower bound. We start by
defining the approximate fixed-point search problem in the query oracle model (denoted AFP) in

Figure

AFPn,a,)\,a

INPUT: A A-Lipschitz function h : Gy — Ga,n, and a parameter € > 0.
OUTPUT: z € G, such that ||h(z) — 2|l < ¢, i.e., an e-fixed point of h.

QUERIES: Each query is a point « € G, and the answer is h(x).

Figure 3: The problem of finding an approximate fixed point of a (discrete) Lipschitz function in
the query oracle model.

In [HPVS9], the authors constructed a particular family of continuous Lipschitz functions on
the solid cube [0, 1]™ with the following important properties:

Definition 5.1 (The Class Hszp, [HPV89]). For every 6 < 1,\ > 1 satisfying Ad < 1200, and
every n > 2, there is a family of Lipschitz continuous functions Hsx, € {h : [0,1]" — [0,1]"},
such that every h € Hsxn has the following properties:

11



(1) (Discrete encoding, Lemma 11 in [HPV89]) h is completely determined by its values on the
grid Gsp, i.e., by a truth table h : G5, — [0, 1]".

(2) (Lipschitz continuity, Lemma 9 in [HPV89]) h is A-Lipschitz.
(3) (Unique fized point and bounded displacements, Lemma 7 in [HPV89]) Let e = %. For every

h € Hgs an, there is a unique cube C* C Gy, such that for allx ¢ Ch, 2e < ||h(z) — 2|00 < 5e.
In particular, C contains the (unique) exact fized point of h, andV z € [0,1]", ||h(z) —2|loc <
S5e. The fact that the mazimum “displacement” of h is be will be important for our proof.

An illustration of this construction (adapted from [Babl4]) can be found in Figure|ll Since our
goal is to somehow adapt the construction of [HPV89] to the communication complexity setup, we
shall work, as standard, with a discretized version of the family #s ) . To avoid confusion between
the continuous and discrete versions, we will denote by

Hé,)\,n|a

the “discretized” class of functions H;sy, where each function h is evaluated on Gq, and h(z)
is rounded to the nearest point argmin.cq, , |2 — M(2)|c. In other words, every h € Hsxnla is
represented by a truth table of size |G| = (1/a)™. Note that since every h € Hs 5, is A-Lipschitz
on [0,1]™, it must have an (exact) Brouwer fixed point. Thus, for any discretization parameter

o< —0,
— 1200

a standard rounding argumen implies that every h must have a Aa <

zo € Gon. By property (3), xg € C’f.

oA

1900 < € fixed point

[HPV8&9] proved an exponential lower bound on the number of deterministic queries needed to
solve AFP under the restricted class of input functions Hs x n|a:

Theorem 5.2 (Deterministic Query Complexity of Approximate Fixed Point, [HPV89] Theorem
2). There are universal constants 6, \ such that for any n >3 and o < §/1200,

D¢ (AFP, o 5 51/1200) > (1/6)2r (),
Moreover, the lower bound holds under the restricted class of input functions Hsx pnla-

Remark 5.3. [HPV89] proved Theorem i the continuous setting where each function h €
Hsnn maps the solid cube to itself, and each query is a point x € [0,1]", while we restrict to discrete
inputs and queries as mentioned above. We note that, once again, for any choice a < 6/1200,
|h(z) = K (z)|loo < @ = /1200 < €, and therefore Property (3) in Definition implies that
| (z) — x| > 1.5¢ (say) for any x ¢ Ch. Since the lower bound in [HPV89] applies for any
(deterministic) query algorithm that finds the cube C’Eh, any solution for the discretized version
(AFP) can be used to determine C’?, and thus the lower bound in the discrete case is implied by
the original lower bound of [HPV89] (Clearly, restricting to discrete queries can only drive up the
query complexity).

We note that recently, Babichenko [Babl14] strengthened the result of [HPV89|, showing that the
exponential query bound continues to hold even for randomized query algorithms with exponentially
small success probability.

BIn fact, rounding h’s values on Gq,» can increase the Lipschitz constant of h (w.r.t Ga,n) from X to A + 1 (this
can be directly proved via the triangle inequality), but since our choice of A will be arbitrary, we will ignore this
minor point.
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5.2 From AFP to AFPC : Raz-McKenzie Simulation

The following definition will be central to understanding the connection between the AFP search
problem (in the query model) and the AFPC problem (in the communication model):

Definition 5.4 (g-Lift of Search Problems). Let S : ¥V v+ ¥ be a search problem. For a two-party
communication function g : X x Y +— 3, the g-lift of S is the two-party relation

SogN(x,y) =5 ((9(z1,1), 9(x2,92), - .., 9(xNn, Yn))) -

The “inner” two-party function g(x,y) is sometimes called the gadget. Raz and McKenzie
[RM99] showed that, for any “canonical”m search problem S, if the gadget g is chosen to be the
index function

IND(z,y) := ylz],

then any decision-tree lower bound for S is also a lower bound on the deterministic communication
complezity of S o INDY. In a recent work, Goos, Pitassi and Watson simplified and generalized
their result to any (possibly partial) relation S, proving the following theorem:

Theorem 5.5 (Simulation Theorem, [RM99, [GPWT15]). Let S : ¥V — X be a search problem, and
let x € [k]N, y € (ZF)N where k = N2 and S| < kY100 (mote that yi[x;] € ¥ for all i € [N]).
Then

D¢ (S o INDY(x,y)) > Q(log N) - DR (S).

In other words, Theorem states that, when the input to S is “decomposed” via the index
gadget (of large enough dimension k& = poly(NN)), the most efficient (deterministic) protocol for
solving S o IND¥ is essentially a simulation of the optimal decision tree for S, in which Alice and
Bob sequentially use logk = O(log N) bits to query the input bits z; = y;[x;] as dictated by the
decision tree for S (Raz and McKenzie called such protocols “sequential protocols”).

In order to describe how Theorem [5.5]is relevant to the setting of Lemmal[4.2] it will be useful to
identify both the set of coordinates [N] and the alphabet ¥ in the statement of Theorem with
the set Gq.n, and the set of “indices” [k] with the set [M] = G4, (note that we can “artificially”
set k = N'99 instead of k = N?° in Theorem so that || =N < k1/1000 1osing only a constant
factor in the lower bound). Hence, in what follows, we interchangeably use the bijections

[X] «— Gopn «— [N] , [k] «— Gom «— [M], (1)

where we shall set the dimension m = 1000 - n (to meet the requirement that M > 31000 = N1000),
Notice that in this terminology, Alice’s input x € [M]"V can be interpreted as the truth table of a
function f : Gopn +— Ga,m, defined by

xi = f(i) € Gam Vi € Gan.

Similarly, Bob’s input y € (X™)" encodes the truth table of N functions g; : Gam +— Gan, defined
by
Yl[]] = gl(]) € Ga,n Vie [N]a ] € Ga,m-

4 The proof of [RM99] applies to so called “structured” search problems (canonical search problem associated with
DNF tautologies).
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Suppose, for the sake of argument, that in Theorem we had the further assumption that
Bob has the same input y in each of the N coordinates, i.e., that

Yi=Y2=...=YyN. (2)

(This assumption is almost “for free” since each y; is an M-dimensional vector, and M > N anyway,
so one “might as well” consider, in each coordinate 7, the single concatenated array y := yj0...0yn.
We shall formalize this intuition later.) In this case, Bob’s input y encodes a single function
9(3) :==ylj] VJj € Gam, in which case we observe that

ylxi| = g(f(i)) € Gan-

In other words, if we denote

IND" (x,y) := (y[x1], y[xa]. - ., ¥[xn]),

then WN(X, y) encodes (the truth-table of) the composed function go f, i.e., the index gadget can
be interpreted as the evaluation of the composed function go f. Since every function f : Gopn — Gam
is (trivially) (1/a)-Lipschitz on Gq (recall that we are measuring the Lipschitz constant in /o
sense) and the same goes for g : Gom +— Ga,n, we have the following observation :

Observation 5.6. V a,e <1, AFPC, (n.1/a),(m,1/a)c = AFP, 4 1/02 ¢ © <WN(x,y)).

Hence if in Theorem we could replace the gadget INDY with WN, applying it with the
search problem S := AFP,, , ). (and the aforementioned parameters) would have directly implied
a lower bound on the two-party communication problem D¢ (AFPCM(ML Ja),(m,1 /a)78).

Of course, the problem with this “black-box” application of Theorem is that it does not
guarantee any nontrivial Lipschitz constraints on the input functions f,g to AFPC, which are
intrinsic to the AFPC problem. Indeed, the simulation theorem we shall prove (Lemma

requires that the input functions f, g to AFPC satisfy

&
Ao < —
172 = Y3q

while the decomposition produced by Theorem of he S =AFP, ). into f and g (x and y)
may yield arbitrary functions (in which case one can only guarantee that A\; A2 < 1/a?). Facilitating
this further geometric constraint is the main focus of the rest of this section, in which we show how
one can adapt the simulation theorem above (Theorem to our specific geometric setting, while
exploiting the properties of the class of inputs #Hs nlo. A first important step to facilitate this
approach is to replace the Lipschitz conditions on f and g with stronger “local” conditions that
imply Lipschitzness, yet are more suitable for the proof of Lemma This is the content of the
next section.

5.3 Replacing the Lipschitz condition with a local condition

Replacing the Lipschitz condition (on Alice’s function f) with an (appropriately chosen) “local”
condition has two important benefits:

(1) Tt will ensure that, on one hand, Alice’s set of possible input functions f has a product
structure, i.e., values to different coordinates can be chosen independently of eachother (this
property will be important to maintain the simulation invariant of [GPW15]), while f remains
Lipschitz (A\; = O(1)). Intuitively, such a property can be achieved by constraining f to map
each x € G, ,, into some large enough “local” neighborhood in Gy, (as formalized below).
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(2) Our notion of “locality” will actually imply that f is bi-Lipschitz (i.e, both f and f~! are
Lipschitz). This fact, together with the promise that the composed input function h := go f €
Hsanla has local displacementsﬁ will imply that g must automatically be “local” as well E

We turn to formalize the above intuition. Throughout the rest of the proof we assume without
loss of generality m/n € N. The natural notion of “locality” that implies a bounded Lipschitz
condition, is that of bounded displacements. Indeed, if f : G — [0,1]™ and m = n, then it
is straightforward to see that the condition || f(z) — z|c < 7 V2 € G, implies (by the triangle
inequality) that || f(y) — f(z)]| < ((2r/e) + D[z = ylloo, Yz, y.

Since m > n in our setup, it is not immediately clear how to define “displacements”, as f(x) — =z
is not a well defined quantity. Instead, we will define an equally useful notion of locality, which
requires a certain projection of f(z) to the original n-dimensional space, to be “close” to z (in an
l~ sense). There are many ways to define such projection; we choose the following natural one.

Definition 5.7 (Block partition 7). Let m > n be two integers such that m/n € N. Let T : [m] > [n]
denote the map defined by 7(j) = [*2]. We say that j € [m] belongs to block B; if 7(j) = i.

Let D € N be a constant. For every =z € G, we denote by
L; ={y€Gam | Yje€[m] ly; — xr(j)| < Da} (3)

the D-local neighborhood of x induced by the projection 7. Informally speaking, L/ is the (expo-
nentially large) set of points in G, whose [m] coordinates are (point-wise) Da-additive approxi-
mations of the coordinates of = (with respect to the standard partition 7). Intuitively, the property
that f(z) € L, means that f(z) is an (approximate) “duplication” of z, and this will be useful to
ensure that f is ©(D)-Lipschitz. On the other hand, in order to ensure simultaneously that Bob’s
input function g has a bounded Lipschitz constant , it will be useful that the points in the image
(range) of f will also be sufficiently far apart from each other, ensuring that f is bi-Lipschitz. This
can be easily achieved by selecting an (exponentially large) random subset of points inside L’ , thus
the range of f(x) for each = can be thought of as a “code” embedded in some local geometric region
(See Figure {4 for illustration). The following definition formalizes the above.

Definition 5.8 ((D,d, p)-local functions). Let D > d € N, and let p < 1. A family F of func-
tions f 1 Gapn = Gam is said to be (D,d,p)-local if there exists a collection of disjoint subsets
{Ls}ecGon, Le € Ll such that, for any f € F, it holds that f(x) € L, for each v € Gapn,
|Ly| > 2°™, and

vy € | Lo ly—9le > da

xeGa,n

The following standard probabilistic argument asserts the existence of a good family of local
functions.

Lemma 5.9. For any D > 2 and m > 4log(1/a) - n, there exists a (D, D/2,1/4)-local family of
functions f : Gap— Gam-

Proof. We use a standard probabilistic-method argument to show the existence of the sets L,. To
this end, for each x € Gq , pick t = (%%)2" random points uniformly and independently from L/
(for simplicity, let us assume the points are drawn with replacement — by the birthday paradox, the

BLe., |h(x) — z|lso < 5e Vi, see Property (3) in Deﬁnition
We remark that the analogous claim is not true for the Lipschitz property: if f is a “contraction” (A; < 1), then
it is easy to construct a A-Lipschitz g o f where )\, is arbitrarily large.
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probability of drawing the same point twice is negligible hence we ignore this minor issue). Note
that for m > 4log(1/a) - n, t > 2™/* (say), so |L| > 2"/* for any = € Gy, as desired.

Fix any two points ¥,y € U,cq. . Lz. We have

Pr [Hy — |l < Da/2] < Pr [Hy — 1|00 < Da/2] <2™m

y,y’ € Ly for some x

since in each coordinate j € [m], the probability that |y; —y}| < Da/2 is at most 1/2 (since the j'th
coordinate of v,y is chosen uniformly and independently from the range zr(j) = Da by definition

of L;). A union bound over all possible pairs of points in | J,cq, . L. implies that

2
Pr|dy,y' e (J Lo st [y—vllo < Da/2| < (Z\%I) 2T < (- (1)) 2T = 1L

IGGa,n

Hence we conclude that there exists a collection of subset { Ly }zeq,,, with all desired properties. [

. ®
: ®s

Gan Ga,m

Figure 4: A schematic illustration of a “local” mapping f : Gon — Ga,m. Every function f € F
maps each point z in the domain G, into a point in an exponentially large, disjoint, “local” subset
L, C Gam. Therange of f, L =J, Lz, forms a “code” in the sense that the (/) distance between
any two points in this set is Q(Da).

Convention. Once we've established the existence of the desired sets {L;}seq..,., from now
we will say, by a slight abuse of notation, that a function f : Gor — Ga,m is (D, D/2,1/4)-local
iff f(x) € Ly. We henceforth use the notation

L= J L. (4)

$€Go¢,n

to denote the range of f € F. In the proof of Lemma |4.2] we shall consider the restricted class of
(D, D/2,1/4)-local functions as Alice’s possible inputs, that is

F={f:Gon—Gam | f(x) € Ly} (5)

We now turn to define Bob’s input set. We shall use a similar (yet simpler) local condition on
the function g, that again will be useful to establish the required Lipschitz condition on g. We start
with the following definition.

Definition 5.10 (Locality of g w.r.t £). We say that a function g : Gom +— Ga,n is n-local with
respect to L if

y€Le = llg(y) — zlloc <. (6)
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Recall that in Lemma the approximation parameter is chosen to be ¢ = Aa/1200. We will
restrict Bob’s possible inputs functions to the class

G:={g9:Gam— Gan | gis be-local with respect to L}. (7)

The reason this restriction can be done without loss of generality is that, for any function
h € Hsxnla, [|M(x) — x[|cc < 5e (Property (3) in Definition [5.1). Thus, if we denote by Bs.(z) :=
{z € Gan | ||z — z]lc < Be} the loo-ball of radius be around x, we have h(x) € Bs.(x) for all
z € Gqpn. The following claim asserts that the local properties of the classes F and G imply

respective Lipschitz conditions on these functions.

Claim 5.11 (Locality implies Lipschitzness). If f is (D, D/2,1/4)-local (i.e., f € F), and g is
Se-local (i.e., g € G), then

e fis (2D + 1)-Lipschitz on Gq .

® gis (%)12)-Lipschitz on L = U.Z‘EGa,n Ls.

Proof. First proposition: This proposition follows easily from the fact that L, C L. Indeed, let
z, &' € Gopn (x # ). By the triangle inequality and the assumption that f(z) € L, C L, we have
that for any j € [m],

|/ (@); = F(@)5] S 1 (@)j = 2o ()] + |2rg) = 25| + 1/ (@)g = 27
<2Da+ |z.(j) — x;(j)] <2Da+ ||z — 2'|| 0o

2Da .
Tnm —2'||oo + |z — 2|0 (since z,2" € Gqop)

IN

< (2D +1) - [lz = 2]l

Second proposition: We need to show that ||g(y) — 9(¥/)||ec < (21e/Da) - |ly — || 0o for every

y#y € L. Fixy € Ly, y € Ly (where possibly x = 2/). By the triangle inequality and the
assumption that g is be-local, we have that

l9(¥) = 9 )llos < l9(y) — zlloo + l9(¥) — 2'lloc + [l — 2lloc < 102 + [l — 2/

Applying the triangle inequality once again and using the fact that z,y € L, C L), (and similarly
x',y € Ly C L), we have

2 —2'lloo < |y — 2lloo + 1Y — 2'lloc + Iy — ¥ lloc < 2Da+ ||y — ¥/||co-

Combining the last two inequalities gives ||g(y) — (/) |loo < 10e + 2Da + ||y — ¥/'||o- Finally,
since ||y — ¢'||ooc > Da/2 for any y # ¢’ € L (by definition of £), we conclude that
2-10e I a +2-2Da
Da Y=Yl Do

< (22 45) =y < 25y — v
=\ Da yyoo_Da?/yoo

Ny =¥ lloo + 1y — ¥ [l oo

l9(y) = 9(¥)lloo <

so long as 5 < 21e/(Da). O
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Remark 5.12. Notice that the class of functions G only specifies values of g : Gom + Gan on the
subset of points L C Gam. To define g € G on the entire domain G, we use the MLE-extension
g of g from L to Go,m (see Lemma . As discussed in Sectz’on this extension may produce
real-valued points in [0,1]™, but rounding these values to the nearest grid-point in Go pn will incur
at most an additive factor of 1 in the Lipschitz constant of g € G guaranteed by Claim[5.11 Since
g 1is determined by g, and since f’s range is contained in L, for the purpose of proving Lemma
we may continue to use Deﬁm’tz’on (while G is actually the class of all MLE-extensions of

5e-local functions on L).

5.4 A Streamlined Overview of the Proof of Lemma [4.2]

We are now ready to prove Lemma Morally speaking, the proof follows by a reduction from
the simulation theorem of [GPW15] (Theorem above), setting

o S= AFPn,a,)\,Ev Y= Ga,n = [N], X :]:a y=g.
e m = 0(log(1/a) - n), k =2™* (where k = |L,|).

Under these definitions, Alice interprets her input (i.e., her set of indices) x = {x;}ien € [K]¥
as (the truth table of) a mapping f € F, such that f(z) € L, (note the this is well defined as
F = XueGa., Lz is a product set and we assume that k = |L;|). Bob interprets his input y = {yi}¥,
as a function g : £ = Ga, € G, e, y € Xgeq,, (Bse(x)l=) (recall that £ := U.eq,, , Lz)- In this
terminology, any protocol for AFPC with the above parameters induces a protocol with the same
communication for AFP,, , . o IND™ .

However, there are several imprecise details in the above reduction that require some care and
prevent us from applying Theorem in a black-box fashion:

(1) Theorem requires a “fresh” copy y; in each coordinate, while in AFPC, Bob receives a
single function g (represented by a single truth-table y).

(2) In Theorem , both the set of Alice’s inputs (indices) and the alphabet ¥ are fixed across
all coordinates ¢ € [N], while in AFPC, each coordinate x € G, ,, has its own distinct set of
indices L, (i.e., the range of f(x) is different (in fact, disjoint) for for different z’s), and each
x € Gg,p has its own set of “colors”, since we are using the locality property of h € Hs \ nla,
which implies that h(x) € Bs:(z).

(3) Lemma implicitly uses the promise that the input function h € Hsxnlo (in particular,
this assumption is important to ensure that Yh3f € F,g € G s.t h = go f), so the simulation
theorem only needs to produce a decision tree that solves AFP,, , . under the restricted
class of inputs s\ n|o. Theorem has no such promise.

(4) |[GPWI5| remarks that Theorem applies to arbitrary alphabets >, but provides a formal
proof only for the Boolean case ¥ = {0, 1}.

While none of the above issues are a major obstacle to the proof, for completeness, we provide
the full streamlined proof of [GPW15|, adapted to our specific setting. Below we provide a high-
level description of the proof and modifications, while the formal proof is deferred to Section |B| of
the Appendix.
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Proof outline. The idea is to use a deterministic communication protocol 7 for AFPC(f,g) of
communication cost C, operating over the input space F x G, to produce a (deterministic) decision
tree for solving AFP(h) of cost O(C/logk), where go f = h € Hsrnla and k := |L,| is the
size of the “local” neigborhood z is mapped to in Gy ,,. The simulating decision tree proceeds
by iterations, where each iteration either “descends” one level in the communication tree of = (by
restricting the set of potential inputs & to a smaller set resulting from communicating a bit of 7), or
descends one level in the decision tree (by querying the value of h on a point z € G, ). To argue
that the simulation is correct, an invariant is maintained ensuring that any leaf of 7 reached by the
decision tree has the correct value of AFP(h) (i.e., the leaf corresponds to an approximate fixed
points of h). To ensure the simulation is efficient, a potential argument is used in the analysis,
showing that in each “communication iteration”, the potential function (capturing the “relative
size” of the remaining input sets compared to its original domain) increases by at most O(1), and
in each “query iteration”, the potential decreases by at least (log k), hence the number of query
iterations is at most O(C'/log k) since there are at most C' communication iterations.

The kind of iteration that needs to be performed at each step of the simulation is determined by
measuring the predictability of all unqueried values of h so far, from values of the other unqueried
values of h. If no value of h on any unqueried point x € G, is too “predictable”, then we can safely
perform a communication iteration, restricting the set of inputs to the “bigger” side according to the
communicated bit of 7. On the other hand, if some value h(x) becomes too predictable, then it is in
danger of becoming a fixed function of the remaining unqueried coordinates (which would violate our
invariant), and therefore we query h(z) while it is still possible to accommodate any potential value
(in Bs:(x)) for it (this is an important place where the properties of the “index gadget” are used
in the proofs of [GPW15, RM99], namely, that this function has large monochromatic rectangles).
One can sense that the geometric Lipschitz constraints on F, G pose challenges on implementing the
above approach since the Lipschitz condition of the input functions imposes correlations between
neighboring points x € G . Luckily, 7 and G were constructed so that any value in some large
enough “local” neighborhood of a point x are indeed possible inputs for the players. Indeed, the
product structure of the input sets F, G, and the fact that Alice’s set of possible values (“indices”)
f(z) for each z € G, 5, are disjoint by construction (L, N L, = @), enables maintaining the same
invariants required for the [GPW15)] proof under a re-encoded alphabet. The formal proof of Lemma
can be found in Section [B] of the Appendix.

6 Towards the Communication Complexity of Approximate Nash
Equilibrium

In this Section we prove Theorem showing that the two-party communication complexity of
finding a (21 A2cv)-approximate fixed point of g o f is a lower bound on both the two-party and
multiparty communication complexity of finding an approximate Nash equilibrium (in distributed
two-player and k-player games, respectively). We begin by defining formally the two-party and
multiparty approximate Nash equilibrium problems, and then provide the proof of Theorem in
Section [6.3]

6.1 The two-player setting

A two-player bimatrix game is defined by two payoff matrices A, B € R¥*M _such that if the
row player (Alice) and column player (Bob) choose pure strategies i € [N], j € [M], respectively,
the player’s payoffs are A(i, j) and B(i, j), respectively. We consider N x M bimatrix games with
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payoffs in [—1,1] where N and M are polynomially related (hence we can assume that N = M
without loss of generality by a “padding” argument).

A mized strategy for a player is a distribution over pure strategies (i.e. rows/columns), and for
brevity we may refer to it simply as a strategy. An e-approximate Nash equilibrium (or simply,
e-ANE) is a pair of mixed strategies (x,y) such that

Vic [N], el Ay<aTAy+e, and Vje€[M], z Bej <z'By+e. (8)

That is, the mixed strategy of each player is at most worse by £ than the (pure) best-response
strategy to the opponent’s strategy. An e-approzimate well-supported Nash equilibrium (or simply,
e-WSNE) is a pair of mixed strategies (z,y) such that

Vi € [N]V i € Supp(z), e Ay <ejAy+e, and 9)
Vj € [M]V ;" € Supp(y), :cTBej < xTBej/ + ¢, (10)

that is, every action played by each player (with nonzero probability) is an e-best-response action
to the opponent’s mixed strategy. If ¢ = 0, the strategy pair (z,y) is called an (exact) Nash
equilibrium (NE), in which case the two definitions above above coincide.

While the notions of e-ANE and e-WSNE are morally equivalent in our communication model
(see Lemma and Lemma , the notion of well-supported approximate equilibria will be
more natural to work with when we reduce the approximate fixed point problem (AFPC) to that
of finding an approximate Nash equilibrium, both in the two-party and multiparty communication

settings (Section [6.3)).

The two-party problem of finding an approximate Nash equilibrium in a two-player game
(ANEg ) is defined in Figure

ANEj .

INPUTS : Alice receives an N x M matrix A with entries € [—1,1] (each encoded using
¢ = O(log max{N, M}) bits), specifying her payoffs for any pair (i,7) € [N] x [M] of pure ac-
tions. Similarly, Bob receives an N x M payoff matrix B. Denote by Gx = (A, B) the two-player
game corresponding to the player’s inputs, where K := max{M, N} denotes the size of the game.

OUTPUT: An e-ANE of Gk. (Alternatively, two multi-sets S C [N],T C [M], such that
(U(S),U(T)) is an e-ANE of Gk.)

Figure 5: The two-party communication problem of finding an e-approximate Nash equilibrium in
a bimatrix game.

Analogously, denote by AWNE . the two-party communication problem in which Alice and
Bob need to output an e-well-supported Nash equilibrium (e-WSNE) of the game Gx (our reduction
below will involve this communication problem as an intermediate step).

Requiring the output of the protocol to be of the form (U(S),U(T)) where S, T are multi-sets (of
[N] and [M] respectively), is essentially without loss of generality. Indeed, if Alice and Bob agree
on some arbitrary e-ANE (resp. e-WSNE) (u,v), then the sub-sampling argument of [LMMO3]
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(see Lemma below) applied to (u,v), produces a 2e-ANE (resp. 2e-WSNE) of Gi. We favor
this output form as: (i) it ensures that the output length of the protocol is short (see Lemma
below), hence excluding a trivial communication lower bound; (ii) it makes the problem purely
discrete, so we do not have to worry about encoding issues.

We also remind here again, that throughout the paper, we will restrict our attention to games in
which M and N are polynomially related (so in particular, K = poly(V)).

We observe that the non-deterministic communication complexity of finding an e-ANE in a
bimatrix game is small as long as ¢ > (1/poly log K):

Proposition 6.1. ND¢¢ (ANEKQ( <0 (10g6 K) .

1/ log? K)))
Proof. We use the following well known lemma:

Lemma 6.2 (Existence of Small-Support Approximate Equilibrium, [LMMO3]). Every K x K
bimatriz game with payoffs in [~1,1] has an e-ANE["] of the form (U(S),U(T)), where S,T C [K]

IOEgQK), for every € > 0.

are multi-sets of size O (

Applying the lemma for the game G (setting K := max{N, M} and ¢ = 1/O(log? K)) implies
that there exist multi-sets S, T of size O(log K/e?) = O(log® K) such that (U(S),U(T)) forms an
e-ANE of Gi. Merlin can specify these sets using log K bits per element, so the total size of the
advice is O(log® K). Alice and Bob can now privately verify that (U(S),U(T)) is indeed an e-ANE
(as the verification of condition (9) only depends on Alice’s payoff matrix A, and vice versa for
Bob with condition (I0)). Therefore, there is an O(log® K) total communication non-deterministic
protocol for this problem.

O

6.2 The k-Player Setting

A k-player game G = (uy,us,...,u) over a fixed action set C' is defined by k payoff functions
u; : [C]*¥ — R (represented by a matrix € Rck), specifying the respective utility of each player
i € [k] for each (pure) action profile a := (a1, az, . .., ax) € [C]¥. For a mixed action profile x (i.e.,
a product distribution over [C]¥), let br;(x) := max,, e|c) wi(ai, X—;) denote the maximum expected

k=1 where in this case

utility player ¢ can obtain against the opponents mixed strategy x_; € [C]
u;(x) denotes the ezpected utility of player i over the joint mixed strategy x.
In analogy with condition in the two-player case, an e-approzimate Nash equilibrium (e-

ANE) of G is a mixed strategy profile x = (z1, ..., xy), satisfying
bri(x) <ui(x)+¢e VYV ielkl.

Similarly, an e-approzimate well-supported Nash equilibrium (e-WSNE) is a mixed strategy profile
satisfying
bri(x) < wu(a;,x—;) +¢ VY a; € Supp(z;) andV i€ [k],

that is, every action played by each player i (with nonzero probability) is an e-best-response action
to the opponents’ mixed strategy (x,). In this paper we consider k-player games with a constant

1"We remark that the sampling argument in [LMMO3] actually produces an e-WSNE (not just an e-ANE), as
the proof guarantees that if z* is the empirical distribution of O(log N/e?) samples from the strategy profile z
(with replacements), then ||Az — Az*||; < e, which is all that is needed to guarantee the well-supportedness of the
subsampled strategy profile.
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number of actions C' and payoffs in [—1,1].

In analogy with the two-player setting, let k-ANE¢ . denote the k-party (Number-In-Hand)
communication problem in which each of the k players receives a payoff matrix w; € [—1, 1]Ck
describing her own payoff for each k-tuple of pure actions from a constant action set [C] (so the
input size of each player is |u;| = O(C¥)), and the players need to output an e-ANE of the k-player
constant-action game G, := (u1, ug, . .., ug). Similarly, let k~-AWNE¢ . denote the communication
problem of finding an e-WSNE of G.

We assume that players communicate in the “shared blackboard” communication model [KN97],
in which the message of each player is viewable to all k players, though we remark that our
results apply to the “message-passing” model as well (in which players have private pair-wise
communication channels).

It is noteworthy that the non-determinisitc communication complexity of both k-ANE¢ . and
kE-AWNE( . is only O.(Ck), since this is the number of bits required to describe any joint mixed
strategy profile of the k players up to precision € (In fact, this can be improved to O.(k - log C)
(IBBP14])).

6.3 From Approximate Fixed Points to Approximate Nash

In this section we prove Theorem which we restate below.

Theorem 6.3 (From Approximate Fixed Points to Approximate Nash). For every m > n € N,
constants a € (0,1), A1, A\ > 2, and error parameter p,

o R, (ANE 011007 ) ) = R, (AFPCy 10,) (m 20 201000 » where K = (1/a)™.

o RC, (k-ANE , 3,3/16) > R, (AFPC,, (1 1,).(m2) 201 Asar)» Where k = Oq(mlogm) .

In particular, Theorem implies that a slightly “smoother” version of Theorem (in which
the Lipschitz constants of f and g satisfy A\ Aear < € instead of A\jAaax = 86¢), would imply strong
(deterministic) communication lower bounds on finding approximate Nash equilibria in both two-
player and k-player games. This is the content of the following claim.

Proposition 6.4. Suppose there are constants o € (0,1), A1, Ao > 2 such that for any n and
m = 0(n),
DCC (AFPCav(n7)\1)7(m7)‘2)72)\1)\204) > 2Q(n)

Then,

e For large enough K, DC¢C (ANEK,Q(l/log2 K)> > KQa(l),

e For large enough k, D¢ (k_ANEl/a,3a3/16) > 98a(k/logk)

Proof. The first claim follows from the first proposition of Theorem observing that whenever
m = O(n), 290" = (1/a)?m/log(l/e)) = Q%) gince K = (1/a)™. Similarly, the second claim
follows from the second proposition of Theorem observing that whenever m = O(n),

k= Oq(mlogm) = Oy(nlogn) < n = Q(k/logk),
and thus 294" = 2Qa(k/logk) O
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In Section [7] we elaborate on the potential modifications required in the proof of our simulation
theorem (Lemma that would facilitate the stronger (“smoother”) lower bound as required in
the premise of Proposition [6.4

We now turn to prove Theorem The proof of the first proposition (for the two-player case)
is given in the next section (Section . The proof of the second proposition (for the k-player
case) is given in the following section (Section [6.3.2)).

6.3.1 Proof of the reduction for two-player games

We shall prove the following lemma that proves the first proposition of Theorem [6.3]

Lemma 6.5. For any m,n € N and any constant parameters o € (0,1), A1, A2 > 2, it holds that

RS, (ANE(1/0)m 0t /m2)) = RS, (AFPC, (,0)),(mAs) 20 Aoar) -

Indeed, as the size of the game of the ANE instance above is K = (1/a)™ and « is assumed to
be a universal constant, we have that m = Q,(log K), hence Lemma asserts a communication
lower bound on finding an Q(a*/m?) = Q,(1/log? K) in a K-action bimatrix game.

Our proof can be viewed as a generalization of a reduction used recently in the simpler query-
complexity model by Babichenko [Babl4], The proof actually reduces AFPC to AWNE, i.e., to
the two-party problem of finding an approximate well-supported equilibrium. This is sufficient due
to the following lemma, which guarantees that in any bimatrix game (with payoffs in [—1, 1]), Alice
and Bob can always construct, with no extra communication, an e-WSNE from an Q(¢?)-ANE, so
in particular :

Claim 6.6 (Converting ANE to AWNE, [Babl4] Appendix 6). For any e > 0,
R, (ANEg o(.2)) > R““, (AWNE..).
With Claim [6.6] in hand, Lemma [6.5 would follow from the following lemma:

Lemma 6.7. For any m,n € N and any constant parameters a € (0,1), A1, Ao > 2,
D (AWNE ;1 /0y 302/(4m)) = D (AFPCy (50, (m22) 201 Az -

Proof. We show how Alice and Bob can (privately) translate their inputs for the fixed-point problem
(AFPC) to an input for a two-player game (an instance of AWNE) with no extra communication.
Given the two Lipschitz functions f : Gon — Gam and g : Gom — Gan, define the following two-
player game. The set of pure actions of Alice is Gy, and the set of pure actions of Bob is Gq p, (s0
the size of the resulting game is K = max{|Ga,m|,|Gan|} = (1/a)™). For any (z,y) € Gam X Gan,
Alice’s payoff is given by

1
wi(@y) = —— o - fw)3
Bob’s payoff is given by
1
up(w,y) = =~ o) - yl2-

In other words, Alice’s goal is to try and match the image of Bob’s action under her input function
f, while Bob should try and match Alice’s action under g. Notice that the above payoffs are in the
range [—1,0] (as the £3-norm of a vector in [0, 1]* is at most k). Furthermore, Alice and Bob can
unilaterally (privately) define these payoff matrices, as Alice’s payoff function is determined solely
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by f and Bob’s payoff is determined solely by g, hence this step does not require any communication.
Let us denote by G, the resulting two-player game.

302

Consider a 5°--WSNE (u,0) of Gy 4. Note that Alice’s payoff from any pure action z against
Bob’s (mixed) strategy o can be written as
1 ) 1 & N
w(z,0) = —— Byo [l = f()l2] = —— > (@i — Byo[f(m)i)* - - > Varlsi]. (1)
i=1 i=1

Let z = (21,22,...,%m) € Gam be the closest grid point to the point Ey[f(y)] := E[f(0)], i.e.,
zi < E[f(0)i] < 2z + a, and without loss of generality assume |[E[f(0);] — zi| < «/2 for all i € [m]
(that is, E[f(0);] is closer to 2; than to z; + «). By convexity of the 3 norm, it is clear from
equation that Alice’s best response to o is z, in which case the condition |E[f(0);] — 2| < /2
ensures that her payoff is at least

a2 i ()[2
W 0) =~ By [l = S =~ () = 2 S Varlel == -0 (2
=1

m

where C := L3 Var[o;] is a quantity that does not depend on Alice’s action. On the other
hand, suppose that in p, with non-zero probability Alice plays a strategy w ¢ C(z), where

C(z):={z € Gam: i € {zi,zi +a}}

is the set of nearest lattice points of G, to Alice’s best response z. Then there is some i* € [M]
for which |E[f ()] — wi| > «, thus

1 2 302
w(eo) — (o) z - (- a?) = 52 (13)

which contradicts the assumption that (u, o) is a Zﬁj -WSNE. Hence, Alice’s strategy g must be
entirely supported on C(z). Denoting

w = (w1,ws,...,w,) € Gan

the closest lattice point to the point E,.,[g(x)] (and assuming once again without loss of generality

|[Ezoplg(x)i] — wi] < /2 for all ¢ € [n]), a symmetric argument asserts that in every i‘i -WSNE,

Bob’s strategy o is entirely supported on C(w), where C(w) := {y : vy; € {w;,w; + a}}. We
therefore have the following.

2
Corollary 6.8. Let C(z),C(w) be the sub-cubes defined above. In every 3%=-WSNE (u,0) of Gy,
Alice’s strategy  is entirely supported on C(z), and Bob’s strategy o is entirely supported on C(w).

We now argue that the point w (€ G,,,) is an approximate fixed point of g o f. To this end,
recall our shorthands

Eyo[f(y)] :=E[f(0)] and  Eonpulg(2)] := Elg(p)].

We first claim that

[Elg()] = 9(2)lleo < Xoa and  [[E[f(0)] = f(w)]eo < Arcr. (14)

To see why the first inequality holds, observe that for any x € C(z),

llg(z) — g(2)]loc < A2||Z — 2]|oo < A2cv
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since g is Ag-Lipschitz, and by definition of C'(z). By Corollary the same statement holds for
any x in the support of u, and thus in particular [|[E[g(u)] — g(2)]|cc < A2cr. An analogous argument
asserts that [|E[f(0)] — f(w)]|co < Ma.
By the triangle inequality and since we assume A1, As > 2, we can now write
o 3
lw = 9(2)lloo < llw —Elg(m)lllec + [IElg(1)] = 9(2)lloc < 5 + Ao < S A2ar, (15)
where the second before last transition follows from and the definition of w. Similarly,

Iz = fw)lleo < 2 = E[f(0)]llc + [ELf ()] = f(w)lloo < % + A, (16)

where the second before last transition follows from and the definition of z.
We conclude that

[lw = g(f(w))lloo

< Jlw = g()lloo + l9() — 9(f (@)oo (by the triangle inequality)
3

< 5)\204 + Aollz — f(w)|loo (by and since g is A-Lipschitz)
3

< 5)\2a—|—)\2-()\1a+a/2) (by (16)).

< 2 00+ Moo

< 2)\1)\20&,

since we assumed A1, A2 > 2. Thus, w is a (2A1 \a«)-fixed point of g o f, as desired.

Lemma now follows directly from Lemma (applied with ¢ := 3a?/4m).

Remark 6.9. The converity argument below equation , namely that expectation is the unique
minimizer of the {3 norm, is crucial to our argument and is the primary reason for switching to the
£y norm in the payoff definition. It is also the reason we only manage to prove our result for sub
constant values of €: The normalization of payoffs in Gr 4 by a factor of ©(n) (to ensure payoffs
are € [—1,1]) rescales the (additive) contribution of each coordinate by ~ 1/n, consequently forcing
us to consider small deviation equilibria (e ~ 1/n ~ 1/log K ); This argument can be viewed as the
price we pay for the transition from || - |2 = || - ||oo, which seems inevitable in the above reduction.

6.3.2 Proof of the reduction for k-player constant-action games

We shall prove the following lemma that proves the second proposition of Theorem

Lemma 6.10 (From Two-Party AFPC to Multiparty ANE). For any m > n € N, any constants
a € (0,1), A1, A2, and any error parameter p, it holds that

RS, (Oa(mlog m)-ANE, /, 343/16) > R, (AFPC, (1)), (mA0) 201 Ao -

The proof has three stages. The first and main stage is reducing the multiparty approximate
well-supported Nash problem (k-AWNE) to a multiparty variant of AFPC, in analogy with the
two-player setting. In the second stage we observe that the multiparty communication complexity
of the latter k-party fixed-point problem (MAFPC) is at least that of the two-party AFPC

25



problem. Finally, we use a recent lemma due to Chen et. al [CCT15] that, once again, allows us to
convert (with some small loss in the parameters) any k-player ANE to a somewhat weaker WSNE,
completing the entire reduction.

We turn to implement the above program. To this end, let us define the following multi-

party variant of the approximate fixed point problem, which we henceforth denote by (n,m)-
MAFPC, 5, 2o e

(n, 7’I’L)—1VLAFP(3047/\17)\27‘E

INPUTS : Let a € (0,1), m > n, A\, A2 > 0, and € > 0 be publicly known parameters.
There are k = m+n players who are divided into two groups, A := [n], and B = [m] respectively.

e Each player ¢ € [n] receives a (truth table of a) As-Lipschitz scalar function g; : Gom —
Ga,1 (ie., a function mapping the m-dimensional a-grid to [0, 1]).

e Each player j € [m] receives a (truth table of a) A-Lipschitz function scalar f; : Gan —
Ga,1 (ie., a function mapping the n-dimensional a-grid to [0, 1]).

OUTPUT: Let f : Gapn — Gam be defined as f(z) = (fi(z),..., fm(x)), and g : Gam —
Ga,n be defined as g(y) = (g1(y),--.,9n(y)). The players need to output € G, such that
lg(f(z)) — x||o <€, i.e., an e-fixed point of g o f.

Figure 6: The (n+m)-party communication problem of finding an approximate fixed point of go f.

The following simple simulation argument asserts that the multiparty communication complex-
ity of the approximate fixed-point problem above, is lower bounded by the two party communication
complexity of AFPC:

Proposition 6.11. For any error parameter p > 0,
RCCP ((n,m)-MAFPCq z z, ) > RCCP (AFPCm(nAl)v(mAz),a)

Proof. Let 7 be a multiparty communication protocol for solving (n, m)-MAFPC, , x, (either
in the shared-blackboard model or in the message-passing model). Let f,g be, respectively, the
inputs of Alice and Bob in the two-party communication problem of AFPC. The proof follows
from the standard observation that Alice and Bob can simulate the k-party protocol 7: Given her
input f: Gon +— Ga,m, Alice can simulate all the players j € [m] in group B, and similarly Bob
can simulate all the players ¢ € [n] in group A (notice that the assumption that f (resp. g) is A\
(A2) Lipschitz, implies that each f; : Gapn — Ga1 (9i : Gam — Ga,1) is A1 (A2) Lipschitz, since
distances are measured in the ¢, norm). Let 7 be the two-party protocol obtained by having Alice
and Bob simulate the protocol 7. By assumption, 7 finds an e-fixed point of go f (w.p 1 — p),
and clearly, the communication going between players in group A and group B is at most the
communication of 7, therefore the communication cost of 7 is at most that of 7. ]

In analogy with Lemma in the two-party setting, we now argue that the multiparty commu-
nication complexity of finding an e-WSNE in a constant-action multiplayer game (this time for a
constant value of € = Q,(1)) is at least as large as the communication complexity of the multiparty
approximate fixed-point problem:
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Lemma 6.12. Rccp ((n + m)—AWNEl/a73a2/4) > Rccp ((n,m)-MAFPC, ), x 20 000) -

Proof. The reduction is similar to that of Theorem [6.7] namely, we show how the kK = m + n
parties can (privately) construct, with no extra communication, a k-player game in which every
approximate WSNE induces an ¢ = (2A\;A2a)-fixed point of the input function g o f to the k-
party AFPC problem. To this end, the players use their input functions to define (with no extra
communication) the following k-player game:

e The action set of each player is the set of points Go1 = [1/a]. Let a = (a1,...,a,) € Gan
denote a joint pure action profile of players in group A = [n], and b = (b1,...,b) € Gam
denote a joint pure action profile of players in group B = [m)].

e Each player i € [n] in group A has the payoff

u;(a,b) := —[gi(b) — ai|2-

e Each player j € [m] in group B has the payoff
uj(a,b) == —[b; — f;(a)[*.

Denote the resulting game by G. Notice that each player’s payoff in G is in the range [—1,0] as
desired. The following analysis is very similar to that of theorem only this time the arguments
are “per-coordinate”.

Consider any joint (mixed) strategy profile (x,y) := (x1,...,Zn,¥1,---,Ym) which forms a
(3a2/4)-WSNE of G. Let

z=(21,22,...,2m) € Gam

be the closest grid point to the point Eax[f(a)] := E[f(x)], i.e., z; < E[f(x);] < 2zj + «, and
without loss of generality assume |E[f(x);] — zj| < «/2 for all j € [m] (that is, E[f(x);] is closer to
zj than to z; + «). Similarly, let let

w = (w1, w2, ..., w,) € Gan

be the closest grid point to the point Ep.y[g(b)] := E[g(y)], i-e., wi < E[g(y):] < wi + «, and
without loss of generality assume |E[g(y);] — w;| < /2 for all i € [m)].

The same argument as in Corollary ensures that in every (3a?/4)-WSNE of G, each y; is
entirely supported on {z;,2; + a}, and each x; is entirely supported on {w;, w; + a}. Repeating
the same analysis as in equations (14),(L5) and for each individual coordinate i € [n] (j € [m]
respectively), and using the assumption that the f;’s are Aj-Lipschitz and that the g;’s are Ao-
Lipschitz, we conclude as in Theorem that the point w = (w1, wy, ..., w,) satisfies

lg(f(w)) — wlleo < 2X2cx + A Ao < 2A1 Ay,

as desired.
O

To complete the proof of Lemma we use a recent result due to Chen et. al [CCT15], which
asserts that, for any constant-action k-player game, an e-ANE can be converted to an O(¢)-WSNE,
at the expense of a slight blowup in the size of the game (the number of players):
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Claim 6.13 (essentially [CCT15]). For any k € N,C,e > 0,
R, (K-ANEc,) > R, (k-AWNEc 4c:) ,
where k' = 2C%k1In(k/¢).

Proof. Let Gy denote the k-player game instance of the AWNE problem. The following lemma
asserts that the k players can use their inputs to define a slightly larger game Gy, in which every
e-ANE can be translated with no further communication, to an O(e)-WSNE of Gy:

Lemma 6.14 (From ANE to AWNE, |[CCT15], Section 3). Let Gy = (uy,us,...,ux) be a k-player
game with a constant number of actions C. Then each player i € [k] can use her own input (payoff
function) u; to define additional utility functions (over the same action set [C]) of s = 202 In(k/¢)
additional “dummy” players (u;j, j € [s]), so that any e-ANE of the resulting k'-player game
gy (where k' = ks = 2C?%k1n(k/e)) can be converted, with no extra communication, into a (4Ce)-
WSNE of the original game Gy,.

Claim now follows by observing that the k players in G, can simulate any k’-party protocol

7 for finding an e-ANE in G,;,, by having each player ¢ € [k] simulate his own group of “dummy”
players.

O

Proof of Theorem [6.10, Let m > n € N, and let a € (0,1), A\, A2 be absolute constants. Theorem

Proposition and Theorem (applied with k = m +n,C = 1/a,e = 4a3/16) together
imply that

RCCP (Oa (m 10g m)—ANEl/a73a3/16) 2 Rccp ((TL + m)—AWNEl/a73a2/4)
> R, ((n,m)-MAFPC, 5, x, 20 000) = RS, (AFPC, (1 0,) (mrs) 20100 »

where the first transition follows from Theorem by observing that for the above choice of
parameters,

K =2C%kIn(k/) = 2(1/a)*(n +m)In (n+ m)/(3a2/4)) = Oy (mlogm)

since m > n by assumption. O

7 Discussion and Open Problems

This paper initiates the study of distributed computation of approximate fixed-point problems
(AFPC, (5, 7,),(m20),c)- We prove that finding an € = (A Agcr/43)-fixed point of a composition of
two Lipschitz functions g o f requires exponential communication in the dimension n, at least for
deterministic protocols. While this is a highly nontrivial approximation parameter, an intriguing
question is whether the same lower bound applies for the slightly looser approximation parameter
€ = 2A\1 A2, at which the problem becomes a total search problem and reduces to the (two-party
and multiparty) problems of finding approximate Nash equilibria.

One plausible approach for “bridging” this constant gap in Lemma[4.2]is to perform the “lifting”
argument (the decomposition h = g o f) in a slightly “smoother” manner, so that the Lipschitz
constants of f and g satisfy 2\ ea < € instead of 2A\1Aoax = 43¢, as our current construction
provides. This is essential for the lower bound to go through, since the maximum displacement of
the composed function h = go f € Hs s nla is 5, and therefore finding a 43e-fixed point of go f is
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trivial (as opposed to finding an e-fixed point). In fact, our current proof only exploits this property,
i.e., that the “lifted” function A has bounded-displacements, while the geometric construction of
[HPV89] guarantees much more than that, namely, that every h € Hs x n|a is A-Lipschitz for (an
absolute constant A). A natural idea is to redefine the class G in the proof of Lemma to be the
class of all O(\)-Lipschitz functions.

Unfortunately, it is not clear how to exploit this further property in the simulation argument of
of [RM99] (GPW15], since the simulation invariants we maintain require the input sets F,G to be
product sets (i.e., that values to different coordinates f(z), f(2') can be chosen independently from
some predefined set of values). Indeed, a simple calculationlﬂ shows that the stronger condition
we seek (2A1 a0 < ¢) requires breaking the product structure of F,G. While we believe this
modification should be possible to implement in our specific settings (again, using the promise that
the function h is guaranteed to be A-Lipschitz), this seems to require further geometric insights and
a new simulation invariant (ensuring that the “Thickness lemma” and the “Projection lemma” go
through).

Finally, we recall that the query complexity of the approximate fixed-point problem (AFP) was
recently shown to be exponential even in the randomized query model ([Babl4]), so a randomized
analogue of our simulation theorem (Lemma would have implied an exponential randomized
communication lower bound for AFPC. While the Raz-McKenzie simulation theorem and our
adapted geometric variant of it (Lemma [4.2)) rely on an “adversarial” argument which currently
applies only to the deterministic communication complexity model, a recent line of work has been
focused on randomized simulation theorems ([GP13, (GLM™15]). Alas, these theorems require
a lower bound on stronger measures than randomized query complexity. Notwithstanding, we
believe that proving a randomized analogue of the Raz-McKenzie simulation theorem (and hence
of Theorem is a natural and fascinating open problem.
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A Lipschitz extensions: Proof of Lemma |3.3

The lemma follows from the following known Lipschitz extension lemma for scalar functions.

Lemma A.1 (Minimal Lipschitz extension (MLE), special case [Whi33]). Let A C R" be a non-
empty set. If f: A R is A-Lipschitz on A, then the extended function
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is A-Lipschitz on R™. The function f is called the MLE-extension (minimal Lipschitz extension) of
f-

It can directly be verified that f is indeed an extension of f,ie., fla = f. To prove Lemma
for a function f : R™ — R™, observe that the condition ||f(z) — f(¥)]lcc < Allx — y||0o is satisfied

iff for every coordinate i € n, |fi(z) — fi(y)| < Al|z — y|/oo, the statement follows from applying
Lemma separately to each coordinate of f.

B Proof of Lemma 4.2

In this section we provide the formal proof of Lemma following the proof outline of [GPWTI5].
We begin by setting up some notation and definitions that will facilitate the proof.

B.0.3 Notation and main lemmas
Throughout the proof, we continue to denote [N] = G4, and [M] = Gq m, where
m = 40001log(1/a) - n 1= ¢q - 0.

Alice’s set of possible input functions (F) is the (restricted) set of all (D, D/2,1/4)-local functions

whose image is contained in £ = J,cq. = La:

F=A{f: Gan = Gam | f(x) € Ly}
Simply written, F = Xzeq,., Lz. Bob’s input set is the set of 5e-local functions (w.r.t £), that is
G:={9: L= CGan | y€ Lo = g(y) € Bse(v)},

were we recall that Bs.(x) is the {s-ball of radius 5e around x (notice that the above definition
is indeed well defined, since for every y € L, there is a unique = s.t y € L,, by disjointness of
the sets L, ). Recalling that k := |L,|, we can simply write G = Xzcq, ., (Bse(2))*. We assume
(w.lo.g) that for every x € Gun, |Bse(z)| is the same across all z’s, and we henceforth denote
this size by r, so r is the number of “colors” each element in £ can obtain. We caution that,
unlike the proofs of [RM99, (GPWT5], in our setting each coordinate x € G, has its own set of
r possible colors. Note that we trivially have that r < |G| = N (since Bs:(z) C Gop,). In this

terminology, initially |G| = [[,cq. . |Bse (x)|* = r*N. Recall that by definition of locality of F, we
have |F| = [[,cq. . [Lzl = 2mN/4 and in particular

k= ‘Lx’ > 2m/4 > \1000 > TlOOO (17)

by choice of m and definition of 7. For a subset of points I C G 5, denote

Lr:= ULQC

zel

the range of all points in I under f.

Let m be a deterministic communication protocol for AFPC. For each node v of the protocol
tree 7, let R, := F¥ x G¥ denote the rectangle associated with the node v, and let F* C F¥ denote
the set of Alice’s inputs on which the bit b € {0, 1} would be sent if Alice is the speaker at node v,
and similarly let G* C GV denote the set of Bob’s inputs on which the bit b € {0,1} would be sent
if Bob is the speaker at node v.

Let A C F and B C G. The following definitions will be central to the proof.

32



e Size of sets : For |A|,|B| > 0, let a(A) be such that |A] = 274 . |F| = 272 . kN and
b(B) be such that |B| = b(B) - (r*)V.

e Projections : For a subset of points I C G, 5, let

Ar = {f @)}eer | H @ weaona 5t {1 (@)} eer U{f (@)} weg,,na € A} C [M]V

denote the projection of A onto the subset I. Accordingly, let

Be, = {{9W)}yee,  HoW)lyeore, st {9 yer, U9 byerre, € BY € [N]F
denote the projection of B onto the subset of points L5 C [M] = G m.

e Pruning : Let z € G, . For a subset U C L, of possible f-values in the “local neighbor-
hood” of x, define A%V := {f € A | f(x) € U}, and for a subset V C (Bs.(z))* of possible
g-values on the set L,, define B®Y := {g € B | g(L,) € V} (where the shorthand g(L,) € V
means that there is some v € V' such that g(y) = v, for every y € L,).

e Auxiliary Graph : For every x € Gqp, let Graph,(A) be the bipartite graph defined as
follows: The set of left nodes is L, the set of right nodes is £, := Xz, Ly, and each
tuple of values {f(2)}req,., € A is viewed as an edge between the left node f(x) and the
right node {f(2')}sexe- Note that Ag, \(s} is the set of all right nodes of Graph,(A) with
non-zero degree.

e Average/Minimum degree : Let AvgDeg, (A) := [A|/|Ag, ,\{z}| and MinDeg,(A) be, re-
spectively, the average and minimum degree of the non-zero degree right nodes of Graph,(A).
Intuitively, these quantities measure how “predictable” the value f(z) is from { f(2')}»ey \a-

e Thickness : We say that A is thick iff MinDeg,(A) > k'7/?0 for all x € Ga.p.

Remark B.1. All the above definitions apply also to projected subsets A C Fr, B C G, for a
subset I C Gqp, with the parameter N replaced by |I| and v € Gq,p replaced with x € I. For
example, a(A) is now adjusted so that |A] = 27 .kl |B| = b(B) - (r¥)/!l and Graph,(A) is now
defined for any x € I (instead of for every x € Gy, ). The proof shall make a recursive use of these
extended definitions.

The following lemma will be useful for the case in which we need 7 to communicate a bit.

Lemma B.2 (Thickness Lemma, [GPW15|). Let I C Go. If A C Fy is such that AvgDeg,(A) > d
for all x € I, then there exists an A’ C A such that:

e MinDeg,(A") > ﬁ forallz e 1.
e a(A) <a(A)+1.

The (short) proof of the Thickness Lemma is precisely the same as that of [GPW15] (see Lemma
6 and the proof in Section 3.5), hence we omit it. The following lemma will be useful for the case
in which we need to have our decision tree query a value h(z) of the input function to AFP.

Lemma B.3 (Projection Lemma, essentially [GPW15]). Let I C Gqpn, and suppose A C Fr is
thick, and B C G is such that b(B) < k?/?°. Then for any x € I and every z € Bs.(x), there is a
z-monochromatic Tectangl UxV C Ly x (Bse ()=l such that:

19 That is, V(f,g) €U x V, g(f(z)) = 2.
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. Afv\l{{c} is thick,

o Q(AQIC’\({I}) < a(A) — log k + log AvgDeg, (A),

o b(BEN(1.y) SU(B)+1.

The above lemma is the main technical lemma in the simulation argument of [GPWI15]. We
reprove this lemma in our setting in Section [B.3]

B.1 The decision tree simulation of 7

We now describe the [GPW15] algorithm (adapted to our setting), which shows how to construct
a decision tree 7 that solves the approximate fixed-point problem AFP on an unknown input
function h = {h(r)}zeq,.,, € Hsrnla- This decision tree is obtained by simulating the execution of
the hypothesized protocol 7 for AFPC (under the assumption that (f,g) € F x G). The decision
tree 7T is described in Algorithm

We briefly describe here the intuition behind the algorithm (for a more detailed overview see
Section 3.3 in [GPW15]). On input o = {h(2)}reGa.. € Hs nla, the node v traces a root-to-leaf
path (of length at most C') of 7, which is used to determine which values h(z) to query, and when.
We maintain the invariant that every (f,g) € A x B is consistent with the query history so far
(i.e., g(f(x)) = h(x) for every previously queried x). The interesting structure of A x B is what
they look like on the unqueried points z, i.e., on the projected set A; x Bg,: By construction, we
maintain the property that all possible values in (Bs.(z))! are still possible for the unqueried points
x € I (in fact, a stronger property is maintained, namely, that Ay is thick, and B, is “large” as
measured by b(Bg,)). The potential function is a(Ay), namely, the size of the set of all projections
of elements of A to the unqueried coordinates in I, relative to the original domain F := X,L,. The
type of iteration is determined by min,c; AvgDeg,(As), which captures how much the values of h
on the set of unqueried points I are “predictable” from each other in A x B.

In a communication iteration (lines 5 and 11), the current set of inputs is restricted to the
“larger” rectangle obtained by (either Alice or Bob) sending a bit b € {0,1}. This ensures our
potential does not increase too much (note that larger potential corresponds to a smaller set) if
Alice is the sender, and that B, stays large enough if Bob is the sender. If Alice is the sender, the
restriction may result in violation of the thickness invariant, in which case we employ the Thickness
Lemma (Lines 7-9).

In a query iteration, we query a value h(z) whenever AvgDeg_ (As) drops and becomes too small.
We can then use the Projection Lemma (Lines 17-21) to restrict A x B to an h(x)-monochromatic
sub-rectangle (for any value in Bs.(x), using the thickness invariant). The fact that AvgDeg,(Ar)
is small ensures at least an Q(log k) decrease in potential.

B.2 Analysis of the simulation algorithm

The analysis of the simulation tree 7 is the same as the one in [GPW15] (with the appropriate re-
parametrization of the parameters), hence we omit it and refer the reader to Section 3.4 in [GPW15].
To complete the proof of Lemma it therefore remains to prove the Projection Lemma. This is
the content of the next section.

B.3 Proof of the Projection Lemma

In this section we show how to adapt the [GPW15] proof of the Projection Lemma to our setting
of parameters. Essentially all arguments are the same as in the [GPW15] proof, albeit with the
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ALGORITHM 1: The simulating decision-tree 7 for solving AFP (cf. [GPWIE]).
input : A truth table {h(z)}.cq, , of a function h: Gan = Gan € Hsanla-
output: x € G4, such that ||z — h(z)]|e < € (ie., a solution to AFP,, 4 5 .(h)).

1 Initialize v = root of m, I = Gony A =F = XpcGun Lo, B=G = Xpea, ., (Bse(z))F.
2 while v is not a leaf of m do

3 if AvgDeg, (A) > k'%/2° for all x € I then

4 let vg, v1 be the children of v ;

5 if Alice sends a bit at v then

6 let b € {0,1} be such that a((ANF"*);) < a(A;) +1;

7 let A" C (AN F"?); be such that:

8 (1) A’ is thick ;

9 (2) a(A) < a((ANF)) <a(Ar)+1;

0 update A = {f € ANF*"": {f(z)}oer € A’} and v = v, (so now A; = A’) ;
1 else

2 (if Bob sends a bit at v) let b € {0, 1} be such that b((BNG"*)z,) < b(Bg,) +1;
3 update B=BNG"? and v = vy, ;

4 end

5 else

6 if AvgDeg, (A) < k'9/20 for some z € I, then query h(z) ;

7 let U x V C L, x (Bse(z))* be an (h(z))-monochromatic rectangle such that:
s (1) AR, i thick ;

o || @ a(agl,) < a(ar) ~logh

0 (3) a(BE N 1.y) < b(Be,) +1;

1 update A = A®Y B=B%Y and [ =1\ {2} ;

2 end

3 output the same value that v does.

4 end

N NN N

re-encoding of the parameters, as defined in the reduction at the beginning of Section In places
where no modification is required we simply refer to the proofs of [GPWI5, RM99] (we remark
that the [GPW15] proof is written (for simplicity) for the binary |¥| = 2 case while we need the
“multi-color” version (arbitrary alphabets), which is explicitly treated in the proof of [RM99], so
we shall make an occasional reference to the latter proof below).

Proof of Lemma[B.3 Fix x € I, and for simplicity of notation let us henceforth denote A_, :=

Ap\ {2} and similarly Af’g = AQIC’\%}. Recall that Ai’g is the set of right nodes f_, := {{f(x’)}xxg\{gc}}

of Graph,(A) that have a neighbor in U C L,. Similarly, let
B =B\ = {{9@)hyecnir.y - {9 }yer, € B for some g(L,) € V}.

We claim that if we take a uniformly random subset U Cp L, of size k720 and let V := {9€g:
g(y) =z Yy e U}, then:

(1) A%V = A_, with probability at least 1 — 2= +**

(2) A_, is thick ;

(3) a(A_s) < a(A) + log AvgDeg, (4) — log k ;
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(4) b(B%Y) < b(B) + 1 with probability at least 2-*/*°

The Projection Lemma then follows from a union bound.

Property (1). For every non-zero degree right node f_, = {{f(:z’)}x/g\{m}} € A_, of Graph_(A),
let Fy  :={f(x) € Ly: foo U{f(x)} € A} denote the set of all left nodes adjacent to it. Since A
is thick by assumption, we have [Fy_ | > MinDeg,(A) > k'7/% and f_, € Af’g iff U intersects
Ly .. Since |U| = k7/?°, the probability that U does not intersect Fy__ is at most

(1 . k17/20/‘L‘r|)k7/20 < (1 . k17/20/k)k7/20 < 67k4/20‘

Recall that & > N'09_ Since the number of elements f_, € A_, is at most Hz’EI\{x} |Ly| <

EHI-L < pN-1 < 2k1/1000'1°gk, by a union bound the probability that one of these elements is not in

A™Y s at most_2k1/1000'1°gk . e_k4/20 < 9—k3/20
o .

Property (2). The proof of this property is exactly the same as in [GPWI5] but we redo it here
in the terminology of AFPC for the sake of completeness. By definition of thickness, it suffices to
show that MinDeg,/(A_;) > MinDeg,/(A) for all 2/ € I\ {z}. Indeed, for every non-zero degree
right node f_, .1 = {{f(@")}arenfawy} of Graph, (A_;), there exists a value f(z’) such that
fe{way U{f(2)} € A_,. Thus by the definition of A_, there exists a value f(x) € L, such
that (f_(z.1 U{f(@")} U{f(x)}) € A. Therefore, by the definition of MinDeg, (A) applied to
the set of non-zero degree right nodes f_, := {{f(ZE//)}z//e[\{z/}} of Graph,/(A), we have that

< few U{f(2 )}) € A holds for at least MinDeg,/(A) different values f(z’). All of these values

satisfy (f_{x@/} U {f(x’)}) € A_,. Hence the degree of the right node f_y, ., in Graph,/(A_;) is
at least MinDeg_,(A).

Property (3). Observe that |[A_,| = [A|/AvgDeg,(A). Since A_, C Fpyp) and a(A) =
log(kl/|A|) by definition, we have

a(A—y) = log(kl' 7" /|A_;|) = log(k!'I=" - AvgDeg, (4)/|A|) =

= log (k"1 /| A]) + log(AvgDeg,(A)/k) = a(A) 4 log AvgDeg, (A) — log k.

Property (4). Recall that the set V' is a random variable of U, so we henceforth write V' = Vi
to avoid confusion. Recall that Bf’;/ U is the set of all possible g-values on L£; \ {L}, for which
there is an extension of g to L, so that g|z, € B, and ¢(y) = z for every y € U. We want to show
that |Bf’;/ Y| shrinks by at most a factor of 2 relative to |B|. This is the content of the following

claim from [RM99], which we state without a proof:

Claim B.4 ([RM99], Claim 6.5 in Section 6.4). Suppose that k > r'%%0. [f U’ Cg L, is a random
subset of size |U'| = k%20, then

Pr ||BZ| 2 |BI/(2-1%)] = 3/4.
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We remark that in [RM99], [r] represents a set of absolute “colors” for all of Bob’s inputs (so
Bob’s input is in (r™)" where the parameter m of [RM99] denotes the length of each “vector”),
while, as noted above, in our setting each x € G 5, has its own set of allowable colors (|Bs:(z)| = 7).
We observe that the proof remains exactly the same if we substitute [m] <> L, (i.e., m <> k), and
observing that the condition |Bs:(z)| = r < k/19% still applies, by (7).

Viewing the random set U (of size k7/?°) as a collection of k*/?° random independent subsets
U! Cr L, each of size k°/20 Claim applied independently to each U] ensures that

z,Vy k2/20 2/20
e R B (AR TR BT D

This completes the proof of the Projection Lemma.
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