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Abstract

The behavior of games repeated in parallel, when played with quantumly entangled play-
ers, has received much attention in recent years. Quantum analogues of Raz’s classical parallel
repetition theorem have been proved for many special classes of games. However, for general
entangled games no parallel repetition theorem was known.

We prove that the entangled value of a two-player game G repeated n times in parallel is
at most cgn~/#logn for a constant cg depending on G, provided that the entangled value of
G is less than 1. In particular, this gives the first proof that the entangled value of a parallel
repeated game must converge to 0 for all games whose entangled value is less than 1. Central
to our proof is a combination of both classical and quantum correlated sampling.

1 Introduction

A two-player one-round game G is played between a referee and two isolated players (who we
will call Alice and Bob), who communicate only with the referee and not between themselves. The
referee first samples a question pair (x,y) from some distribution y and sends x to Alice and y to
Bob. Alice and Bob respond with answers a and b respectively, and they win if V(x,y,a,b) = 1 for
some predicate V.

The maximum winning probability of Alice and Bob in a game G is a quantity that depends
on what resources they are allowed to use. If their answers are a deterministic function of their
received question (and perhaps some public random string), then we call their maximum winning
probability the classical value of G, denoted by val(G). However quantum mechanics allows Alice
and Bob to share a resource called entanglement, which gives rise to correlations that cannot be
reproduced with public randomness only. When Alice and Bob make use of entanglement to
play a game G, we call their maximum winning probability the entangled value of G, denoted by
val*(G). For all games, the classical value is at most the entangled value. Cast in the language of
games, the famous Bell’s Theorem states that there exist games G where those values are different:
val*(G) > val(G) [Bel64].

The Parallel Repetition Question is the following natural and basic question: given a game G
with value less than 1, what is the value of the game G", wherein Alice and Bob play n independent
instances of G played in paralle]? More formally, in the game G", the referee samples n independent
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question pairs (x1,y1), ..., (Xs, y») from u, and sends (x1,...,x,) to Alice, and sends (y1,...,Yn)
to Bob. Alice responds with answer tuple (ay,...,a,), Bob responds with (by,...,b,), and the
players win if for all coordinates i € [n], V(x;,y;,a;,b;) = 1.

The difficulty in relating val(G") with val(G) and # is that even though each of the n instances
of G in G" are independent, Alice and Bob need not play each instance independently. For exam-
ple, since Alice receives (x,...,x,) all at once, she can use some question x;j to answer the i’th
game, and Bob can do something similar. Because of such strategies, for every k there are games
G such that val(G*) = val(G) < 1. This shows that the naive expectation that val(G") = val(G)"
is false.

The naive expectation is not too far from the truth, however: Raz’s Parallel Repetition Theo-
rem [Raz98]| states that

val(G") < (1 — (1 —val(G))%)cc",

where ¢ is a constant depending on G. In particular, as n goes to infinity, the classical success
probability goes to 0 exponentially fast in #n (provided that val(G) < 1). The proof is highly
nontrivial, although it has been simplified and improved upon in recent years [Hol09, BG15].
Raz’s Parallel Repetition Theorem has heavily influenced complexity theory, most notably in the
areas of hardness of approximation [Has01] and communication complexity [Jaill, BRWY13].

One open question, which we call the Quantum Parallel Repetition Conjecture, asks whether
an analogue of Raz’s Parallel Repetition Theorem holds in the setting of entangled players. The
Quantum Parallel Repetition Conjecture has been resolved for many special cases of games, in-
cluding free games [CS14, [PY14, ICWY15], projection games [DSV14], XOR games [CSUUOQS],
unique games [KRTO08], anchored games [BVY15], and fortified games [BVY16]. However, the
general case has remained elusive. Not only do we not know of a quantum analogue of Raz’s Par-
allel Repetition Theorem, it hasn’t even been shown that if val*(G) < 1, then val*(G") goes to 0 as
n goes to infinity! Could quantum entanglement allow players to counteract the value-decreasing
effect of parallel repetition?

In this paper we prove that for all nontrivial entangled games G (i.e. val"(G) < 1), the en-
tangled value of G" must converge to 0. This resolves a weaker version of the Quantum Parallel
Repetition Conjecture for general games. Quantitatively, our result is the following;:

Theorem 1 (Main Theorem). Let G be a game involving two entangled players with val*(G) = 1 —e.

Then for all integer n > 0,
«/ n sglogn
where c is a universal constant and sg is the bit-length of the players” answers in G.

This shows that the entangled value of G" must decay at a polynomial rate with n. The full
Quantum Parallel Repetition Conjecture states that the rate of decay is in fact exponential, and
this remains an important open problem.

1.1 Previous work

There has been extensive work on the parallel repetition of entangled games. As stated earlier,
past results have applied to various special classes of games, but there was no result that covered
all games.



The results coming closest to the Quantum Parallel Repetition Conjecture are the work of
Kempe and Vidick [KV11] and Bavarian, Vidick, and Yuen [BVY15| BVY16]. Rather than prov-
ing parallel repetition theorems for general games, these works prove general gap amplification
theorems, which are closely related. Instead of showing that for games G where val*(G) < 1
that val*(G") goes to 0 with 1, the game G is first converted to another game H where analyz-
ing val*(H") is much more tractable. Gap amplification is a technique used in complexity theory
and cryptography to amplify the difference between two cases of a problem (usually called the
completeness and soundness cases).

Kempe and Vidick showed that given an arbitrary game G, one can efficiently transform it to
another game H with the following properties: if the classical value of G is 1 (meaning that there
is a perfect deterministic strategy), then val(H") = 1 (and thus val*(H") = 1). If the entangled
value of G is less than 1, then the entangled value of H" decays at a polynomial rate n~1). In
this tranformed game H, in addition to playing the game G, the referee will randomly choose to
ask “consistency” questions to check that the players give the same answers on the same ques-
tionﬂ Thus [KV11] prove gap amplification for general games — with a caveat. Because of the
random consistency checks in the game H, the “quantum completeness” is not preserved: even if
val*(G) = 1, it is not necessarily the case that val*(H) = 1.

More recently, Bavarian, Vidick, and Yuen [BVY15, BVY16] gave better gap amplification re-
sults for entangled gameﬂ They showed that for general games G, one can apply a simple trans-
formation to obtain another game H with the following properties:

1. If val*(G) =1, thenval*(H") = 1.
2. If val*(G) < 1, then val*(H") < exp(—Q(n)).

Note that the transformation from G to H preserves quantum completeness, and that when val*(G) <
1, the entangled value of the repeated game decays exponentially. Like [KV11], the transformations

of [BVY15, BVY16] construct H by adding auxiliary questions to the game G. The transformation
given in [BVY15] is called anchoring, and the trasformation in [BVY16] is called fortification. The
latter transformation gives a quantum generalization of the fortification technique of [Mos14] for
classical games. The quantitative aspects of repeated anchored games are different from those of
fortified games, but both yield general gap amplification theorems for entangled games.

The results of Bavarian, Vidick and Yuen show that, while we do not know if the Quantum
Parallel Repetition Conjecture holds for all games G, we do know that it holds for a class of games
that effectively captures the general case, in fact with exponential decay similar to Raz’s theorem.
Since the main application of parallel repetition in complexity theory and quantum information is
gap amplification, the results of [BVY15 BVY16] effectively settle the Quantum Parallel Repetition
Conjecture — as far as applications are concerned.

But as a scientific question, the original Quantum Parallel Repetition Conjecture is a funda-
mental and basic problem about the power of entanglement in games. Prior to this work, one
might have wondered whether there exists a game G such that val*(G) < 1, but there is some
constant J such that for infinitely many # there is a nefarious entangled strategy for G with suc-
cess probability at least 6? Here we prove that this cannot happen.

IThis transformation is to due to Feige and Kilian [FK00], who proved a similar result for classical games.
2They also obtain general gap amplification results for games with more than two players.



1.2 Proof overview

Theorem 1|is proved via reduction: if val*(G") is too large, then from an optimal entangled strat-
egy for G" we can construct an entangled strategy for the single-shot game G that wins with
probability strictly greater than val®(G), which would be a contradiction.

In more detail, suppose that val*(G) = 1 — e. If the success probability of the players in G" is
dramatically larger than our target bound (which in our case is ~ n~9(1)), then we can identify a
set of coordinates C C [n] that is not too large, but has the property that for a uniformly random
coordinate i € [n] — C,

Pr(Win game i |[Win gamesinC) > 1 —¢/2 (1)

where here the probability is both over the randomness of the questions in G", the randomness of
the players’ entangled strategy, and the randomly chosen index i. Thus it would be advantageous
if Alice and Bob could play the single-shot game G by “embedding” it in a randomly chosen ith
coordinate of G", and playing G" conditioned on the event that the games indexed by C have been
won. If they could do this, then by (1), the probability they win the ith coordinate of G", and hence
the original game G, is at least 1 — ¢/2 > val*(G), which would be a contradiction.

If the players are classical (i.e. use deterministic strategies), this embedding is performed in
the following way. Alice and Bob are first given questions (X;, Y;) for the i"th game. Based on their
received question, Alice and Bob jointly sample a dependency-breaking variable R. The essential
features of this dependency-breaking variable are:

1. Usefulness} Pyp rxviwe = Pajrxime - Pajryime

2. Sampleabllity PR|X1'Y1'W ~ PR|X1'WC ~ PRlyiwC

where “~” means closeness in statistical distance. Here, W¢ denotes the event that the players win
all the games in C. P 4 p|rx,y,w. denotes the probability distribution of Alice’s and Bob’s answers
in the ith coordinate when playing G", conditioned on the dependency-breaking variable R, their
received questions for the ith game (Xj, Y;), and the event We. The “Usefulness property” states
that, the players” answers in the ith round are independent of each other, conditioned on R, their
own questions, and Wc. Thus, given R distributed according to P x,y,w., Alice can sample A; on
her own, because she possesses R and X;, and similarly Bob can sample B; on his own, because he
possesses knowledge of R and Y;. By (I), the probability that V(X;, Y;, A;, Bi) = 1 will be strictly
greater than val®(G), wherein we would arrive at a contradiction.

As the name suggests, the “sampleability property” implies that Alice and Bob can (approx-
imately) jointly sample the variable R. Even though the distribution P x,y,w. may depend on
both players’ questions, the sampleability property shows R, up to some error, only depends on
X; or Y;, but not both. Using the correlated sampling procedure of [Hol09], Alice and Bob can jointly
sample R from P x,y,w with high probability.

3We will let P denote the probability distribution that describes the joint distribution of the random variables rele-
vant in an execution of the strategy for G”, including the players” questions Xj, ..., Xy, Y, ..., Yy, the players” answers
A1,...,An, By,..., By, and the dependency-breaking variable R.



At a high level, the proof of our quantum parallel repetition theorem is similar. However in-
stead of sampling a dependency-breaking variable R, the players will need to sample a dependency-
breaking state. It is an entangled state |¥y,,,) that depends on both Alice’s and Bob’s questions
(xi,yi), and satisfies similar Usefulness and Sampleability properties:

1. Usefulness: The distribution of measurement outcomes by making local measurements on
[¥x.v;) is equal to P 4 5, x,v;w-

2. Sampleability: There exist states |®x;) and |T'y,) such that [¥x,y,) ~ [®x,) ~ |Ty,)

where “~” means closeness in ¢, distance, and the statements hold on average over X;Y;.

The Usefulness property states that if on input (x;,y;), Alice and Bob were to share the en-
tangled state [¥y,,), then they could make local measurements to obtain outcomes distributed ac-
cording to P 4 g, x,v,w., Which would mean that their success probability would be Pr(Win i [Win C),
which is greater than val*(G), an impossibility.

The Sampleability property implies that on input (x;, ;) Alice and Bob are actually able to
approximately prepare the state [¥,,,). This is because of the quantum correlated sampling procedure
of Dinur, Steurer, and Vidick, who used it to prove a parallel repetition theorem for entangled
projection games [DSV14]. It is entirely analogous to Holenstein’s correlated sampling procedure:
Alice has a description of a state |Py,) that’s close to [¥x,y,), and Bob has a description of a state
IT'y,) that is also close to [¥x,y,). Via local transformations on preshared quantum entanglement,
Alice and Bob can generate an approximation of [¥x,y,). Combined with the Usefulness property,
Alice and Bob are then able to win the ith game with too high probability.

It is not difficult to define states that satisfy the Usefulness property. Consider an execution
of the entangled strategy for G". In the beginning, the players share some entangled state |¢),
and upon obtaining questions (x,...,x,) and (y1,...,yx), the players apply local measurements
depending on these questions to |¢) to obtain answer tuples (ay,...,4,) and (by,...,b,). One
can define an ensemble of states {|¥y,,,)} that are, roughly speaking, derived from the post-
measurement state of the players conditioned on the players having won all the games in C (that
is, conditioned on the event W¢), and having received a specific question pair (x;,y;) in the i’th
coordinate. Such an ensemble of states would satisfy the Usefulness property.

However, the primary challenge is achieving Sampleability property, that is, to show the states
|¥y,y:) only depend on one player’s question, but not both. One major obstacle to proving the
Sampleability property is the following: in the players’ strategy for G", Bob (say) may elect to
“print” his entire vector of questions (y1, .. ., ¥») into the entangled state |). He can do this by ap-
plying a local unitary operation controlled on his questions on some ancilla qubits in |i). We can-
not say he does not do this, because the shared entangled state |i) and the players’ measurements
are completely arbitrary. But this implies that we cannot hope to prove that the post-measurement
state is independent of y;, conditioned on x;.

Despite such barriers, we are able to define the ¥y, ;,) in such a way that removes such adver-
sarial dependencies on the players” questions. Assuming (for contradiction) that the players’ prob-
ability of success is at least n~O(1), then we are able to prove that these states satisfy the Sampleabil-
ity property. We build upon many previous works: we use the information theoretic framework
of [CS14) [PY14], carefully combined with the operator analysis techniques from [DSV14]. The



definition of the dependency-breaking states |¥y, ;) includes the classical dependency-breaking
variables of [Hol09] used to prove Raz’s parallel repetition theorem. Our final constructed strategy
for the single-shot game G uses both classical and quantum correlated sampling procedures.

2 Preliminaries

2.1 Probability distributions

We largely adopt the notational conventions from [Hol09] for probability distributions. We let
capital letters denote random variables and lower case letters denote specific samples. We will
use subscripted sets to denote tuples, e.g., X = (X1,..., Xn), X[y = (x1,...,xn), and if C C [n]
is some subset then X¢ will denote the sub-tuple of X, indexed by C. We use Px to denote the
probability distribution of random variable X, and Px(x) to denote the probability that X = x
for some value x. For multiple random variables, e.g., X,Y,Z, Pxyz(x,y,z) denotes their joint
distribution with respect to some probability space understood from context.

We use Py|x_,(y) to denote the conditional distribution Pyx(y, x)/Px(x), which is defined
when Px(x) > 0. When conditioning on many variables, we usually use the shorthand Pyj, . to
denote the distribution Pxy_, 7. For example, we write Py, . .., todenote Pyiq .o, x,—x, Y=y,
For an event W we let Pxyy denote the distribution conditioned on W. We use the notation
Ex f(x) and Ep, f(x) to denote the expectation }_, Px(x) f(x).

Let Px, be a distribution of X, and for every x in the support of P, let Py x,_, be a conditional
distribution defined over J. We define the distribution Px,Pyx, over X x } as

(PXOPY|X1)(x/y) = PXo(x) ) PY|X1:x(y)'

Additionally, we write Px zPyx, to denote the distribution (Px,zPy|x,)(x,z,y) := Px,z(x,z) -

PY|X1 =X (y) *
For two random variables Xy and X; over the same set X, we use

1
HPXO - PX] H = E Z ’PXU(X) - PX] (x)|/
xeX

to denote the total variation distance between Px, and Py, .

2.2 Quantum information theory

For comprehensive references on quantum information we refer the reader to [NC10, [Wil13].

For a vector |¢), we use |||¢)|| to denote its Euclidean length. For a matrix A, we will use ||A||;
to denote its trace norm Tr(vV AA'), and ||A||r to denote its Frobenius norm /Tr(AAY). A density
matrix is a positive semidefinite matrix with trace 1. The fidelity between two density matrices p
and ¢ is defined as F(p, o) = ||\/p+/0||1. For Hermitian matrices A, B we write A < B to indicate
that A — B is positive semidefinite. We use I to denote the identity matrix. A positive operator valued
measurement (POVM) with outcome set A is a set of positive semidefinite matrices {E” } labeled by
a € A that sum to the identity.

We will use the convention that, when |) is a pure state, i refers to the rank-1 density matrix
|)(1p|. We use subscripts to denote system labels; so pp will denote the density matrix on the

6



systems A and B. A classical-quantum state (or simply cg-state) px is classical on X and quantum
on E if it can be written as pxg = Y, p(x)|x)(x|x ® pg|x—y for some probability measure p(-). The
state pp|x— is by definition the E part of the state pxr, conditioned on the classical register X = x.
We write pxr x—, to denote the state |x)(x|x ® pgjx—y. We often write expressions such as pg, as
shorthand for pg|x_, when it is clear from context which registers are being conditioned on. This
will be useful when there are many classical variables to be conditioned on.

The Fuchs-van de Graaf inequalities relate fidelity and trace norm as

1 F(p,0) < ollp— ol < /1 F(o, 02 &)

When dealing with pure states, we can tighten the relationship between the trace norm and the
Euclidean distance:

Fact 2. For pure states |v) and |w), || |[v)(v| — |[w)w]| ||, < 2| |v) — |w) ||.

Ando’s Identity. For any symmetric pure state |¢) = }; \/A;|v;)|v;) for an orthonormal basis
{|v;)} and arbitrary linear operators X, Y, we have

(YIX @ Y]p) = Tr(Xy/pY' Vo),

where p = Y~ A;[v;)(v;| is the reduced density matrix of [¢) on either subsystem and the transpose
is taken with respect to the basis {|v;) }.

Information theoretic quantities. For two positive semidefinite operators p, o, the relative entropy
S(pl|o) is defined to be Tr(p(log p — log o) ). The relative min-entropy S (p||0) is defined as min{A :
o <24}

Let p4p be a bipartite state. The mutual information I(A : B), is defined as S(pg| 04 ® pB)-
For a classical-quantum state px 45 that is classical on X and quantum on AB, we write I(A; B|x) o
to indicate I(A; B),,.

Fact 3. For all states p ap, 04, and Tp, we have

S(paslloa ® ) > S(pagllpa @ pB) = I(A; B),.
Fact 4 (Pinsker’s inequality). For all density matrices p,c, %o — o3 < S(pl|0).

Lemma 5 ([JPY14], Fact I1.8). Let p = Y, Pz(2)|z)(z| ® ps, and p' = Y, Pz (z)|z){(z| ® pL. Then
5(¢'llo) = S(Pz|[Pz) +Ez [S(pzllpz)]- In particular, S(p'[l0) = Bz [S(pZ]lpz)).

We will also use the following Lemma from [CWY15, BVY15].

Lemma 6 ([CWY15| BVY15], Quantum Raz’s Lemma). Let p and o be two cq-states with pxa =
0X, Xy X, A ANd 0 = Oxp = 0x, ®0x, ... R 0%, ® 04 with X = X1Xy ... X, classical in both states.
Then

I(Xl' : A)p S S(PXA HU'XA)- (3)

n
i=1



2.3 Classical and quantum correlated sampling

Correlated sampling is a key component of Holenstein’s proof of the classical parallel repetition
theorem.

Lemma 7 (Classical correlated sampling [Hol09]). Let P and Q be two probability distributions over
a universe U such that |P — Q||1 < e < 1. Then there exists a zero communication two-player protocol
using shared randomness where the first player outputs an element p € U distributed according to P, the
second player samples an element q € U distributed according to Q, and with probability at least 1 — O(e),
the two elements are identical (i.e. p = q).

We call the protocol in the Lemma above the classical correlated sampling procedure. The next
lemma is the quantum extension of the correlated sampling lemma, proved by [DSV14] in order
to obtain a parallel repetition theorem for entangled projection games, a class of two-player games.
Their lemma is a robust version of the quantum state embezzlement procedure of [vDHO3].

Lemma 8 (Quantum correlated sampling [DSV14]). Let d be an integer and o > 0. Then there exists
an integer d' depending on d and «, and a collection of unitaries Vy, Wy acting on C™ for every state
l) € C? @ CY, such that the following holds: for any two states |@), |0) € C? ® C,

v 1/6
IV & WolEaar) = 9} [Ea) | < O(max{al’2, |19} —[0) |**})
where |E;) o 2?:1 j 1j)1j) is the d-dimensional embezzlement state.

We shall call the protocol in the Lemma above the quantum correlated sampling procedure.

3 Proof of the Main Theorem

Let G be a two-player one-round game with question distribution i and referee predicate V(x,y,4,b).
Let A and B denote the alphabets of Alice’s and Bob’s answers, respectively. Let val*(G) = 1 — .

Consider an optimal entangled strategy for G", which consists of a shared entangled state
|p)EaEs ¢ C? @ € and measurement POVMs for Alice and Bob, {Ai[[’;]]} and {B;m} respectively.
We will assume that |¢) is symmetric; i.e., [) = ¥, v/A|v;)|v;) for some orthonormal basis {|v;) }.
This is without loss of generality, as we can always rotate (say) Bob’s basis vectors to match Alice’s
basis vectors, and fold the unitary rotation into Bob’s measurements. For i € [n], let W; denote the
event that the players win coordinate i using this optimal strategy. Let W = W; A - - - A W,, denote
the event that the players win all coordinates. For a set C C [n], let We = AjecWi.

Proposition 9. Suppose that log1/ Pr(W) < en/16 — log4/¢. Then there exists a set C C [n] of size at
most t = & (log4/e+log1/ Pr(W)) such that

Pr(W;|W¢e) >1—¢/2.
iéI(;( 1’ C)_ e/

where i is chosen uniformly from [n] — C.

Proof. Set & = ¢/8. Let W-_; denote the event that the players won more than (1 — §)n rounds.
To show existence of such a set C, we will show that E¢ Pr(=W;|W¢) < ¢/2, where C is a (multi)set



of t independently chosen indices in [n]. This implies that there exists a particular set C such that
Pr(—=W;|W¢) < /2, which concludes the claim.
First we write, for a fixed C,

Pr(=W;|Wc) = Pr(=Wi|Wc, Wx1-5) Pr(Ws1-|Wc)+
Pr(=Wi|We, =Ws1-5) Pr(=Ws1_5|We).

Observe that Pr(=W;|Wc A W~1_5) is the probability that, conditioned on winning all rounds in C,
the randomly selected coordinate i € [n] — C happens to be one of the (at most) dn lost rounds. This
is at most on/(n —t) < e/4, where we use our assumption on ¢ from the Proposition statement.
Now observe that

Pr(We[-W>1-5)
Pr(We)

(1-9)

EPr(=W<q_s|Wc) < E
Cr( ~1-4] c)_C

<e/4
where in the second line we used the fact that Pr(W¢) > Pr(W). O

For the rest of the proof we will fix a set C given by Proposition 9}

3.1 Dependency-breaking variables

We introduce the random variables that play an important role in the proof of Theorem |1} Let
C C [n] be as given by Proposition@ We fixC = {m+1,m+2,...,n}, where m = n—|C|, as
this will easily be seen to hold without loss of generality. Let (X, Y|, ) be distributed according
to pi,) and (Ap,), Bjy) be defined from X, and Y, as follows:

_ ) o pPln)
PA[n]B[n]‘x[n]']/[n] (@), b)) = <¢|Ax[n] ® By, ).

Let (Xc,Yc) and Z = (Ac, Bc) be random variables that denote the players’ questions and an-
swers respectively associated with the coordinates indexed by C.

We use the random variables () and R that are crucially used in Holenstein’s proof of Raz’s par-
allel repetition theorem. Let Dy, . .., Dy, be independent and uniformly distributed in { Alice, Bob}.
Let My, ..., M,, be independent random variables defined in the following way: for each i € [m],

. Xl' if D,’ = Alice
Ml_{ Y; if D; = Bob

Now for i € [m], we define Q); := (D;, M;). We say that (); fixes Alice’s input if D; = Alice, and
otherwise (); fixes Bob’s input. We write () to denote the random variable (Q, ..., O, Xc, Yc),
where XY are Alice and Bob’s questions in the coordinates indexed by C. For i € [m] we write
Q) _; to denote the random variable () with (); omitted.

Proposition 10. Conditioned on Q, X, and Y, are independent.



Finally, we will define a dependency-breaking variable R := (Q, Ac, Bc), where Ac and Bc are
the players” answers in the coordinates indexed by C. For i ¢ C, we let R_; := (Q_;, A¢c, Bc). R;
will refer to ;. We will use lowercase letters to denote instantiations of these random variables:
e.g., _i, x;, and y; refer to specific values of R_;, X;, and Y;.

Throughout our proofs, all expectations are implicitly over the measure defined by P. For

example, the expectation Eq 7, indicates }, P AcBelxy (W—isac,bc). Given an event

isac,b
such as W (winning all the coordinates) or W¢ (winngné all the coordinates in C), P(W) and P(W¢)
will mean the probability of these events with respect to the distribution P.

The following Lemma expresses the idea that, because W¢ is an event that occurs with not-
too-small probability, conditioning on it cannot skew the distribution of variables corresponding
to an average coordinate by too much. This Lemma follows in a straightforward manner from

the [Hol09].

Lemma 11. The following statements hold on, average over i chosen uniformly in [m]:
1. E;[[Prxviwe — Prixpyll1 < O(V9)
2. Ei||Pxvir_jwe — Pxyy; - PR,i|X,Wc‘}1 < O(V9)
3. Ei |Pxvir_we — Pxov; - PR jyiwe Hl < O(V9)

where § := -- (log1/P(Wc) + |C|log | A||B]).

1
m

3.2 Two key Lemmas, and proof of the Main Theorem

For every i € [n] — C, we will construct a collection of bipartite states {|¥, , )} € C?®CY,
which we call dependency-breaking states, that are indexed by the dependency-breaking variable
r_; defined above, and questions (x;,y;). The following lemmas state the important properties of
this collection of states:

Lemma 12 (Usefulness Lemma). Forall r_;, x;,y;, there exist POVMs {@Zii,xi} and {B\fii,yi} acting on
C* such that

Adi Bbi
PAiBi\Li,Xi,yi(ai' bi) = Tr (A?ﬂvxi ® B, ‘Yr,,-,x,-,yl-) ‘
Lemma 13 (Sampleability Lemma). There exists an integer d' > d such that for every i,r_;, x;,y;, there
exist local unitaries U, _, x,, Vy_, y, acting on C? such that

IE e E H u o @ V”—i/]/i ‘Edd/> - ’Tr—irxi/}/i> ‘Ed’>

iYi | R_i|xiyi,We

| <o /pwe) )

where |Egy) and |Ey) are dd" and d'-dimensional embezzlement states, respectively, and ¢ is defined to be

)
5 (log 1/P(Wc) + |C|log | A||B).

Lemma [12|shows that the states [¥; ., ,,) are useful to have; they allow Alice and Bob to pro-
duce answers in the i"th coordinate whose statistics are consistent with the dependency-breaking
variable r_; and their inputs (x;,y;). Lemma [13|shows that these states are locally generatable by
Alice and Bob, when given joint access to preshared entanglement, the dependency-breaking vari-
able 7_; and their own inputs x; and y; respectively.

Using these two Lemmas we can prove the Main Theorem.

10



Proof of the Main Theorem. Consider the following strategy for the game G. Alice and Bob share
beforehand the embezzlement state |E;y) of dimension dd’ given by Lemma [13, and they also
have access to shared randomness. Given inputs (x;, ;) distributed according to Px,y, = u:

1. Alice and Bob jointly sample a uniformly random i € [n] — C.

2. Alice and Bob jointly, approximately sample R_; from Py
lated sampling procedure.

Jxiy:We using the classical corre-

3. Alice applies U, , x, to her side of |E;y)
4. Bob applies V;_, ,, to his side of |Eyz)

5. Alice measures her side of the entanglement using {g’ﬁi,xi} and outputs the outcome a;

6. Bob measures his side of the entanglement using {gfii,yi} and outputs the outcome b;
We now analyze the success probability of this strategy. We will use P to denote the distribution
of variables in the probability space associated with an execution of this strategy. For example, we
will write Py | x,y, to denote the distribution of R_; conditioned on X;Y; that is sampled in Step 1.
From Lemmawe have that on average over i, Pxyr ,jw. = Pxyy, - Pr_xwe = Pxvi - Pr_jviwes
where “~” means closeness in statistical distance. By invoking the classical correlated sampling
procedure of Lemma 7} we get

]I;: IPx.y, - ﬁR_i|Xin —Pxyr well < O(V3).

After Step 3, Alice and Bob will possess a state |A;_, y,,,) such that

]]Z.E E E HAr—i/xi/yi - ‘Philxz‘/yi ’1 < Ui

XiYi | R_j|x;,y:,We

where 7 = O((6'/4/P(Wc))'/12). Consider the measurement process in Steps 4 and 5. Let
p AiBi|r_;x;y; denote the distribution of measurement outcomes in this strategy, conditioned on their
inputs and a sampled value of r_;. By Lemma(l12|and the fact that the trace norm is nonincreasing
under quantum operations, we have that

E E E  IPasijvyr: — Pasivyr ] <
B E i e WP = Pasisyr ] <7

or equivalently
]]i':‘ HPXiYi ’ PR—i|XiYiWC ) PAiBi|xiryi/7’—i —Pxy; - PR—i|XiYiWC ) PAiBiR—i|XiYiWCH1 <7

By Lemma we have E; [[Pxy,w. — Pxy[l < V8. By triangle inequality and that Pxy. = Px.y,
we have

2 IPxvir a8, — Pxivir s welll < O(n).

11



Note that P X,Y;R_;A;B; represents the probability distribution of all the variables present in the strat-
egy above. Let W; denote the probability the players win the ith coordinate. Thus we get

2 IP(W;) — P(W;|Wc)| < O(n). (4)
Assume that |
cslogn
P(W) = el7p1/4

where ¢ > 0 is a universal constant, and s is the bit-length of the players” answers. Since P(W¢) >
P(W), and using our bound on |C| (from Proposition[9) and our bound on é (from Lemma [11), this
implies that the right hand side of () is at most ¢/4 (for an appropriate choice of ¢). This implies
that
EP(W;) > EP(W;|Wc) —e/4
1 1
>1—¢/2—¢/4
> val*(G)

where in the second line we used the bound from Proposition 9 However, this implies that there
cslogn

exists an i such that P(W;) > val*(G), which is a contradiction. Therefore P(W) < 7,
O

4 Proofs of the two Key Lemmas

Now we turn to proving the two key lemmas above, the Usefulness Lemma and the Sampleability
Lemma.

4.1 Quantum states and operators

In this subsection we define the states |¥,_, ,, ,,) and measurement operators {A\’;i_,.,xi} and {Efi,-,y,- }.

Recall that the dependency-breaking variable R consists of the set of fixed questions Q) = (X¢, Y¢, ), - ..

and fixed answers Z = (A, Bc) for the coordinates in C.

. . n b n
Coarse-grained measurements. We first coarsen the measurement POVMs {Ai[[n]]} and {BVH} that
constitute Alice and Bob’s strategy in G" to construct a set of intermediate measurements, which
essentially produce answers for the games in set C, conditioned on a setting of .

Fix i, w, ac, bc, x;, y;. Define
40

ac _ § An) be _ §
Aw,,-,x,- - IE Ax[n] Bw—i/yi - IE By[n]
X lw—i,x; Yilw-iyi
aplac by be

where 4, lac (resp. b |bc) indicates summing over all tuples aj, consistent with the suffix ac

(resp. by, consistent with suffix bc) and recall that IE Xy |01 is shorthand for ZXM P X |0 1=, Xi=x; (x[n] ).

We also define

Al = E A% Bl = E B .
w X[,,]\w X[n] w Y[,,]|w Yn)

12



Let p denote the reduced density matrix of |) on Alice’s side. Since we have assumed that
|¢) is symmetric, p is also the reduced density matrix on Bob’s side. For all i, w, x;,y;, ac, bc, let
Uw_;xiacr Uwacs Voo, ber and Vi b be unitaries such that

uw—i,Xi/ﬂC (AZJC,i,Xi)l/Z \/Z) Vw,,',]/l‘,bc (B(L:JC,i,y,' )1/2\/2)
Ueoac (A)'2 /P Vi (B2 /p

are positive semidefinite. Such unitaries can be found via singular value decompositions. For
notational convenience, let

— a 1/2 _ b 1/2

Sw_ixiac = Uw_yxiac (Acf,i,xi) wai,yi,bc - wai,yi,bc(Bcf,i,yi)
1/2 _ bc\1/2
Swac = Uw,ac <AZJC) / Tw,bc - VW,bc(BwC) /

Fine-grained measurements. Now we can define the fine-grained measurements that Alice and Bob
can apply to obtain answers for the i"th game. Define

A4a; _ o1 aca; c—1 pb; _ 71 be,b; -1
Afiilxi - w—irxir‘lCAw—irlxi W_i,Xi,AcC Bfi'ryi — Tw_iyibc ‘U—irlyi w_iYibe
where )
a
ac,a; __ [n] be,b; [n]
A“J—i:xi - Z X ‘IE . Ax[n] Bw—i}yi - E Y ‘IE } _By[n]
ll[n]‘llc,ai [n] 1V —irti b[n]‘bCrbi 1] —irYi

and aj, lac, a; (resp. b[n] |bc, b;) denotes summing over all ap, consistent with ac and g4; (resp. all
by, consistent with bc and b;). It is easy to verify that the sets {gfii,xi}uie 4 and {B\fii,yi }b,en form
POVMs. Here, for a square matrix A, A~1 denotes its generalized inverse.

States. Now we are ready to define the states. Fix i, 7_; = (w_;,ac, bc), and x;, y;. Then let

_ Sa]_,‘,ﬂc,Xj ® Tw,,-,bc,yi |llj>
HS‘U—i/ﬂC/xi ® wai,boyi |¢> H ‘

‘Tr—irxi/yi>
Observe that the normalization ||Se_,acx, ® T i beyi | ¥) H2 isequal to P p | .y, (ac, bc).

4.2 Proof of Usefulness Lemma (Lemma|12)
This Lemma follows from a simple calculation: for every x;,y;, a;, b;, r_;:

TI' (Agi,’,x,' ® B\bi Tr—it-"it%’)

r—i/Yi
1
= Tr (Al @ BIEl )y
2 W—i X W—i/Yi
HS‘U*i,ﬂc,xi & wa,-,bc,y,- |l/7> H

1 a b
- Y L E CTr(Ag@By)yl)
PACBC|w7i/xi/yi (uC’ bC) afy) ‘Elc,lli b[”] |bc,b,‘ X[”]Y[”] ‘w’i’xi’y" i i

 PaBAcBelw_i iy (@i bisac, be)

B P AcBelw sy (AC, bC)

= P a1y (i bi)-
In the second equality we used that conditioned on (), X, and Y|, are independent, so therefore
In the last equality we used that r_; = (w_;,ac,bc). This

IEX[n] lw—i,x; ]EY[n] lw-iy: = ]EX[n]Y[n] lw—ixiyi°
concludes the Usefulness Lemma.
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4.3 Proof of the Sampleability Lemma (Lemma

Overview. Here we give some intuition. We first analyze an ensemble of states {|Ty, x.a.)} (for
now we omit mention of the dependency-breaking variable R for simplicity). These are indexed by
Alice’s questions in the i’th coordinate, her questions in the C coordinates, as well as her answers
in the C coordinates. The state |I'y, x.q.) roughly represents the state of the players where only
Alice has applied her measurements — Bob hasn’t done anything yet.

Fix a y;, xc, ac. For average x;, x/ that are independently sampled from the marginal distribu-
tion P X;|Y,=yir W€ will show that

1

% xcac) = Taxeac) | ~ -

To handle issues such as Alice “printing” her input onto the state |¢) (as discussed in the intro-
duction), the definition of Ty, x.4.) requires local unitaries that “undo” such overt actions of Alice
and Bob - this is accomplished by the unitaries U and V defined in Section

Then, we consider what happens when we apply Bob’s measurement to both states [Ty, x.,a.)
and |Fx1/,,x ac)»and condition on obtaining answers bc for the C coordinates. His measurement will
depend on the questions y; and yc. The post-measurement states will be precisely |y, ;. xcyc.acbc)
and |Tx§,y,~,xc,yc,a obe)- The distance between these states will be, roughly speaking, the distance be-
tween |y, xcac) and [Ty . 4. ) divided by the probability of Bob obtaining outcome bc conditioned
on Alice obtaining ac. If we average this distance over all choices of xc, yc, ac, bc that imply the
event Wc, we get that the average distance between ¥y, . x ycacbe) and |TX§,yi,XC,yc,ac,bc> is ap-

1

proximately AP If P(W) is much greater than 1/n, then this distance is small. We then invoke

quantum correlated sampling (Lemma|g), and that proves the Sampleability Lemma.

Proof. We introduce the following state:
gQX[n]EAEBAC = Z PQXM (w/x[n}) w X[n] Nw x[n]| @ 4/ A?c?,,] W)y \/ A?cﬁl] ® |ac){ac|.

W, X [p)AC

If we trace out the E 4 register, we have that

CoxyEsac = 3, Paxy (@, xpm) [w xpmXw x| © A, VP @ |ac)ac|

(U,X[n] Ac

< Y Poxy (@,3) [0 X e x| © PAT, V@

W, X () AC

= Y Pax, (@ xp) [0 X {w x| @@,

w,x[n]

where p is the reduced density matrix of |¢) = }; /A;[v;)|v;) on Eg, AZE] denotes the entry-wise

complex conjugate of A?C‘[?n] with respect to the basis {|v;) }, and the last equality uses }_,_ A% =1
From the definition of So, we have

IC|-log|A| > Seo (C:QXMEBAC

I
CQXM ® CEB ® Tr(][)>

>S5 (CQXMEBAC

Eox, ® ey ® Th)) (1) < Sl
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2 IE S (CX[,I]EB ‘(U,HC gX[n] \w ® gEB) (Lemma

O,Ac

Now we apply Quantum Raz’s Lemma:

|C|-10g|A|
E E I(X;,E , < —02 <6
OAc i (Xi; Eplw,ac)e < m -

)

where recall that we defined § = (|C|log|.A| - |B|)/m. Applying the inequalities of Pinsker and
Jensen, we obtain

E E E - < V6. 6
OAc T X;|wac “E;EB\W,X;,HC gEB\w,ﬂc Hl = (6)
These marginal density matrices have a nice description. Fix i, w, x;, ac. First we note that the state
CEp|w,xiac does not depend on w;, because we are already conditioning on x;. Thus we can write it
as Crylw_,xac- Then

1 —ac
Z PX[,,,] |w,,v,xi (‘x[ﬂ] ) \/F)Ax[c;,] \/ﬁ

PAC |w,,v,x,~ (ac) x[n]

= ; (ZPX lw_; x, )Aﬂc ) \/ﬁ

PAclw,,',Xi(aC) JC[”

= o VPAG P

PAC|w_,-,xi (‘ZC

gEB‘w—irﬂCrxi =

Similarly,

gEB\w/ﬂc = ) \anC\f

Pa |w(aC

For all w, x;, ac, define the following (unnormalized) states:

‘rw—hxiraC> = Swfi/xi/ac ® ]I ’lIJ> ‘rw/aC> = Sw,ac ® ]I ’lp> (7)
where the S operators were defined in Section Let Yw_;xi0c = (Paclw ;v (@ N2 = |[ITew_xac) |l
and Yy a. = (F’Adw(ac))l/2 = |||Tw,ac) || denote their norms. We will write

‘rwf,-,x,-,uc> = 'Yw,i,xi,ac|rw7,',xi,uc> |rw,ac> 'Yw ac Tw, 11c>

to denote the normalized states.

For notational convenience we will suppress mention of w_; and z = (ac,bc), and implic-
itly carry them around. Thus, for example, when we write |T'y,) and |T,,), we implicitly mean
ITw_.x,ac) and [T qc), respectively.

Fix x;, and consider the following:

ITx) = [T 112

= <<fx,-’ - <T(Ui‘> <|fx'> - ‘f“”'>>
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—Tr (\/ﬁ(fy;fsx,. — 7l Se) (151 — 7] swi)\/p) (Ando’s Identity)
= 175" Sxv/P — Ve Swi VPR

Next we use the Powers-Stormer inequality [PS70], which states that for positive semidefinite
operators A, B, we have |A — B||2 < || A% — B2||y. Since S,,\/p and S, /p are by construction are
positive semidefinite, the above is bounded by

< 752505t — 1o SwipSh, |- (8)

We can write Sy,0St = Uy, (Ax,)"?p(Ax,)/?Uf = \/pAx\/p and S,,pSt, = \/pAw,\/p- Next we
observe that for any square matrix A, ||Al|; = ||Al|1, where A denotes the entry-wise complex con-
jugate in some basis. By taking the complex conjugate with respect to the basis that diagonalizes
p, we have that (8) is equal to

1752 VPANP — Yol VO Aw /P 1 )

We see that (9), averaged over i,w,ac and x; is exactly the quantity bounded in (6). Applying
Jensen’s inequality, we have

51/4 > IEQAECX, H ‘rwq,xi,ﬂc> - ’fwﬂlc> H (10)
> E_E X Tlosae = [FXFluacl (1)

where in the second line we used Fact and we write |T)T |y, x,q instead of
\Tw . xpac)(Tw xiac| to save space.
Define the cq-states
cDé)X,-EAEBAC = Z PQAcXi (w' ac, xi) ’wxi><wxi’ ® ’fxf‘w—i;xi/ﬂc ® ’aC><aC’
w,ac,xi
and

Dix e Epae = Y. Paacx(w,ac,xi) |wx;Xwxi] @ T)XTwa ® |ac)ac]
w,uc,x,-

so that the bound in (11)) is equivalent to

< 51/4 (12)

i DHi
]IZ.E Hq)QXiEAEBAC - ®QXiEAEBAC 1

We define the quantum operation £ acting on registers (Q)Ep as follows: for all w and density
matrices T,
& w)w ® T |w)w] @) T T}, 4 @ |be)bel.
be

In other words, the quantum operation £ will, controlled on (), apply the measurement cor-
responding to the T,, ;. operators (defined in Section[4.1) to the Ep part of the state, and save the
measurement outcomes in an ancilla register.

The operation £ is an isometry, so we have that

HZEHE ( é)XiEAEBAC> - & ($6XiEAEBAC) < st (13)

!
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Let us examine what happens when we apply £ to @bX[ EAEsAc:

g <<D§)X,-EAEBAC>

= QAEX ‘wx1><wxl‘ ® E Tw,bC |fw_,-,x,-,ac ><fw—i/xi/ﬂc ‘ T:J,bc ® |acbc><acbc|
CAl be

Tw,bc |rw7i,xiﬂc ><rw4,x1,ﬂc | T:;,bc
PAC\w,,»,x,‘ (aC>

= B TP a0 o] 01 ® lacheache
be

lac

= ng( ’wx1><wxl‘ ® Z TwrbC |Fw—i1xirﬂc><rw—i/xi/ﬂc ’TZJ,bC ® |acbc><acbc|

aCrbC

where in the second equality we used that the normalization of |T)T| is equal to P4 clw_px(ac),
and that P 4|+, (4c) = Pacjw_,x,(ac). Similarly, we have that

€ (Pxrrpnc) = E lwxdewxil® ¥ TuselTwac) Taac Thy, @ lache)acbel.

uCrbC

Define Aé)XiEAEBAch =£& (q)inEAEBAC) and /A\bxl_EAEBACBC =& (QADBXZ_EAEBAC). In both these
states, the event of W is well defined: the registers XY (which are part of the dependency-
breaking variable () and AcBc are classical. Furthermore, we claim that the probability of the
event W in A’ and A’ are equal to the probability of W¢ in the actual repeated strategy. Let

IT= Y. |xcycacbe)(xcycacbe|
xc.yc.ac,be:
V(xc,ycsmac,be)=1

be the projector onto the subspace corresponding to the event Wc. Then for all i

Tr (HAi )
= Z PQX; (wxl) E <rw—i1xiruC | T:J,bc Twrbc |I—'w,1‘,x1',llc>
w,X; ac,bec:

V(xc,ycacbc)=1
= Z PQXi(wxi) E <’P‘ (Sw—irxi,ﬂc ® Tw/bc)1L (Sw—irxirﬂc ® TW,bc) |’~/J>

w,Xj ac,be:
V(xcycmacbe)=1

CTrasten) T (VA e a) (A e B ) )

W, X llc,bc:
V(xCIyC/aCIbC):l
Using the definitions of A . .. and Bl we see that this quantity is identical to P(W¢). Similar
reasoning shows that Tr (H[A\i) = P(Wg).
Let Ay p poacsowe = (IATI/P(We) and ALy poy e = (TTATI)/P(We) denote Af
and A’ conditioned on the event Wec. So we have

51/4
P(Wc)

~

i
AQXiEAEBACBdWC <

(14)

i
I'? "AQXiEAEBACBC|WC 1
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Let us bundle together the () and A¢ B¢ registers into R. For all ¥ = (w, ac, bc) and x;, define

Sw—i/xi:ac ® Tw,bc WJ>
H S“Lirxi,ﬂc ® Tw,bc |1;U> H

Sw,ac & Tw,bc ’ ll)>

Y., .\ =
’ i’,x1> st,ac®Tw,bc|¢>H

’Tr> =

Then we see that
AZRXI‘EAEB|WC = IE |rx1><rx1| ® |Tr,x,-><1fr,x,- |

RX;|We
and
A;QX,-EAEB|WC le [r)(r| ® IE |2i)(xi| @ [Fr)(Fr |-
We see that ARX EAEp|We and A}{X EaEp[We AT€ both cq-states that are classical on RX; and quantum

on E4Eg. The inequality in (14) implies that the trace distance between the classical parts of Ai

and A%N isat most 6'/4/P (WC) Thus we can change the classical part of A . tomatch the class1cal
part of A, . by at most doubling the error:

[ Il (2] = 19208D)| < 20
which implies that
26174
BB I~ 0T < 2o

By Lemma E; IPa,x,we — Payx;ll1 < V6. Applying that to the above, we get

2 51/ 4 \[
E E Y, (Y Y, (Y
EE | B ) = | < s+
where the middle expectation over ();X; is over the prior distribution (i.e. before conditioning on
the event W¢). Now observe that in this prior distribution, (); fixes Y; with probability 1/2, so we
in fact get

E E
1

451/4 3
Y Y Y, XY, .. < —— 42
;XY |: _l‘xl i We H ’ r_i,Xi y1>< r_i,Xi y1| | r—t/]/l>< r_iYi | H1:| — +

P(Wc)

where the states ¥, ,,,,) were defined in Section and |¥,_,y,) is [¥;) where r = (r_;, w;)
and w; fixes Y; = y;. Applying the Fuchs-van der Graaf inequality, we obtain a bound in terms of
Euclidean distance:

IZEX]]ZEY |: —ilxi i, W H‘\Ijr ki yl> ”i,}/i>H:| = © <(51/4/P(WC>)1/2> (15)

Similar reasoning implies that

1/4 1/2
EE [ B )~ ¥l <0 (0 /p(e) ) 16)
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where |¥,_, x.) is [¥,) where r = (r_;, w;) and w; fixes X; = x;. By triangle inequality, we have

EE | E e M) = !‘Pri,x»l!] <0 (84 /P(We))' ). (17)
Let 7 := O ((6V4/P(W¢))Y/?). Fix r_; x;,y;. Since r_; is public, Alice knows r_;, x;, and thus
knows a classical description of the state |®, ). Similarly, Bob knows a classical description
of the state |®, , ). By the Quantum Correlated Sampling Lemma of [DSV14] with parameter
n = 176, there exists a dimension d’ that depends only on d and «, and unitaries U, _, ,, and Vi i
such that

1/6
Huhifxi ® V”—i/yi’Edd’> - ’Tr—i/xi>’Ed,>’| < O(max{‘xl/lzl |\P7’—i/xi> - "Yti,yi> H ! })

We can average this over i, x;, y;, and r_; to get that

~-F

E U x. Ve y|Eqar) — |Yr_. x;) |Ea
E | B s @ Ve |Ba) = 19} E)]

<EE E O 1/12,‘P..—‘I’..1/6]
XY, |:Ri|xiryi,WC (maX{a H| L"xl> | L”y'>‘ })
So(lxl/Z‘l)
=0(n'"")

where in the second inequality we used the following fact: for an nonnegative random vari-
able X with mean u = E X, we can bound the expectation E max{,/#, X} < O(\/p). Using
the bound (16), we get

E E RV, o AEq) — ¥, oo )| Eg < 1/12
EE | E U ® Vel Ea) = [¥r ) [Ea) || < O02)

as desired.
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