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Abstract

While exponential separations are known between quantum and randomized communication
complexity for partial functions (Raz, STOC 1999), the best known separation between these
measures for a total function is quadratic, witnessed by the disjointness function. We give the
first super-quadratic separation between quantum and randomized communication complexity
for a total function, giving an example exhibiting a power 2.5 gap. We also present a nearly
optimal quadratic separation between randomized communication complexity and the logarithm
of the partition number, improving upon the previous best power 1.5 separation due to GG60s,
Jayram, Pitassi, and Watson.

Our results are the communication analogues of separations in query complexity proved using
the recent cheat sheet framework of Aaronson, Ben-David, and Kothari (STOC 2016). Our main
technical results are randomized communication and information complexity lower bounds for a
family of functions, called lookup functions, that generalize and port the cheat sheet framework
to communication complexity.
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1 Introduction

Understanding the power of different computational resources is one of the primary aims of com-
plexity theory. Communication complexity provides an ideal setting to study these questions, as it
is a nontrivial model for which we are still able to show interesting lower bounds. Moreover, lower
bounds in communication complexity have applications to many other areas of complexity theory,
for example yielding lower bounds for circuits, data structures, streaming algorithms, property
testing and linear and semi-definite programs.

In communication complexity, two players Alice and Bob are given inputs x € X and y € Y
respectively, and their task is to compute a known function F': X x ) — {0, 1, *} while minimizing
the number of bits communicated between them. We call such a function a communication function.
The players only need to be correct on inputs (z,y) for which F(z,y) € {0,1}. The function is
called total if F'(z,y) € {0,1} for all (z,y) € X x ), and otherwise is called partial.

A major question in communication complexity is what advantage players who exchange quan-
tum messages can achieve over their classical counterparts. We will use R(F) and Q(F') to denote
bounded-error (say 1/3) public-coin randomized and bounded-error quantum communication com-
plexities of F', respectively. We also use D(F") for the deterministic communication complexity of F'.
Note the easy relationships D(F) > R(F) > Q(F).

There are examples of partial functions F' for which Q(F) is exponentially smaller than R(F)
[Raz99]. For total functions, however, it is an open question if Q(F') and R(F') are always polyno-
mially related. On the other hand, the largest separation between these measures is quadratic, wit-
nessed by the disjointness function which satisfies R(D1sJ,,) = Q(n) [KS92, Raz92] and Q(D1sJ,,) =
O(y/n) [BCW98, AA03]. Our first result gives the first super-quadratic separation between Q(F)
and R(F') for a total function.

Theorem 1. There exists a total function F: X x Y — {0,1} with R(F) = Q(Q(F)5).

In fact, we establish a power 2.5 separation between Q(F') and information complexity [BJKS04],
a lower bound technique for randomized communication complexity (defined in Section 2).

Another interesting question in communication complexity is the power of different lower bound
techniques. After years of work on randomized communication complexity lower bounds, there are
essentially two lower bound techniques that stand at the top of the heap, the aforementioned infor-
mation complexity [BJKS04] and the partition bound [JK10]. Both of these techniques are known to
dominate many other techniques in the literature, such as the smooth rectangle bound, corruption
bound, discrepancy, etc., but the relationship between them is not yet known. For deterministic
protocols, a bound even more powerful than the partition bound, is the logarithm of the partition
number. The partition number, denoted x(F'), is the smallest number of F-monochromatic rect-
angles in a partition of X x ) (see Section 2 for more precise definitions). We use the notation
UN(F) = log x(F), where UN stands for unambiguous nondeterministic communication complexity.

Showing separations between R(F') and UN(F) is very difficult because there are few techniques
available to lower bound R(F') that do not also lower bound UN(F). Indeed, until recently only
a factor 2 separation was known even between D(F') and UN(F'), shown by Kushilevitz, Linial,
and Ostrovsky [KLO99]. This changed with the breakthrough work of G&ds, Pitassi, and Watson
[GPW15], who exhibited a total function F' with D(F) = Q(UN(F)?). Ambainis, Kokainis and
Kothari [AKK16] improved this by constructing a total function F with D(F) > UN(F)2=°(), This
separation is nearly optimal as Aho, Ullman, and Yannakakis [AUY83] showed D(F) = O(UN(F)?)
for all total F.

Goos, Jayram, Pitassi, and Watson [GJPW15] improved the original [GPW15] separation in a
different direction, constructing a total F' for which R(F) = Q(UN(F)?). In this paper, we achieve



a nearly optimal separation between these measures.
Theorem 2. There exists a total function F: X x Y — {0,1} with R(F) > UN(F)?~o(1),

In particular, this means the partition bound can be quadratically smaller than R(F'), since the
partition bound is at most UN(F).

1.1 Comparison with prior work

The model of query complexity provides insight into communication complexity and is usually
easier to understand. Many theorems in query complexity have analogous results in communication
complexity. There is also a more precise connection between these models, which we now explain.
For a function f: {0,1}* — {0,1}, let DI(f) be the deterministic query complexity of f, the
minimum number of queries an algorithm needs to the bits of the input x to compute f(z), in
the worst case. Similarly, let RY(f), Q¥*(f), and UNY(f) denote the randomized, quantum and
unambiguous nondeterministic query complexities of f.

Any function f can be turned into a communication problem by composing it with a com-
munication “gadget” G: X x Y — {0,1}. On input ((x1,...,2n), (y1,...,yn)) the function f o G
evaluates to f(G(z1,91), ..., G(Zn,yn)). It is straightforward to see that D(f o G) < DI(f)D(G),
and analogous results hold for UN(f o G), R(f o G), and Q(f o G) (with extra logarithmic factors).

The reverse direction, that is, lower bounding the communication complexity of foG in terms of
the query complexity of f is not always true, but can hold for specific functions G. Such results are
called “lifting” theorems and are highly nontrivial. G66s, Pitassi, and Watson [GPW15], building
on work of Raz and McKenzie [RM99], show a general lifting theorem for deterministic query
complexity: for a specific G: {0, 1}201°8n x {0, 1}”20 — {0,1}, with D(G) = O(logn), it holds that
D(f o G) = Q(DY(f)logn), for any f: {0,1}" — {0,1}.

This allowed them to achieve their separation between D and UN by first showing the anal-
ogous result in the query world, i.e., exhibiting a function f: {0,1}"* — {0,1} with D(f) =
ﬁ(Uth( f)1?), and then using the lifting theorem to achieve the same separation for a communica-
tion problem. The work of Ambainis, Kokainis, and Kothari [AKK16] followed the same plan and
obtained their communication complexity separation by improving the query complexity separation
of [GPW15] to D(f) > UNdt(f)2—o(),

For separations against randomized communication complexity, as in our case, the situation is
different. Analogs of our results have been shown in query complexity. Aaronson, Ben-David, and
Kothari [ABK16] defined a transformation of a Boolean function, which they called the “cheat sheet
technique.” This transformation takes a function f and returns a cheat sheet function, fcg, whose
randomized query complexity is at least that of f. They used this method to give a total function
f with R¥(f) = Q(Q(f)?®). The cheat sheet technique is also used in [AKK16] to show the
query analog of our Theorem 2, giving an f with RI(f) > UNt(f )2*0(1). These results, however,
do not immediately imply similar results for communication complexity as no general theorem is
known to lift randomized query lower bounds to randomized communication lower bounds. Such a
theorem could hold and is an interesting open problem.

The most similar result to ours is that of Gods, Jayram, Pitassi, and Watson [GJPW15] who
show R(F) = Q(UN(F)"). While the query analogue R¥(f) = Q(UNY(f)™5) was not hard
to show, the communication separation required developing new communication complexity tech-
niques. We similarly work directly in the setting of communication complexity, as described next.



1.2 Techniques

While a lifting theorem is not known for randomized query complexity, a lifting theorem is known
for a stronger model known as approzimate conical junta degree, denoted deg;r/g( f) (formally defined

in Section 4.2). This is a query measure that satisfies degf/g( f) < R(f) and has a known lifting

theorem [GLM*IE)L(see Theorem 7). The first idea to obtain our theorems would be to show
(say) that degf/lo(fcs) = Q(degf/g(f))l and to use this lifting theorem. We were not able to show

such a theorem, however, in part because deg;r( f) does not behave well with respect to the error
parameter ¢.

Instead we work directly in the setting of communication complexity. We show random-
ized communication lower bounds for a broad family of communication functions called lookup
functions. For intuition about a lookup function, consider first the query setting and the famil-
iar address function ADDR: {0,1}¢** — {0,1}. Think of the input as divided into two parts,
x = (z1,...,7.) € {0,1}¢ and the data u = (ug,...,uge_1) € {0,1}2°. The bit string x is inter-
preted as an integer ¢ € {0,...,2° — 1} and the output of ADDR(x,u) is uy.

A natural generalization of this problem is to instead have a function® f: {0,1}"* — {0,1}
and functions g;: {0,1}" x {0,1}" — {0,1} for j € {0,...,2° — 1}. Now the input consists of
x = (x1,...,2.) where each z; € {0,1}", and u = (uo,...,usc_1) where each u; € {0,1}"". An
address £ € {0,...,2°—1} is defined by the string (f(z1),..., f(x)), and the output of the function
is g¢(x,ug). Call such a function a (f, {go, ..., g2c—1})-lookup function. The cheat sheet framework
of [ABK16] naturally fits into this framework: the cheat sheet function fcg of f is a lookup function
where gg(z1,...,zc,up) = 1 if and only if u, provides certificates that f(x;) = ¢; for each i € [c].

This idea also extends to communication complexity where one can define a (F, G)-lookup func-
tion in the same way, with F' a communication function and G = {Gy, ..., Gac_1} a family of com-
munication functions. Our main technical theorem (Theorem 5) states that, under mild conditions
on the family G, the randomized communication complexity of the (F, G)-lookup function is at least
that of F'. To prove the separation of Theorem 1, we take the function f = SiMON,, o OR,, o AND,,
and let F' be f composed with the inner product communication gadget. We define the family
of functions G in a similar fashion as in the cheat sheet framework. We show a randomized com-
munication lower bound on F' using the approximate conical junta degree and the lifting theorem
of [GLMT15].

Moving on to our second result (Theorem 2), we find that just having a lower bound on the
randomized communication complexity of a (F,G)-lookup function is not enough to obtain the
separation. The query analogue of Theorem 2 [AKK16] relies on repeatedly composing a function
with AND,, (or OR,), which raises its randomized query complexity by €(n). More precisely, it
relies on the fact that RY(AND, o f) = Q(nRY(f)). However, the analogous communication
complexity claim, R(AND,, o F') = Q(nR(F)), is false. For a silly example, if F' itself is AND,,
(under some bipartition of input bits), then R(AND,, o F') < D(AND,;2) = O(1). Another example
is if F': {0,1} x {0,1} — {0, 1} is the equality function on 1 bit, then R(AND,, o F') = O(1), since
this is the equality function on n bits.

To circumvent this issue, we use information complexity instead of randomized communication
complexity. Let IC(F') denote the information complexity of a function F' (defined in Section 2).
Information complexity, or more precisely one-sided information complexity, satisfies a composition
theorem for the AND,, function (Fact 37). While one-sided information complexity upper bounds

'We negate the function fcs because the obvious statement degf/lo(fcs) = ﬁ(degf/S(f)) is false in general.
*For simplicity we restrict to total functions here. The full definition (Definition 19) also allows for partial
functions.



can be converted to information complexity upper bounds (Fact 38), the conversion also requires
upper bounding the communication complexity of the protocol. This makes the argument deli-
cate and requires simultaneously keeping track of the information complexity and communication
complexity throughout the argument. Informally, we show the following theorem.

Theorem 3 (informal). For any function F, and any family of functions G = {Gy,...,Gaoc_1} let
Fg be the (F,G)-lookup function. Provided G satisfies certain mild technical conditions, R(Fg) =
Q(R(F)) and IC(Fg) = QIC(F)).

We prove this formally as Theorem 5 in Section 3. This is the most technical part of the paper,
requiring all the preliminary facts and notation set up in Section 2.1 and Section 2.2. The proof
relies on an information theoretic argument that establishes that a correct protocol for Fg already
has enough information to compute one copy of the base function F.

2 Preliminaries and notation

In this paper we denote query complexity (or decision tree complexity) measures using the super-
script dt. For example, the deterministic, bounded-error randomized, and bounded-error quantum
query complexities of a function f are denoted DI (f), RY(f), and QI(f) respectively. We refer
the reader to the survey by Buhrman and de Wolf [BAW02] for formal definitions of these measures.

A function f: {0,1}" — {0, 1, } is said to be a total function if f(x) € {0,1} for all z € {0,1}"
and is said to be partial otherwise. We define dom(f) := {z : f(x) # *} to be the set of valid inputs
to f. An algorithm computing f is allowed to output an arbitrary value for inputs outside dom(f).
AND,, and OR,, denote the AND and OR functions on n bits, defined as AND,, (21, ..., z,) = A/, @i
and ORy(z1,...,2,) == /i, z;. In general, f, denotes an n-bit function.

In communication complexity, we wish to compute a function F': X x ) — {0, 1, *} for some
finite sets X and ), where the inputs x € X and y € Y are given to two players Alice and Bob, while
minimizing the communication between the two. As in query complexity, F is total if F(x,y) €
{0,1} for all (z,y) € X x Y and is partial otherwise. We define dom(F') = {(z,y) : F(z,y) # *}.
As before a correct protocol may behave arbitrarily on inputs outside dom(F'). Formal definitions
of the measures studied here can be found in the textbook by Kushilevitz and Nisan [KNOG6].

For a function f: {0,1}" — {0,1,+} we let f¢ denote the function f¢: {0,1}"¢ — {0,1,*}¢
where f¢(z1,...,z.) = (f(z1),..., f(x.)). Note that dom(f¢) = dom(f)¢. For a communication
function F: X x Y — {0,1} we let F°: X x V¢ — {0,1}¢ be F((x1,...,2c), (Y1,---,Yc)) =
(F(@1, 1), -, Fe,ue).

We use D(F') to denote the deterministic communication complexity of F', the minimum number
of bits exchanged in a deterministic communication protocol that correctly computes F'(x,y) for all
inputs in dom(F'). Public-coin randomized and quantum (without entanglement) communication
complexities, denoted R(F') and Q(F’), are defined similarly except the protocol may now err with
probability at most 1/3 on any input and may use random coins or quantum messages respectively.
We use N(F') and UN(F) to denote the nondeterministic (or certificate) complexity of F' and the
unambiguous nondeterministic complexity of F' respectively. UN(F) equals log x (F'), where x(F') is
the partition number of F', the least number of monochromatic rectangles in a partition (or disjoint
cover) of X x ). We now define these measures formally.

Given a partial function F: X x Y — {0,1,%} and b € {0,1}, a b-monochromatic rectangle
is a set Ax B with A C X and B C Y such that all inputs in A x B evaluate to b or * on
F. A b-cover of F is a set of b-monochromatic rectangles that cover all the b-inputs (i.e., inputs
that evaluate to b on F') of F. If the rectangles form a partition of the b-inputs, we say that the



cover is unambiguous. Given a b-cover of F', a b-certificate for input (z,y) is the label of a rectangle
containing (x,y) in the b-cover. The b-cover number Cy(F) is the size of the smallest b-cover, and we
set Np(F) := [log Cp(F')]. The nondeterministic complexity of F' is N(F') := max{Ng(F), Ny (F)}.
The quantities UNy(F) and the unambiguous non-deterministic complexity UN(F') are defined
analogously from partitions.

It is useful to interpret a b-certificate for (z,y) € dom(F) as a message that an all-powerful
prover can send to the players to convince each of them that F(x,y) = b. In this interpretation,
Np(F') is the minimum over prover strategies of the maximum length of a message taken over all
inputs. Similarly, UN,(F) is the maximum length of a message when, in addition, for every input
in dom(F), there is exactly one certificate the prover can send.

We also use IC(F') to denote the information complexity of F', defined formally in Section 2.2.
Informally, the information complexity of a function F' is the minimum amount of information
about their inputs that the players have to reveal to each other to compute F. IC(F) is a lower
bound on randomized communication complexity, because the number of bits communicated in
a protocol is certainly an upper bound on the information gained by any player, since 1 bit of
communication can at most have 1 bit of information.

In Section 2.1 and Section 2.2 we cover some preliminaries needed to prove Theorem 5.

2.1 Information theory

We now introduce some definitions and facts from information theory. Please refer to the textbook
by Cover and Thomas [CTO06] for an excellent introduction to information theory.

For a finite set S, we say P: S — R is a probability distribution over S'if 3 _¢ P(s) = 1. For
correlated random variables XY Z € X x Y x Z, we use the same symbol represent the random
variable and its distribution. If p is a distribution over X, we say X ~ pu to represent that X is
distributed according to p and X ~ Y to represent that X and Y are similarly distributed. We
use Y* as shorthand for (Y | (X = z)). We define the joint random variable X @ Y € X x ) as

Pr(X®Y = (z,y)) =Pr(X =2) - Pr(Y =y).

We call X and Y independent random variables if XY ~ X ® Y.
A basic fact about random variables is Markov’s inequality. We’ll often make use of one par-
ticular corollary of the inequality, which we state here for convenience.

Fact 1 (Markov’s Inequality). If Z is a random variable over RT, then for any ¢ > 1,

Pr(Z > cE[Z]) <

Q-

In particular, if f is a function mapping the domains of X and Y to RT, then

Proe x(Byeyve[f(z,9)] > ) <B = Pruycxy(f(z,y) > 100a) < 5+ 0.01.

Proof. To see that the first equation holds, note that if the elements z € Z that are larger than
cE[Z] have probability mass more than 1/¢, then they contribute more than E[Z] to the expectation
of Z; but since the domain of Z is non-negative, this implies the expectation of Z is larger than
E[Z], which is a contradiction.

Now suppose that Pry x (Eyey=[f(z,y)] > o) < B. We classify the elements z € X into
two types: the “bad” ones, which satisfy E,. y=[f(z,y)] > a, and the “good” ones, which satisfy
Eyye[f(z,y)] < a. Note that the probability that an x sampled from X is bad is less than /3. For



good x, we have Pryy=(f(z,y) > 100a) < 0.01 by Markov’s inequality above (using the fact that
f(z,y) is non-negative and Ey«y=[f(z,y)] < ). Since the probability of a bad z is less than 3 and
for good z the equation f(z,y) < 100« only fails with probability 0.01 (over choice of y < Y*¥), we
conclude

Pr ) xy (f(z,y) > 100a) < 8+ 0.01
as desired. -

2.1.1 Distance measures
We now define the main distance measures we use and some properties of these measures.
Definition 2 (Distance measures). Let P and @ be probability distributions over S. We define

the following distance measures between distributions.

Total variation distance: A(P,Q) := max (P(s) — Q(s)) = %Z |P(s) — Q(s)].

seT s€S
Hellinger distance: h(P,Q) = \}i Z (\/P(s) — \/Q(s))Z.
ses

Note that this definition can be extended to arbitrary functions P: S — RT and Q: S —
R*. However, when P and (Q are probability distributions these measures are between 0 and 1.
These extremes are achieved when P = ) and when P and @ have disjoint support, respectively.
Conveniently, these measures are closely related and are interchangeable up to a quadratic factor.

Fact 3 (Relation between A and h). Let P and Q be probability distributions. Then

\}iA(P, Q) <h(P,Q) < VA(P,Q).

Proof. This follows from [Das11, Theorem 15.2, p. 515]. In this reference, the quantity v/2-h(P, Q)
is used for Hellinger distance. O

In this paper, we only use Hellinger distance when we invoke Fact 16 (Pythagorean property), a
key step in the proof of Theorem 5. Hence we do not require any further properties of this measure.

On the other hand, total variation distance satisfies several useful properties that we use in our
arguments. We review some of its basic properties below.

Fact 4 (Facts about A). Let P, P, Q, Q', and R be probability distributions and let XY € X x Y
and X'Y' in X x Y be correlated random variables. Then we have the following facts.

Fact 4.A (Triangle inequality). A(P,Q) < A(P,R) + A(R, Q).

Fact 4.B (Product distributions). A(P ® Q,P' ® Q') < A(P,P') + A(Q,Q’). Additionally, if
Q=Q then A(PRQ,P'@Q") =A(P,P).

Fact 4.C (Monotonicity). A(XY, X'Y') > A(X, X').

Fact 4.D (Partial measurement). If X ~ X', then A(XY, X'Y') = E, x[A(Y*,Y"")].

Proof. These facts are proved as follows.

A. Let P, @, and R be distributions over X. Then for any z € X we have |P(z) — Q(x)| =
|P(z) — R(z)+ R(z) — Q(z)| < |P(z) — R(z)| + |R(z) — Q(x)|. Summing over all z € X yields
the inequality.



B. Let P and P’ be distributions over X; Q and Q' be distributions over ). Then

APEQP Q) =33 Y IP@QW) - P@Q )

zeX yey

<3 3 S IP@RE) - P@Q W)+ IPEQ W) - P@)Q' )
zeX yey

= Y0 - QW)+ Y IP) - Pl = APP)+AQ.Q).
yey zeX

When @Q = @', the desired result follows immediately from the first line by factoring out Q(y).
C. Let the distribution of XY be P(z,y) and that of XY’ be Q(z,y). Let marginals on X’ be
P(z) =73, P(z,y) and Q(z) =3, Q(z,y). Since A(X, X') =3, |P(z) — Q(z)|, we have

T T Y ry

D. Let the distribution of XY be P(z,y) and that of X'Y’ be Q(z,y). Let marginals on X be
P(z) =3, P(z,y) and Q(z) == >, Q(z,y). Furthermore, let P(y|z) == P(z,y)/P(z) and
Q(y|r) == Q(x,y)/Q(x) be the distributions of Y and Y'* respectively. By assumption, we
have P(z) = Q(x). Then we can rewrite A(XY, X'Y') = %ny |P(z,y) — Q(z,y)| as

% > |P(z,y) - Qx,y)| = % > P)) |Pylz) - Qylr)| = Eee x[AY™,Y™)]. O

2.1.2 Markov chains

We now define the concept of a Markov chain. We use Markov chains in our analysis because of
Fact 15 (Independence) introduced in Section 2.2.

Definition 5 (Markov chain). We say XY Z is a Markov chain (denoted X <+ Y <« Z) if
Pr(XYZ = (z,y,2)) =Pr(X =2) - Pr(Y =y | X =2) - Pr(Z=2|Y =y).
Equivalently, XY Z is a Markov chain if for every y we have (XZ)¥ ~ XV @ ZY.

The equivalence of the two definitions is shown in [CT06, eq. (2.118), p. 34]. We now present
two facts about Markov chains.

Fact 6. If X 1 XY Z1Z5 are random variables and (X1X2) <> Y <> (Z123), then X1 <Y < Z;.
Proof. Assuming for all y, X{ XY Z7 7Y ~ XY XY ® ZYZ, we have

Pr(X{Z] = (z1,21)) = Z Pr(X{XYZ{ZY = (21,22, 21, 22))

2,22

= Y Pr(X{X{ = (v1,22)) - Pr(Z{ Z§ = (21, 2))
x2,22

=Pr(X{ = 1) - Pr(Z{ = z1).

Thus (X1Z,)Y ~ XY @ ZV. 0



Fact 7. Let X «+ Y + Z be a Markov chain. Then
AXYZXRQYRZ)<AXY,XQY)+AYZ Y ® 2).

Proof. This follows from the following inequalities.

AXYZ,XRY®Z)=E, yAX'®2ZY, X ® Z) (Fact 4.D: Partial measurement)
CEp v AXY®ZY, X ZY)+ A(X ® 2Y, X ® Z)] (Triangle inequality)
=E,v[AXY, X)+A(ZY,Z)] (Fact 4.B: Product distributions)
=AXY, XRY)+AYZY ®Z). (Fact 4.D: Partial measurement)]

2.1.3 Mutual information

We now define mutual information and conditional mutual information.

Definition 8 (Mutual information). Let XY Z € X x Y x Z be correlated random variables. We
define the following measures, where log(-) denotes the base 2 logarithm.

Mutual information: (X :Y) := Z Pr(XY = (z,y))log (Prf();(()ii;)?r(é;yi)y)> .

Conditional mutual information: I(X :Y | Z) =E,  zI(X:Y | Z=2)=E, z[(X*:Y?).
Mutual information satisfies the following basic properties.

Fact 9 (Facts about I). Let XY Z € X x Y x Z be correlated random variables. Then we have the
following facts.

Fact 9.A (Chainrule). (X :Y2Z)=I(X: Z2)+ (X :Y | Z)=1(X:Y)+ (X :Z |Y).

Fact 9.B (Nonnegativity). I(X :Y) >0 and (X : Y | Z) > 0.

Fact 9.C (Monotonicity). I[(X : YZ) > I(X : Y).

Fact 9.D (Bar hopping). I(X : YZ) > I(X : Y | Z), where equality holds if (X : Z) = 0.
Fact 9.E (Independence). IfY and Z are independent, then (X : YZ)>I(X : Z)+1(X : Y).
Fact 9.F (Data processing). If X <> Y <> Z is a Markov chain, then (X : Y) > I(X : Z).

Proof. These facts are proved as follows.
A. See [CT06, Theorem 2.5.2, p. 24].
B. See [CT06, eq. (2.90), p. 28] and [CT06, eq. (2.92), p. 29].
C. Follows from Fact 9.A (Chain rule) and Fact 9.B (Nonnegativity).
D

. From Fact 9.A (Chain rule) and Fact 9.B (Nonnegativity), it follows that I(X : YZ) =I(X :
Y2 +IX:2)>1UX:Y | 2).

&

Using Fact 9.A (Chain rule), we have (X : Z | V) =1(Z: X |Y)=1Z : XY)-1I(Z:Y).
Since Y and Z are independent, I(Z : Y') = 0, and hence we get

(X:Z|Y)=LZ:XY)>1(Z:X)=LX:2). (Fact 9.C: Monotonicity)

Then using Fact 9.A gives (X :YZ)=1(X:Y)+ (X :Z|Y)>I(X:Y)+1L(X : Z).



F. See [CT06, Theorem 2.8.1, p. 34]. O
We now present a way to relate mutual information and total variation distance.

Fact 10 (Relation between I and A). Let XY € X x Y be correlated random variables. Then
I(X:Y)>A*XY,X®Y) and T(X:Y)>E, xA*Y"Y).

Proof. To prove this we will require a distance measure called relative entropy (or Kullback—Leibler
divergence). For any probability distributions P and @ over S, we define

D(PQ) = 3 P(s) log L)

seS S>

We can now express [(X : Y) in terms of relative entropy as follows:
I(X:Y)=DXY|X ®Y) =E,xD(Y|Y). (1)

The first equality follows straightforwardly from definitions, as shown in [CT06, eq. 2.29, p. 20].
For the second equality, we proceed as follows:

BXYIX 0 Y) = S pla o o(HE0) Srte )Y syl tog (205)) — g, ().

We then use Pinsker’s inequality [CT06, Lemma 11.6.1, p. 370], which states

D(PIQ) = ﬁAQ(P Q) > A*(P,Q).

Combining (1) with Pinsker’s inequality completes the proof. ]

In general, it is impossible to relate I and A in the reverse direction. Indeed, mutual information
is unbounded, whereas variation distance is always at most 1. However, in the case where one of
the variables has binary outcomes, we have the following fact.

Fact 11 (I vs. A for binary random variables). Let AB be correlated random variables with A €
{0,1}. Let p==Pr(A=0), B := (B | A=0), and B := (B | A=1). Then

I(A: B) < 2loge A(pB° (1—p)B').
Proof. For every s € S, we define
B(s):=pB°(s) + (1 =p)B'(s) and  D(s) =pB°(s) — (1 - p)B'(s),

which gives
B D B(s)— D
o - BEEDE g B =D
2p 2(1-p)
Recall that although A(P, Q) is a distance measure for probability distributions, it is well defined
when P and @ are unnormalized. In particular, A(pB°, (1 — p)B') = £ 3" |D(s)|. We can now

upper bound I(A : B) as follows.

> T ra=amor (210

a€{0,1} s€S




— ; <p30(s) log <W> +(1—p)B'(s)log (M))

H(p) — 1+ Z (pBO(S) log <1 + gég) + (1 —p)B'(s)log (1 - ZE;;)) ’

sES

where H(p) := —plogp — (1 — p) log(1 — p) is the binary entropy function. Since H(p) < 1, we have

S S s)?
I(A: B) < (loge) Y (pBO(s)D() e —p)Bl(S)ZES§> — (loge) 1;((8)) ,

seS B(S) seS

using log(1 + x) < zloge (for all real z). Since B%(s) > 0 and Bl(s) > 0 for all s, we have
|D(s)| < B(s). Hence

I(4:B)< (1 D(s)* _ [D(s)I? _ 0 (1 _ Rl

: B) < (loge) »_ B@s) (loge) > B(s) < (loge) Y |D(s)| = 2loge A(pB°,(1—p)B").
ses S seS

O

Note that this inequality is tight up to constants. To see this, for any 6 € [0,1], consider
the distributions B® = (1 — 4,0,9) and B! = (1 —6,6,0). If p = 1/2, then I(A : B) = § and
A(pB°, (1 —p)BY) =§/2.

Our next fact gives us a way to use high mutual information between two variables to get a
good prediction of one variable using a sample from the other.

Fact 12 (Information = prediction). Let AB be correlated random variables with A € {0,1}. The
probability of predicting A by a measurement on B is at least

1_1_]1(‘4:3)
2 3

Proof. Let p = Pr(A = 0) and define a measurement M corresponding to output 1 as follows:
M(s) =0 for all s € S such that pB°(s) > (1 — p)B!(s) and M(s) = 1 otherwise. We view M as a
vector, and let 1 represents the all-1 vector. Then the success probability of this measurement is

p(L — M, B%) + (1 = p)(M, B") = p(1, B®) + (M, (1 — p) B' — pB")
—p+ 3 (1 - p)B(s) — pB°(s)

s€S 1 (1-p)B(s)—pB°(s)>0

=p+ % > 11 =p)B'(s) = pB°(s)| + (1 = p) B (s) — pB(5)
ses

53010~ p)BYs) ~ pB(s)
ses

N~ N~

+A(pB°, (1 - p)BY)
From Fact 11, we know that A(pBY, (1 —p)B') > 1(A: B)/(2loge) > (A : B)/3. O

2.2 Communication complexity

Let F': X x Y — {0,1,*} be a partial function, with dom(F') == {(z,y) € X x YV : F(z,y) # *},
and let € € (0,1/2). In a (randomized) communication protocol for computing F', Alice gets input
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x € X, Bob gets input y € ). Alice and Bob may use private and public coins. They exchange
messages and at the end of the protocol, they output O(x,y). We assume O(x,y) is contained in
the messages exchanged by Alice and Bob. We let the random variable II represent the transcript
of the protocol, that is the messages exchanged and the public-coins used in the protocol II. Let
be a distribution over dom(F") and let XY ~ u. We define the following quantities.
Worst-case error: err(Il) = ( )m(?x {Pr[O(x,y) # F(x,y)]}.
x,y)€
Distributional error: err“(H) =E, y)%XyPr[ (x,y) # F(x,y)].
CH(

Distributional IC: ICH(II):=I(X:II|Y)+I(Y :1I | X).

Max. distributional IC: IC(H) = max _ ICH(II).
w1 on dom(F)
ICof F: IC.(F):= inf IC(II)= inf max  ICH(II).
IT:err(II)<e IT:err(II)<e p on dom(F)
Randomized CC: CC(II) := max. number of bits exchanged in I (over inputs and coins).
Randomized CC of F: R.(F):= min CC(II).
IT:err(I1)<e

Note that since one bit of communication can hold at most one bit of information, for any
protocol I and distribution p we have ICH(IT) < CC(II). Consequently, we have IC.(F') < R¢(F).
When ¢ is unspecified, we assume ¢ = 1/3. Hence IC(F) = 1Cy3(F), R(F) = Ry/3(F), and
IC(F) < R(F'). We now present some facts that relate these measures.

Our first fact justifies using £ = 1/3 by default since the exact constant does not matter since
the success probability of a protocol can be boosted for IC and CC.

Fact 13 (Error reduction). Let 0 < § < & < 1/2. Let II be a protocol for F with err(IT) < e. There
exists protocol 11" for F such that err(II') < 6 and

I1C(IT) < O <1°g(1/5) it )) and CC(IT) < O (1og(1/5) ce( ))
(5-2)° )

This fact is proved by simply repeating the protocol sufficiently many times and taking the
majority vote of the outputs. If the error € is close to 1/2, we can first reduce the error to a
constant by using O(m) repetitions. Then O (log(1/0)) repetitions suffice to reduce the error
down to 0. Hence the communication and information complexities only increase by a factor of

O ((B2).

A useful tool in proving lower bounds on randomized communication complexity is Yao’s min-
imax principle [Yao77], which says that the worst-case randomized communication complexity of
F' is the same as the maximum distributional communication complexity over distributions p on
dom(F). In particular, this means there always exists a hard distribution p over which any protocol
needs as much communication as in the worst case. More precisely, it states that

F) = 1 II).
Re(F) = max = min  CCOD

Similar to Yao’s minimax principle for randomized communication complexity, we have a
(slightly weaker) minimax principle for information complexity due to Braverman [Bral2].

Fact 14 (Minimax principle). Let F: X x Y — {0,1,%} be a partial function. Fiz an error
parameter € € (0,1/2) and an information bound I > 0. Suppose P is a family of protocols such
that for every distribution p on dom(F') there ezists a protocol II € P such that

ert"(II) <e and ICH(II) <.

11



Then for any o € (0,1) there exists a protocol II' such that
err(Il') <e/a and ICAT) < I/(1— ).
Moreover, II' is a probability distribution over protocols in P, and hence CC(I") < maxpep CC(II).

Our next fact is the observation that if Alice’s and Bob’s inputs are drawn independently from
each other, conditioning on the transcript at any stage of the protocol keeps the input distributions
independent of each other.

Fact 15 (Independence). Let IT be a communication protocol on input X ® Y. Then X <> 11+ Y
forms a Markov chain, or equivalently, for each m in the support of I, we have

(XY)  ~X"R@Y".
Proof. Follows easily by induction on the number of message exchanges in protocol II. O

The next property of communication protocols formalizes the intuitive idea that if Alice and
Bob had essentially the same transcript for input pairs (x,y) and (2, 3’), then if we fix Bob’s input
to either y or ¢/, the transcripts obtained for the two different inputs to Alice are nearly the same.
This was shown by Bar-Yossef, Jayram, Kumar, and Sivakumar [BJKS04].

Fact 16 (Pythagorean property). Let (x,y) and (2',y') be two inputs to a protocol I1. Then
n*((z, y), (2’ y)) + b (M2, ), (2", y)) < 2- 02 (I(z,y), (2, y)).

Our next claim shows that having some information about the output of a Boolean function F'
allows us to predict the output of F' with some probability greater than 1/2.

Claim 17. Let F: X x )Y — {0,1,*} be a partial function and p be a distribution over dom(F).
Let XY ~ p and define the random variable F = F(X,Y). Let II be a communication protocol
with input (X,Y) to Alice and Bob respectively. There exists a communication protocol I for F,
with input (X,Y) to Alice and Bob respectively, such that
IOH(IT) < TICH(IT) + 1, CC(IT) = CC(I) + 1, and  er(IT) < % _ H(F:))H'X)
Proof. In II', Alice and Bob run the protocol II and at the end Alice makes a prediction for F
based on the transcript and her input, essentially applying Fact 12 (Information = prediction) to
the random variables F'* and II*. Alice then sends her prediction, a single additional bit, to Bob.
Clearly,
ICHIT") < ICH(IT) +1 and CC(II') = CC(II) + 1.

For every input x for Alice, her prediction is successful (assuming Bob’s input is sampled from Y?)
with probability at least 1/2+1I(F® : I1*)/3 by Fact 12. Hence the overall success probability of I/

is at least | I(ET T 1 E [M(F*:11%)] 1 I(F:IOX)
E 1 7 _ 1t X : i 7 ]
X |:2 + 3 :| 2 + 3 2 + 3

The following claim is used in the proof of our main Theorem 5 to handle the easy case of a
biased input distribution.

Claim 18. Let F': X x Y — {0, 1,*} be a partial function and let p be a distribution over dom(F).
Let € € (0,1/2) and ¢ > 1 be a positive integer. For i € [c], let X;Y; ~ p be i.i.d. and define
L; = F(X;,Y;). Define X = (Xq,...,X.), Y =M,....Y.), and L := (Lq,...,L.). Then either

12



(a) There exists a protocol I for F such that CC(II) = 1, ICH(II) < 1, and err*(Il) < 3 — &, or
(b)) A(XL,X @ W) < ce, where W is the uniform distribution over {0,1}.

Proof. Define, ¢*' == Pr[F = 0 | X1 = 21]. Assume E,, . x,[|3 — ¢®'[] > &. Let II be a protocol

where Alice, on input z1, outputs 0 if ¢ > 1/2 and 1 otherwise. Then,
1 1 1
er(IT) = 5 = By, |5 — ™' < 5 =

Assume otherwise E; . x, [|3 —¢”!|] < e. Let W be the uniform distribution on {0, 1}. This implies

1
AXL,X@W®) <c - AX1L1, X1 @ W) =c- ngxl[y5 —¢"] < ce,
where the first inequality follows from Fact 4.B (Product distributions). O]

3 Lookup functions in communication complexity

We now describe the class of functions we will use for our separations, (F,G)-lookup functions.
This class of communication functions and our applications of them are inspired by the cheat sheet
functions defined in query complexity in [ABK16].

A (F,G)-lookup function, denoted Fg, is defined by a (partial) communication function F': X x

Y — {0,1,*} and a family G = {Go, ..., Gae_1} of communication functions, where each G;: (X x
{0,1}™) x (V¢ x {0,1}™) — {0,1}. It can be viewed as a generalization of the address function.
Alice receives input x = (21, ...,2.) € X°and (ug, ..., uz_1) € {0,1}** and likewise Bob receives

input y = (y1,...,¥5.) € Y° and (vo,...,vec_1) € {0,1}™2°. The address, ¢, is determined by the
evaluation of F on (z1,y1),. .., (Ze ye), that is £ = F¢(x,y) € {0, 1, *}¢. This address (interpreted
as an integer in {0,...,2° — 1}) then determines which function G; the players should evaluate.
If £ € {0,1}¢, i.e., all (x;,y;) € dom(F), then the goal of the players is to output Gy(x,us,y, ve);
otherwise, if some (x;,y;) ¢ dom(F'), then the goal is to output Go(x,ug,y, vo)-

The formal definition follows.

Definition 19 ((F,G)-lookup function). Let F': X x ) — {0,1,*} be a (partial) communication
function and G = {Go,...,Ga_1} a family of communication functions, where each G;: (X x
{0,1}™) x (V¢ %x{0,1}"™) — {0,1}. A (F,G)-lookup function, denoted Fg, is a total communication
function Fg: (X x {0,1}2%) x Y¢ x {0,1}™%° defined as follows. Let x = (z1,...,2.) € X%y =
(Y15, Ye) € V4u= (ug,...,uge_1) € {0,1}"% v = (vg,...,v9e_1) € {0,1}2°. Then

{Gg(x,w,y,vg) if ¢ = Fe(x,y) € {0,1}¢

Fo(x,u,y,v) =
o y:v) Go(x,up,y,v9) otherwise.

As lookup functions form quite a general class of functions, we will need to impose additional
constraints on the family of functions G in order to show interesting theorems about them. To
show upper bounds on the communication complexity of lookup functions (Theorem 4), we need
a consistency condition. This says that whenever some (z;,y;) ¢ dom(F), the output of the G;
functions can depend only on x,y and not on u, v or j.

Definition 20 (Consistency outside F'). Let F': X x Y — {0,1,%} be a (partial) communication
function and G = {Gop,...,Gac_1} a family of communication functions, where each G;: (X¢ x
{0,1}™) x (Y x {0,1}"™) — {0,1}. We say that G is consistent outside F if for all i € {0,...,2° —
1}hu,v,u/,0" € {0,1}™ and x = (21, ...,2:) € Xy = (y1,...,Yc) € Y with £ = F¢(x,y) € {0,1}
we have Go(x,u,y,v) = Gi(x,u,y,v).
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In order to show lower bounds on the communication complexity of Fy (Theorem 5) we add
two additional constraints on the family G.

Definition 21 (Nontrivial XOR family). Let G = {Gp,...,G2c_1} a family of communication
functions, where each G;: (X¢ x {0,1}™) x (Y¢ x {0,1}™) — {0,1}. We say that G is a nontrivial
XOR family if the following conditions hold.

1. (Nontriviality) For all x = (z1,...,2.) € X and y = (y1,...,9:) € V¢, if we have { =
Fe(x,y) € {0,1}€ then for every i € {0,...,2°—1} there exists u,v,u’,v" € {0,1}" such that
Gi(x,u,y,v) 75 Gi(X,’U/,y, U/)‘

2. (XOR function) For all i € {0,...,2°—1},u, v/, v, € {0,1}™ and x = (21,...,2.) € Xy =
Y1y oy ye) €EYifu® v =1 @V then Gi(x,u,y,v) = Gi(x,u,y,v).

3.1 Upper bound

We now show a general upper bound on the quantum communication complexity of a (F,G) lookup
function, when G is consistent outside F. A similar result holds for randomized communication
complexity, but we will not need this.

Theorem 4. Let F': X x )Y — {0,1,%} be a (partial) function and G = {Gl,...,Gac_1} a family
of communication functions, where each G;: (X° x {0,1}") x (¥¢ x {0,1}") — {0,1}. If G is
consistent outside F (Definition 20) then

Q(Fg) = O(Q(F) - clog ¢) + max O(Q(Gi))

1€[2¢]
where Fg is the (F,G)-lookup function.
Proof. Consider an input where Alice holds x = (z1,...,2.) € X° and u = (ug,...,uge_1) €
{0,1}2° and Bob holds y = (y1,...,%.) € Y° and v = (vp,...,v2c_1) € {0,1}™?°. For each
i=1,...,¢, Alice and Bob run an optimal protocol for F' on input (x;,y;) O(logc) many times and

let ¢; be the resulting majority vote. Letting ¢ = (¢1,...,£.), they then run an optimal protocol for
Gy on input x,ug,y,ve a constant number of times and output the majority result.

The complexity of this protocol is clearly at most O(Q(F) - clogc) + max; O(Q(G;)). We now
argue correctness. First suppose that each (z;,y;) € dom(F') for i = 1,...,¢. In this case, the
protocol for F' computes F'(z;,y;) with error at most 1/3. Thus by running this protocol O(logc)
many times and taking a majority vote £ = (F(z1,41), ..., F(x¢, y.)) with error probability at most
(say) 1/6. Similarly by running the protocol for G, a constant number of times the error probability
can be reduced to 1/6 and thus the players’ output equals Gy(x, ug,y, v¢) with error probability at
most 1/3.

If some (z;,y;) € dom(F') then by the consistency condition Gp(x,u1,y,v1) = Ge(X,us,y,ve).
Thus in this case the players’ also output the correct answer with error probability at most 1/3. [

3.2 Lower bound

The next theorem is the key result of our work. It gives a lower bound on the randomized com-
munication complexity and information complexity of any (F,G)-lookup function Fg, when G is a
nontrivial XOR family, in terms of the same quantities for F'. Recall that the value of Fg(x,u,y, V)
is equal to Gy(x,up,y,vp), where £ = F¢(x,y). Intuitively, if G is a nontrivial family, then to eval-
uate Gy(x,ug,y,ve) the players must at least know the relevant input ug,v,. This in turn requires
knowing ¢, which can only be figured out by evaluating F'.
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Since the argument is long, we separate out several claims that will be proven afterwards. The
overall structure of the argument is explained in the main proof, and displayed visually in Figure 1.

Vi
(A2) (A3)
AXLXoW)<g? Vi I(L; : TL|X;) <67
No Yes Yes No
(A1) N _/
IC(TT) < g22¢ 7 [ Y8 " Claim 22
— 3) (4)

! Claim 24 i
(Gl 1] 5 (Gl 17

Claim 25

contradiction

Y Y

310, errt(I1,) < , 1C(11,) < IC(IT) + 1, CC(II,) < CC(IT) + 1

Wl

N[

’ minimax + error reduction‘

}

1T for F with err(Il') < £, IC(IT') = O(*IC(IT)), CC(T) = O(c*CC(I))

Figure 1: The structure of the proof of Theorem 5. Note that Claim 22 and Claim 24 only follow
if both of their incoming arcs hold.

In Theorem 5, we are given a bounded-error protocol II for Fg, and our goal is to construct
a bounded-error protocol Il for F' such that its communication complexity and information com-
plexity do not increase by more than a polynomial in ¢ compared to the protocol II.

As depicted in Figure 1, if (A1) fails to hold, then we are done. Otherwise, we assume p is an
arbitrary distribution over dom(F’), and check if (A2) or (A3) hold. We show that it is not possible
for both to hold, since that leads to a contradiction. If either (A2) or (A3) fail to hold, then we
have a protocol II,, that does well for the distrubition p. Finally we apply a minimax argument,
which converts protocols that work well against a known distribution into a protocol that works on
all inputs, and obtain the desired protocol II'.

3.2.1 Main result

Theorem 5. Let F: X x )Y — {0,1,%} be a (partial) function and let ¢ > logR(F). Let G =
{Go,...,Goe_1} be a nontrivial family of XOR functions (Definition 21) where each G;: (X¢ x
{0,1}™) x (V¢ x {0,1}™) — {0,1}, and let Fg be the (F,G)-lookup function. For any 1/3-error
protocol 1 for Fg, there exists a 1/3-error protocol 11 for F such that

IC(I') < O(AIC(ID)) and CC(I) < O(2CC(II)).
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In particular, R(Fg) = Q(R(F)/c?) and IC(Fg) = QIC(F)/c3).

Proof. In this proof, for convenience we define § = ﬁ (we are not trying to optimize the con-
stants).

Rule out trivial protocols. We first rule out the easy case where the protocol we are given, II,
has very high information complexity. More precisely, we check if the following condition holds.

IC(II) < §%2° (A1)

If this does not hold then IC(IT) > §22¢ = Q(R(F)/c?). By choosing the protocol whose com-
munication complexity is R(F'), we obtain a protocol II" for F' with IC(II') < CC(I') = R(F) =
O(c*IC(IT)) and we are done. Hence for the rest of the proof we may assume (Al).

Protocols correct on a distribution. Instead of directly constructing a protocol I’ for F' that
is correct on all inputs with bounded error, we instead construct for every distribution x on dom(F'),
a protocol II,, that does well on y and then use Fact 14 (Minimax principle) to construct our final
protocol. More precisely, for every p over dom(F') we construct a protocol II,, for F' that has the
following properties:

ICH(IT,) <IC(M) +1,  CC(I,)=CCA)+1 and  err”(I,) <1/2—-4/3.  (2)

Hence for the remainder of the proof let x be any distribution over dom(F') and our aim is to
construct a protocol satisfying (2).

Construct a distribution for Fg. Using the distribution p on dom(F'), we now construct a
distribution over the inputs to Fg. Let the random variable T be defined as follows:

T = (Xl,...,XC,UO,...,Ugc_l,Yl...,n,vvo,...,‘/gc_l),

where for all i € [¢], X;Y; is distributed according to p and is independent of all other random
variables and for j € {0,...,2¢ — 1}, U;V; are uniformly distributed in {0,1}*™ and independent
of all other random variables.

For i € [c], we define L; = F(X;,Y;). We also define X = (Xi,...,X,.), Y = (¥1,...,Y0),
L= (Ly,...,L.), U := (Uy,...,Use_1), and V := (Vp,...,Vae_1). Lastly, for i € [¢] we define
X ;i =X1...X;1 X1 ... Xeand Xy = X7 ... X;_1. Similar definitions hold for L and Y.

Rule out easy distributions p. We now show that if x is such that the output of F'(X,Y) is
predictable simply by looking at Alice’s input X, then this distribution is easy and we can construct
a protocol II,, that does well on this distribution since Alice can simply guess the value of F'(X,Y)
after seeing X. More precisely, we check if the following condition holds.

AXL,X @ W) < ¢5/3, (A2)

where W is the uniform distribution on {0, 1}¢.
If the condition does not hold, we invoke Claim 18 with ¢ = §/3. Then we must be in case (a)
of this claim and hence we get the desired protocol II,,. Therefore we can assume (A2) holds.

Construct new protocols II;. We now define a collection of protocols II; for each i € [¢]. II;
is a protocol in which Alice and Bob receive inputs from dom(F’). We construct II; as follows:
Given the input pair (X;,Y;) distributed according to u, Alice and Bob use their public coins to
sample ¢ — 1 inputs X_;Y_; according to u®¢ and inputs U and V uniformly at random. Note that
Alice and Bob now have inputs XU and YV distributed according to 7. The random variable
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corresponding to their transcript, which includes the messages exchanges and the public coins, is
I, = (I, X_;,U,Y_;, V). We then claim that
Vi€ [c], CC(II;) =CC(I) and ICH(II;) <IC(II).

It is obvious that CC(II;) = CC(II) because the bits transmitted in II; are the same as those in II.

The second part uses the following chain of inequalities, which hold for any i € [c].

IC() > ICT(M) =(XU : T | YV)+ LYV : T | XU) (definition
>IX; -0V XU0Y,V)+1I(Y; - 1T | X;X_,UY_;V)  (Fact 9.D: Bar hopping
=X, IX_,U0Y_,V | Y)+ 1Y, : IX_,UY_;V | X;) (Fact 9.D: Bar hopping
= ICH(ILy). (definition

The second equality used the fact that I(X; : X _;,UY_,V | V;) =1(Y; : X, UY_;,V | X;) =0.

~— — ' ~—

Rule out informative protocols II;. We then check if any of the protocols II; that we just
constructed have a lot of information about the output L;. If this happens then II; can solve F' on
w1 and will yield the desired protocol II,. More precisely, we check if the following condition holds.

If it does not hold, then we apply Claim 17, which gives us the desired protocol II, satisfying (2).
Hence we may assume that (A3) holds for the rest of the proof.

Obtain a contradiction. We have already established that (A1), (A2), and (A3) must hold,
otherwise we have obtained our protocol II,. We will now show that if (A1), (A2), and (A3)
simultaneously hold, then we obtain a contradiction. To show this, we use some claims that are
proved after this theorem.

First we apply Claim 22 to get the following from (A1) and (A2).

Pri, e x (A", 11" ® Up) > V) < 0.01. (3)

Intuitively this claim asserts that for a typical  and /¢, the transcript II* has very little information
about the correct cell Uy, which is quantified by saying their joint distribution is close to being a
product distribution. This would be false without assuming (A1) because if there was no upper
bound on the information contained in II, then the protocol could simply communicate all of U, in
which case it would have a lot of information about any U;. We need (A2) as well, since otherwise
it is possible that the correct answer £ is easily predicted by Alice by looking at her input alone, in
which case she can send over the contents of cell U, to Bob.

We then apply Claim 23 to get the following from (A3).

Pr(, o x (AU, (IIUy)") > 100V/cd) < 0.01 (4)

Intuitively, this claim asserts that for a typical x, the transcript (and even the contents of Uy,
Alice’s part of the contents of the correct cheat sheet cell) does not change much upon further
conditioning on ¢. This is just one way of saying that Alice (who knows x and U) does not learn
much about ¢ from the transcript II. The assumption (A3) was necessary, because without it, it
would be possible for II to provide a lot of information about L (conditioned on X).

We then apply Claim 24, which uses (3) and (4) to obtain the following:

Pr(x,yl,ue,ve%—XYLULVL (A(HL%&W’W, Ha:,yl) >6- 10° - \/5) < 0.09. (5)

This equation is a key result. It says that conditioning on a typical (x,y,¥), the message
transcript does not change much on further conditioning on a typical (ug,ve). Finally, we use
Claim 25 to obtain a contradiction from (5).
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Minimax argument. Note that in all branches where we did not reach a contradiction, we
constructed a protocol satisfying (2). Hence we constructed, for any p over dom(F'), a protocol
I1,, that satisfies (2). From here it is easy to complete the proof. First we use Fact 14 (Minimax

principle) with the choice « =1 — g and € = l -5 to get a protocol II for F such that

- 1 -
IC(IT) <O (5 IC(H)) , CC(Il) < CC(II) +1 and err( )<1/2-4§/6.
Finally, using Fact 13 (Error reduction), we get a protocol I’ for F' such that

IC(IT) <O ((53 IC(IT )> co(r)y <o (5200( )> and  err(Il') < 1/3.

This completes the proof since 1/6 = O(c). O
This completes the proof of the theorem, except the claims we did not prove, Claim 22, Claim 23,

Claim 24, and Claim 25. We now prove these claims.

3.2.2 Proofs of claims

Claim 22. Assume the following conditions hold.

IC(IT) < 6°2° (A1)
AXL,X®@W) <ci/3 (A2)
Then we have
Pri, oy x 1 (A((IIU)*, 11 ® Uy) > V/3) < 0.01. (3)
Proof. Using (A1), we have
§22¢ > IC(I) > ICT(I) = [(UX : 11 | YV) + [(YV : IT | XU) (definition)
>IUX:II|YV) (Fact 9.B: Nonnegativity)
>IU 11| XYV) (Fact 9.D: Bar hopping)
=I(U:1IYV | X) (Fact 9.D: Bar hopping)
>I(U 11| X) (Fact 9.C: Monotonicity)
=E, . xI(U:1I | X =x) (Definition 8: Mutual information)
=E, xI(U} ---Us. : II7) (notation)
>Erex 23;1 LUy - 1I%) (Fact 9.E: Independence)
=2°Ey xEpe wI(U7 : I17). (W is the uniform distribution)
= 0*>Eupexewl(U7F : 1II7).
= 0> Prgpcxew (U7 117) > 0). (Fact 1: Markov’s Inequality)

We now want to replace the distribution X ® W with X L on the right hand side. Since A(XL, X ®
W) < ¢0/3 from (A2), changing the distribution from X ® W to XL only changes the probability
of any event by 2¢d/3 < c¢d. Therefore

0.01 > ¢85 + 6 > Pryx, (I(UF : T%) > 6)

> Prigoexr(A 2(TIU,)*, I @ UF) > 8)  (Fact 10: Relation between T and A)
=Pr (z,0) <—XL(A2((HU )5 1* @ Up) > 9) (Uy is independent of X)
= Pri; o) xr (A(IIU)", 11" @ Up) > Vo). 0
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Claim 23. Assume the following condition holds.

Then we have

Pr(p e xn(A(IIU)™, (IIU,)*) > 100v/cd) < 0.01.

(A3)

(4)

Proof. We first show that (ITIU) together carries low information about L even conditioned on X.

More precisely we show that

cd >1(L:1IU | X). (6)
This follows from the following chain on inequalities starting with (A3).
0> I(L; - 1I; | X5)
= ]I(LZ NIX UYL,V | Xz) (deﬁnition of Hz)
= ]I(LZ : HX_Z‘UY_Z‘VX<Z'Y<Z' | Xz) <X<iY<i contained in X_iY_Z‘)
>I(L; : X YLIIU | X) (Fact 9.D: Bar hopping and Fact 9.C: Monotonicity)
>I(L; : Lo;1IU | X) (Fact 9.F: Data processing)
=I(L;, : IU | L; X). (Fact 9.D: Bar hopping)
By summing this inequality over 7, we get
cd >0 (L :TIU | Ly X)
=I(L:1IU | X). (Fact 9.A: Chain rule)
This is (6), which we set out to show. Using this inequality, we have
cd >1I(L:-1IU | X)
=E,. xI(L:TIU | X = x) (Definition 8: Mutual information)
=E, xI(L* : (IIU)") (notation)
> By 0 x A2 (V)™ (TIU)") (Fact 10: Relation between I and A)
> iy 0 x 1 A% (TU) ™, (TIU)"). (Fact 4.C: Monotonicity)
= Ve > E(L@)%XLA((HUE)LE, (I1U,)*). (convexity of square)
= 0.01> PI‘(I75)<_XL(A((HU5)I’€, (IIU,)*) > 100v/¢6) (Fact 1: Markov’s Inequality) (4)
This completes the proof. ]
Claim 24. Assume the following conditions hold.
Pr(, oy x 1 (A((IIU)*, 11 ® Uy) > V/3) < 0.0L. (3)
Pr(p e x (AU, (IIU,)*) > 100v/cd) < 0.01. (4)
Then we have
Pr (1 y b0 XY LULV: (A(Hw&%”@,n%w) >6-10°- \/5) < 0.09. (5)
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Proof. First, using (4) we can show

0.01 > Pri, g x 1 (A((TIU)™, (I1U;)") > 100V/c9) (4)
> Pr(p e xn (AT, II%) > 100v/cd) (Fact 4.C: Monotonicity)
= Prpexp (AT @ U, TI* @ Uy) > 100V cd). (Fact 4.B: Product distributions) (7)

Using (3), (4), and (7), the union bound and Fact 4.A (Triangle inequality) we get

0.03 > Pry g x1L (A((HUE)M, 1" @ Uy) > 300\/5)

= Pr e xr Eﬂem,e(A(UZ’K’ﬂ, Us)) > 300\/5) (Fact 4.D: Partial measurement

= Prppye xi (Ereme(AUPYT @ YOO U @ Y5OT)) > 300\/5) (Fact 4.B

=Prionexe

AUP Y= Uy @ YHIH) > 300\/5) (Fact 4.D: Partial measurement

)

)

Eﬂ&nz,g(A(Uf’z’”Yx’z’”, Uy @ Y5E™)) > 300@) (Fact 15: Independence)
=Prnexe )
)

M N N T N NN

= Prippexi (Epeyee(AUPP IV U @ I204)) > 300\/5) (Fact 4.D

where the third equality follows since for all (z,¢), the variables (U,IT1Y')®* form a Markov chain.

To see this, fix x and ¢, and consider giving Alice the input x together with an input distributed

from U%¢. Also, give Bob an input generated from (Y'V)®!. Since U is uniform and independent

of everything else, Alice’s input is independent of Bob’s. Fact 15 (Independence) then implies that

U & ™ < (YV)®! is a Markov chain. Then Fact 6 allows us to conclude U, , Lo It o Yol
Next, using Fact 1 (Markov’s Inequality), we get

0.04 > Py, 0 xvL (A((Ugl'[)%y’e, Uy @ (I°94)) > 30000«/5) . (8)
By symmetry between Alice and Bob, we get
0.04 > Priyy 0 xvL <A((V5H)x’y’£, Vp @ (74 > 30000\/5) . 9)
Using Egs. (8) and (9) and the union bound we get
z,y,¢ z,y,L z,y,¢ z,y,¢ N
0.08 > Pry y pyexvr (A((UADN)™Y7, Uy @ (IT77)) + A((VID)™¥5, V, @ (IT797)) > 60000V 6
> Preycovn (A(UAIV)™, U @ (I1794) @ V) > 60000Ved ) (Fact 7)
where the last inequality used the fact that (U,IIV;)®¥* is a Markov chain, which follows from a
similar argument to before. Using Fact 4.D (Partial measurement) and Fact 1 (Markov’s Inequality),
we then get
0.09 > Pty e xyz v, (AIIEPE0 TP > 6100 Veg ) O
Claim 25. If we assume

P4y up0) XY LULV, <A(szy’€qu,H’W) > 6106 - \/5) < 0.09 (5)

then we have a contradiction.
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Proof. Eq. (5) implies that there exists (z,y,¢) such that
0.09 > Pry, o) v, (AT T > 62100 Ved)

Recall that Gy only depends on the XOR of the strings uy and vy. We assume without loss of
generality that the number of strings s € {0,1}" such that Gy(x,us,y,v) = 1 when uy ® vy = s
is at least the number of strings s for which Gy(z,up, y,v¢) = 0 when uy ® vy = s. A symmetric
argument holds otherwise. This implies that there exists a string s such that G(z,up, y,vs) = 1
whenever uy ® vy = s and

0.18 > Pry,c 1, (A(H%Mw,ue@ﬂ v > 6 10° - \/5) .

Fix any ¢t € {0,1}" such that Gy(z,up,y,v,) = 0 whenever uy @ vy = t. The inequality above
implies that there exists a string u, such that

6-10%- Vo > A(TIYLuew®s Tty
and  6-100- Vo > A(TI2YHudt@swdt ety

Using Fact 4.A (Triangle inequality) we get

0.001 > 12 . 106 \/> > A( Ty, up upPs Hx,yﬁug@s@t ’u,g@t)
> h2(I[%9-bueue®s Toybuedsotudt) (Fact 3: Relation between A and h)

_ h2((Hz,y Z)u;,u;@s (Hm,y,f)ue@s@t,ug@t) (notation)

v

1
§h2((Hz’y’Z)W’“Z@S, (1% yue®s®tue®sy - (Fact 16: Pythagorean property)

1
1A2(Hm’y’€’w’“‘@s, [[%9-bue@s®tue®s)  (Fact 3: Relation between A and h)

= 0.1 > V0.004 > A(II79bueue®s [ouluedsbtuds)

v

This implies that the worst case error of protocol I1 is at least 0.5—0.1 > 1/3. This is a contradiction
because II was assumed to have error less than 1/3. O

4 Quantum vs. randomized communication

The goal of this section is to prove Theorem 1, which we restate for convenience:

Theorem 1. There exists a total function F: X x Y — {0,1} with R(F) = Q(Q(F)%5).

Overview. We start in the world of query complexity. Let TR,2 = OR,, 0 AND,, denote the Tribes
function on n? input bits. We study a partial function on n? bits:

STR = SIMON,, 0 TR,,2 = SIMON,, o OR,, © AND,,. (10)

Here SIMON,, is a certain property testing version of Simon’s problem [Sim97] introduced in
[BENROS] (defined in Section 4.1 below) which witnesses a large gap between its randomized
R¥(SimoN,,) = Q(y/n) and quantum QI(SiMoN,) = O(lognloglogn) query complexities. As
shown in [ABK16, §3], the cheat sheet version of STR witnesses an O(n)-vs-Q(n2?) separation be-
tween quantum and randomized query complexities. (Actually, they use FORRELATION [AA15] in
place of SIMON, but we find it more convenient to work with SIMON.)
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We follow a similar approach to the query case and first “lift” STR to a partial two-party
function F' = STR o [P} by composing it with IPj, the two-party inner-product function on b =
©(logn) bits per party. Our final function achieving the desired separation will be a (F, G)-lookup
function Fg where G forms a consistent family of nontrivial XOR functions, described in Section 4.4.
By Theorem 5, to show a lower bound on the randomized communication complexity of Fg, it
suffices to show a randomized communication lower bound on F = STR o IP;. We show the
following.

Theorem 6. Let b > clogn for a sufficiently large constant c. Then R(STR o IPy) > ﬁ(n%).

The basic idea of the proof of Theorem 6 is to use the query-to-communication lifting theorem
of [GLM™15], which requires us to show a lower bound on the approximate conical junta degree of
STR (see Section 4.2 for definitions). For this, we would like to show that each of SIMON,,, OR,,
AND,, individually have large junta degree and then invoke a composition theorem for conical junta
degree [GJ16]. Because of certain technical conditions in the composition theorem, we will actually
need to show a lower bound on the functions SIMON,,, OR,,, AND,, in a slightly stronger model, as
discussed in Section 4.3. This will prove Theorem 6.

The other half of Theorem 1 is a quantum upper bound on the communication complexity of
Fg, for a particular family of functions G. We need that the family G is consistent outside F,
and that each function G; € G has Q(G;) = O(n). We do this in a way very analogous to the
cheat sheet framework: each function G;(x,u,y,v) evaluates to 1 if and only if u @ v verifies that
(zi,y;) € dom(F) for all i € [c]. The players check this using a distributed version of Grover search.
The formal definition of Fg and the upper bound on its quantum communication complexity appear
in Section 4.4.

4.1 Simon’s problem

The partial function SIMON,,: {0,1}™ — {0, 1, *} is defined as follows. (For convenience, we actually
use the negation of the function defined in [BFNRO08].) We interpret the input z € {0,1}" as a
function z: Z¢ — {0,1} where d = logn (we tacitly assume that n is a power of 2, which can
be achieved by padding). Call a function z periodic if there is some nonzero y € Zg such that
z(x +y) = z(x) for all z € Z4. Furthermore, z is far from periodic if the Hamming distance
between z and every periodic function is at least n/8. Then

1 if z is far from periodic,
SIMON,,(z) =< 0 if z is periodic,

x otherwise.

The key properties of this function, proved in [BENROS, §4]|, are:

o Quantum query complezity: Q¥ (SIMON,,) < O(lognloglogn).
e Randomized query complexity: RY(SIMON,,) > Q(v/n).

Moreover, it is important for us that the randomized lower bound is robust: it is witnessed by
a pair of distributions (Dj, Do) where D; is supported on (SIMON,)~!(i) such that any small-
width conjunction that accepts under D; also accepts under Dy with comparable probability. We
formalize this property in the following lemma; for completeness, we present its proof (which is
implicit in [BFNROS8, §4]). One subtlety is that the property is one-sided in that the statement
becomes false if we switch the roles of D7 and Dy.
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Lemma 26 ([BFNROS|). Let « := \/n/2. There exists a pair of distributions (D1, Dg) where D;
is supported on SIMON, 1(i) such that for every conjunction C with |C| literals,

Procp[C(2) = 1] 2 (1 - [C]/a) - Provp,[C(2) = 1]. (11)

Proof. Assume 1 < |C| < « for otherwise the claim is trivial. Define U and D; as the uniform
distributions on {0,1}" and SiMON,, (1), respectively. Define a distribution Dy on periodic func-
tions z as follows: choose a nonzero period y € Zg uniformly at random, and for every edge of the
matching (x,2 + ) in Z¢ uniformly choose b € {0,1} and set b = z(z) = z(z + ).

Intuitively, C can distinguish between z <— Dy and a uniformly random string only if C' queries
two input vectors whose difference is the hidden period y that was used to generate z. Indeed, let
Sczd |8 < (E'), be the set of vectors of the form x + 2’ where C queries both z(x) and z(z').
Then, conditioned on the event “y ¢ S”, the bits C' reads from z are uniformly random. Hence

Pr.e po[C(2) = 1] > Proe poly ¢ SAC(2) = 1]
=Proepyly ¢ S] - Pronp,[C(2) =1 |y ¢ S
> (1= ()t 1) 2
> (1-[C|/vm) - 271, (12)

where the last inequality holds because |C| < a.

Since there are at most n2™? periodic functions, there are at most n2m/2 . 2nH(1/8) < 92n/3
functions at Hamming distance < n/8 from periodic functions (here H is the binary entropy
function). Hence the total variation distance between U and D; is tiny: A(U, Dy) < 272, Thus

Pr.. p,[C(z) = 1] < 271¢1 4 279 < (1 4 29y . 9-IC1, (13)
Putting (12) and (13) together we get

Procp,[C(2) = 1] > (1= |C]/v/A)(1 = 27%M) . Pr._p, [C(z) = 1]
> (1-2|C|/v/n) - Pracp, [C(2) = 1]. O

4.2 Query-to-communication

To prove the randomized lower bound R(STR o IP}) > Q(n“’) in Theorem 6 we apply the main
result of [GLM™15]: a simulation of randomized communication protocols by conical juntas—a
nonnegative analogue of multivariate polynomials.

Conical juntas. A conical junta h is a nonnegative linear combination of conjunctions; more
precisely, h = )~ wcC where we > 0 and the sum ranges over all conjunctions C': {0,1}" — {0,1}
of literals (input bits or their negations). For a conjunction C' we let |C| denote its width, i.e.,
the number of literals in C. The conical junta degree of h, denoted deg™’(h), is the maximum
width of a conjunction C' with we > 0. Any conical junta h naturally computes a nonnegative
function h: {0,1}" — R>¢. For a partial boolean function f: {0,1}" — {0,1,*} we say that h
e-approzimates f if and only if |f(z) — h(x)| < e for all inputs x € dom(f). The e-approzimate
conical junta degree of f, denoted degl (f), is defined as the minimum degree of a conical junta
h that e-approximates f. (Note: degl (f) is also known as the query complexity analogue of the
one-sided smooth rectangle bound [JK10].)
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Lifting theorem. The following theorem is a corollary of [GLM™*15, Theorem 31] (originally,
the theorem was stated for constant € > 0, but the theorem holds more generally for ¢ = 2-0().
note also that instead of degX (f), that paper uses the notation WAPPIt(f)). Here IP;: {0,1}° x
{0,1}* — {0, 1} is the two-party inner-product function defined by IPy(x,y) := (z,y) mod 2.

Theorem 7 (Lifting theorem [GLMT15]). For any € > 0 define b := O(log(n/c)) (with a large
enough implicit constant). For every partial f: {0,1}" — {0,1,*} we have

Re(f o TPy) > Q(degl (f) - b).
Hence, to prove Theorem 6, it remains to show for some not-too-small € > 1/ poly(n) that
deg (STR) > Q(n??). (14)

This will be done in the next section. (Recall from Fact 13 that the error parameter for the measure
Re can be reduced from any such ¢ to a constant at the cost of some O(logn) factor loss.)

4.3 Query lower bound

To prove (14) we use a composition theorem for conical junta degree due to [GJ16]. Ideally, we
would like to conclude the €(n?®) lower bound from the facts that SIMON,,, OR,,, AND,, (and some
of their negations) have approximate conical junta degrees Q2(y/n), Q(n), Q(n), respectively. These
facts are indeed implicit in existing literature; for example:

e The result of [BFNRO8] recorded in Lemma 26 implies degf/S(SIMONn) > Q(y/n).

e Klauck [Klal0] has proved even a communication analogue of deg! (OR,) > Q(n). (For an
exposition of the query version, see, e.g., [GJPW15, §4.1].)

e Jain and Klauck [JK10, §3.3] proved that degf/lﬁ(Tan) > Q(n?).

Unfortunately, the composition theorem from [GJ16] assumes some regularity conditions from the
dual certificates witnessing these lower bounds. (In fact, without regularity assumptions, a compo-
sition theorem for a related “average conical junta degree” measure is known to fail! See [GJ16, §3]
for a discussion.) It is unsurprising that suitable dual certificates of a special form can be found
(e.g., inspired by the above results). We now go through these straightforward verifications.

Composition theorem. We recall the necessary definitions from [GJ16] in order to state the
composition theorem precisely. The theorem was originally phrased for total functions, but the
result holds more generally for partial functions f provided the dual certificates are supported on
the domain of f. The following definitions make these provisions.

A function ¥: {0,1}" — R is balanced if ) ¥(x) = 0. Write X>¢ = max{0, X} for short.
A two-sided (v, B)-certificate for a partial function f: {0,1}™ — {0, 1, *} consists of four balanced

~

functions {V¥,, ¥, },=0,1 satisfying the following:

e Special form: There exist distributions Dy over f~1(1) and Dy over f~1(0) such that ¥y =
o (Dy — Dg) and ¥y = —U;. Moreover, U, is supported on f~1(v).

e Bounded 1-norm: For each v € {0,1} we have ||¥,||; < 6.

e Feasibility: For all conjunctions C' and v € {0, 1},

<\IIU70>ZO+<@MC> < ‘CKDU?C) (15)
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We also define a one-sided (o, §)-certificate for f as a pair of balanced functions {®¥;,¥;} that
satisfies the above conditions but only for v = 1.

Theorem 8 (Composition theorem [GJ16]). Suppose f admits a two-sided (resp. one-sided) (a1, B1)-
certificate, and g admits a two-sided (o, f2)-certificate. Then f o g admits a two-sided (resp. one-
sided) (ap g, 81 + nBa)-certificate.

Lemma 27 (Degree lower bounds from certificates [GJ16]). Suppose f admits a one-sided (c, 3)-
certificate. Then degt (f) > Q(a) provided e < 1/4 and 8 < /4.

Certificates for SIMON. For SIMON,,, a one-sided («, 0)-certificate, « := /n/2, is given by
W) = - (D; — Dy), ¥, =0,

where (D1, Dy) are from Lemma 26. Note that (11) can be rephrased as (Dy, C) > (1—|C|/a)(D1, C)
since (D,,C) = Pr,.p,[D(z) = 1]. The feasibility condition (15) follows:

(U1,C) 50+ (¥1,C) = (¥,C)
= a(Dy,C) — a(Dy, C)
< a(D1,C) — a1 = [C]/a)(D1,C)
= |C|(D1, C).

Certificates for OR. For OR,, a two-sided (n/2, n)-certificate is given by

\I/l = n/2-(D1—D0), \?1 = n/2~(D1—D2),
\I/() = n/2 . (DO - Dl), \I/() = 0,

where D; is the uniform distribution on inputs of Hamming weight i. To check the feasibility
conditions (15), we split into cases depending on how many positive literals C' contains. For
notation, let C; be a conjunction of width w = |C| having j positive literals (and thus w — j
negative literals). We have the following table of acceptance probabilities:

i (Do,Cj) (D1, Cy) (D, Cy)
0 L (a—w)/n ("3%)/(3)
1 0 1/n (n— w)/(g)
2 0 0 1/(%)

> 3 0 0 0

For v = 1, it suffices to consider j € {0,1} since any C; with j > 1 will have (D;,C;) = 0 and
hence (\Ifl,C’ ) <\I/1,C ) <0. For v = 0, it suffices to consider j = 0 since any C; with j > 0 will
have (Dg,C;) = 0 and hence (¥, C;) < 0. Here we go:
(U1, Co)z0 + (¥1,Co) = 0+n/2- (D1 — Dy, Co)
= n/2- (52 = ()/(3) = n/2- (252 (1 - 25E)
= /2 (52 ) =172 (=) 2
< (n_w)ﬁz <D17CU>7




<\111,01>20 + <\i/1,01> = n/2 . <D1,Cl> +n/2 . <D1 — DQ,C'1>

n- <D1,Cl> - n/2 . (DQ,Cl>
L2 (- w)/(3) = 1 - 52 = )
w/n =w(Dy,Ch),

IN

(Wo, Co)s0 + (W, Co) = (Wo,Co) =n/2-(Dy — Dy, Co)
=n/2-(1—(n—w)/n)=w/2
S w = w<D0, CO)

Proof of Theorem 6. For AND,,, a two-sided (n/2, n)-certificate can be obtained similarly to the
above (since AND,, and OR,, are duals of one another). We can now use Theorem 8 twice to compose
(Q(y/n),0)-, (n/2,n)-, (n/2,n)-certificates for SIMON,,, OR,,, AND,,, respectively, to end up with a
one-sided (Q(n?%), O(n3))-certificate for STR. Lemma 27 now yields (14) for € := ©(1/,/n). Hence
we can apply Theorem 7 to complete the proof of Theorem 6. O

4.4 Separation

We now explicitly define the (F,G)-lookup function we will use for our quantum vs. randomized
communication complexity separation. Let F' = STR o IP; as defined in Equation 10, for b =
©(logn). Let ¢ = 10logn. The definition of the family of functions G = {Goy,...,Gac_1}, closely
resembles the construction of cheat sheet functions. The most difficult property to achieve is to
make G consistent outside F. We do this by defining G;(x,u,y,v) to be 1 if and only if u ® v
certifies that each (x;,y;) is in the domain of F' (all functions G; will be the same). This condition
naturally enforces consistency outside F'. We further require that u@®wv certifies this in a very specific
fashion. This is done so that the players can check u @ v has the required properties efficiently
using a distributed version of Grover’s search algorithm.

We first define a helper function which will be like G; but just works to certify that a single
copy (x;,y;) of the input is in dom(F'). Let

P ({0’1}bn3 % {Ojl}n(nlogn+1)> % ({(Ll}lm3 « {0,1}n(n10gn+1)) — {071}

This function will be defined such that P(z,u,y,v) = 1 if and only if (z,y) € dom(F') is witnessed
by u @ v in a specific fashion, described next. Decompose = € {0, 1}1’"3 as * = (T4 jk)ijkeln]
where each z;;, € {0,1}°, and similarly for y. Let Ziik = IPyp(@iji, yiji) for 4,5,k € [n], and

zi = ORy, 0 ANDy (2411, - - -, Zinn) for @ € [n]. Now (z,y) will be in the domain of F' if and only if
(#1,...,2p) is in the domain of SIMON,,.
If the players know (z1, ..., z,) then they can easily verify if it is in dom(SIMON,,). Let w = u®wv

and decompose this as w = (¢, C), where ¢ € {0,1}" and C = (C4,...,C),) with each C; € [n]™.
Intuitively, ¢ can be thought of as the purported value of (z1,...,2,), and C; as a “certificate” that
¢; = z;. The function evaluates to 1 if these certificates check out.

Formally, P(x,u,y,v) =1 if and only if

1. ¢ € dom(SIMON,,)
2. for all i € [n]: if ¢; = 1 then C; = (4,0,...,0) and z;;, = 1 for all k£ € [n], and if ¢; = 0 then
Ci = (t1,...,tn) and z;j; = 0 for all j € [n].

Note that (2) ensures that if P(x,u,y,v) accepts then z; = ¢; for all i € [n].
Finally, we can define G; for i € {0,...,2° —1}: Gi(x,u1,...,Uc, ¥, V1,...,0.) = 1 if and only
if P((xj,u ), (y;,v;)) =1 for all j € [c].
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Claim 28. The family of functions G defined above is consistent outside of F' and is a nontrivial
XOR function.

Proof. Each G; is an XOR function by definition. Also, if F(x,y) ¢ {0, 1} because (say) (z;,y;) &
dom(F'), then P((xj,u),(y;,v)) will always evaluate to 0 no matter what w,v. This is because
P((xj,u), (yj,v)) can only evaluate to 1 if u@v = (g, C) where C certifies that z; = ¢; for all ¢ € [n]
as in item (2) above. If this holds, then P will reject when ¢ = (z1,..., 2,) € dom(F'). This means
G is consistent outside F'.

Finally, let (x,y) € dom(F*). Then there will exist u,v such that u @ v provides correct
certificates of this, and u’, v’ providing incorrect certificates. Thus each G; is nontrivial. O

To complete the separation, we need some known results on the behavior of quantum query and
communication complexity under composition.

Fact 29 (Composition of quantum query complexity [Reill]). Let f : {0,1}" — {0,1,%} and
g:{0,13™ = {0,1}. Then QU(f o ™) = O(Q™(f) Q*(9))-

Fact 30 (Composition with query function [BCWO98]). Let f: {0,1}" — {0,1,%} be a (partial)
functz'on For i € [n], let F;: X x Y — {0,1,%} be a communication problem. Then, Q(f o

(Fi,..., Fn)) = O(Q™(f) log QU(f) - max; Q(F;) log n).
We can now finish the separation.

Theorem 9. Let F' = STRoIPy, be defined as in (10) for b = ©(logn), G be the family of functions
defined above, and Fg be the (F,G)-lookup function. Then Fg is a total function satisfying

Q(Fg) =O0(bn) =0(n)  and  R(Fg) = Qn>").

Proof. We start with the randomized lower bound. As ¢ = 10logn > R(F’) we can apply Theorem 5
to obtain R(Fg) = Q(R(F)) = Q(n25) by Theorem 6.

Now we turn to the quantum upper bound. By Theorem 4 it suffices to show Q(F) = O(bn)
and max, Q(Gs) = O(bn). As Q¥ (S1moN,,) = O(lognloglogn) and Q¥ (OR, o AND,) = O(n), by
the composition theorem Fact 29 Q(STR) = O(n). Thus Q(F) = O(bn) by Fact 30, as Q(IP;) < b.

We now turn to show max, Q(G) = O(bn). Fix s and let the input to G, be (x,u,y,v). For
each ¢ € [c] the players do the following procedure to evaluate P(xy, ug, ys, v¢). For ease of notation,
fix £ and let x = 4,y = Yo, u = ug,v = vp. As above, let x = (wl-7j7k)i7j’k€[n} where each x;5;, € {0, 1}°
and similarly for y, ziji = IPy(zijk, yiji) for 4,5,k € [n], and z; = ORy, 0 AND, (2411, - - - ; Zinn) for
i € [n]. Alsolet w =u® v and w = (¢, C) where C = (C4,...,C,) and each C; € [n|". We will
further decompose C; = (Ci1, ..., Cin).

Alice and Bob first exchange n bits to learn ¢. If ¢ ¢ dom(SIMON,,) they reject. Otherwise,
they proceed to check property (2) above, that C; certifies that ¢; = z; for all ¢ € [n]. They view
this as a search problem on n? items g;; € {0,1} for i,¢ € [n]. If ¢; = 1 then g;+ = 1 if and only if
zirc,, = 1. If ¢ = 0 then g;; = 1 if and only if z;;c;, = 0. Then (x,u,y,v) satisfy property (2) in the
definition of P if and only if g;; = 1 for all 4,¢ € [n]. Each g;; can be evaluated using O(b+ logn)
bits of communication. Hence, using Grover search and Fact 30, it takes 6(bn) qubits of quantum
communication to verify that all g;; = 1. O

5 Partitions vs. randomized communication

In this section, we prove Theorem 2, which we restate for convenience:
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Theorem 2. There exists a total function F: X x Y — {0,1} with R(F) > UN(F)?—o1),

The proof closely follows the analogous result obtained for query complexity in [AKK16] using
the cheat sheet framework. For a total communication function F, we will define a special case of
(F, G)-lookup functions that are a communication analog of cheat sheets in query complexity.

Definition 31 (Cheat sheets for total functions). Let F': X x ) — {0,1} be a total function.
Fix a cover R = {Rp,...,Ronw_q} of X x YV by rectangles monochromatic for F. Let N =
min{log |X|,log|Y|} and ¢ = 10log N. Define a function

G (X x {0,1}NUE)) 5 (V¢ x {0,1}N )y - 40,1}

where G(x1,...,%c,a1,...,0c,Y1, .-, Ye,b1,...,b) = 1 if and only if (z;,y;) € Ry ep, for all i =
1,...,c. The cheat sheet function Fcg of F is the (F,{Gp,...,Go_1}) lookup function where
G; = G for all i. In other words, Fes(1, ..., Tc, Ugy -+, U2e—1, Y1y -+, Ye, Vs - - - , V2e_1) evaluates to
G(x1,..  TeyUgy Y1y -+ -y Yo, V), Where £ = (F(z1,41), ..., F(xc,ye)).

Remark 32. Note that Fg is in particular a (F, G)-lookup function where G is a nontrivial XOR
family (Definition 21), thus Theorem 5 applies. Further letting X’ x )’ be the domain of Fcg, note
that N’ = min{log |X’|,log |V'|} = O(cN + ¢ - 2°N(F)) = O(N!?).

Recall that the function TR,,2 on n? input bits is the composition OR,, o AND,,. The separating
function of Theorem 2 is constructed by starting with disjointness on n variables and alternately
taking the cheat sheet function of it and composing TR,,2 with it. Repeating this process gives a
function with a larger and larger gap between R and UN, converging to a quadratic gap between
these measures.

To prove this result, we first need to understand how the composition operations affect R and
UN. We start with UN, for which we wish to prove an upper bound.

Lemma 33 (AND/OR composition). For any communication function F, the following bounds
hold:

No(AND,, 0 F') < No(F') + logn

Nl(ANDn o F) < an(F)

UNo(AND, o F) < UNo(F)+(n—1) UN, (F)
UN; (ANDn o F) < nUN; (F)

No(ORy o F) < n No(F)

Ni(ORp 0 F) < Ny(F) +logn

UNg(ORy, 0 F') < nUNg(F)

UN1(ORp 0 F) < (1 — 1) UNg(F) + UN1 (F)

Proof. We prove the statements for the functions of the form AND,, 0o F'. The proofs for the functions
ORy, o F' are immediate by duality. A O-certificate for AND,, o F' on input ((z1,¥1),. .., (Zn,yn)) can
be the index ¢ such that F'(x;,y;) = 0, and O-certificate for (x;,y;) on F'. A 1-certificate for AND, 0 F'
can be l-certificates for each (z;,y;) on F, for i = 1,...,n. For an unambiguous 0O-certificate we
can choose an unambiguous O-certificate for (x;,y;) on F for the least i such that F'(x;,y;) = 0, and
unambiguous 1-certificates for (z;,y;) on F for all j =1,...,i—1. For an unambiguous 1-certificate
we can choose an unambiguous 1-certificate for each (z;,y;) on F, fori=1,...,n. O

We have the following corollary.

Corollary 10 (Tribes composition). Let TR,2 = OR,, o AND,,. For any function F, we have:

e N(TR,2 0 F') = O(nN(F) + nlogn)
e UN(TR,2 0 F) < nUNy(F) +n? UNy(F)

We now analyze the properties of N and UN under the cheat sheet operation.
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Lemma 34 (Nondeterministic complexity of cheat sheet functions). Let Fcg be the cheat-sheet
version of a total function F': X x Y — {0,1} where N = min{log|X|,log |V|}. Then

N(Fcs) = O(N(F)log N),  UNi(Fus) = O(N(F)log N),  UNo(Fcs) = O(UN(F)log N).

Proof. We first upper bound N;(Fcg) by giving a protocol. Let x = (x1,...,2¢),y = (Y1,---,Yc)
and consider an input (x,ug,...,u2_1,y,0,...,v2_1) to Fcs. The prover provides a proof of
the form (¢, a,b) where ¢ € {0,---,2¢ —1},a,b € {0,1}*NF), Note that the length of the proof is
O(ecN(F)) = O(N(F)log N). The players accept if and only if uy = a,v, = b, and a & b provides
certificates that F'(z;,y;) = ¢; for all i = 1,...,c. If Fog evaluates to 1 on this input, a valid proof
always exists by giving ¢ = F°(x,y) and a = uy,b = vy. On the other hand if Frg evaluates to 0
on this input, then by definition of the cheat sheet function for any message (¢, a,b) it cannot be
that a, b agree with wuy, vy and that a @ b certifies that F¢(x,y) = ¢.

This protocol is in fact unambiguous. Say that Fg evaluates to 1 on the input (x,u,y,v) and
let £ = F°(x,y). A valid proof is given by (¢, us,v;). Consider another proof (¢, a,b). First, if
0" £ ¢, then a @ b cannot certify that F¢(x,y) = ¢, as F¢(x,y) = {. Now if ¢/ = ¢, then the players
will only accept if a = uy and b = vy. Thus there is a unique accepting proof.

We now turn to bound the Ny complexity. Fix a cover C1,...,Cynr of F' by monochromatic
rectangles. In this case the prover provides a message of the form (¢,i1,...,i.,a,b), where ¢ €
{0,...,2¢ = 1},i; € {0, 13V a.b € {0,1}NU). Thus the length of the proof is O(cN(F)) =
O(Nlog N). Alice and Bob accept if and only if

L (zj,y;) € Cy; forall j=1,...,c
2. Cj; is £j-monochromatic on F for j =1,...,c,
3. ug = a,v; = b and a ® b does not provide valid certificates that F¢(x,y) = ¢.

If Fes(x,u,y,v) = 0 then there is a valid proof by giving ¢ = F¢(x,y), providing valid certificates
for these values, and giving g, vg. On the other hand, if Fog(x,u,y,v) = 1, then if the steps 1,2
of the verification pass then it must be the case that a,b do not agree with wug, vy, as in this case
up ® vy do provide valid certificates.

To upper bound the UNy complexity, the protocol is exactly the same except now a partition
Ry, ..., Ry(F) of rectangles monochromatic for F' is used instead of a cover. In this case, there
is a unique choice of witnesses (i1, ...,i.) to certify the correct value F°(x,y) = ¢. The second
part (a,b) of a valid proof is also uniquely specified as it must agree with the part of the input
(ug, vy). O

Corollary 11. For any total function F: X x Y — {0,1} with N = min{log |X|,log|Y|}, we have
e UN(TR,2 o Fcg) = O(n UN(F)log N + n?N(F)log N)
o N(TR,2 0 Fcg) = O(nN(F)log N).

We put these together to get an upper bound on UN for the iterated function. Let Fy = DisJ,
and Fj11 = TR,2 o (Fj)cs for all @ > 0. The function F for appropriately chosen k will provide
the near-quadratic separation.

Claim 35. There is a constant a such that for any k > 0, we have

e UN(F,) = O(n**+2a*E* log* n)
o N(Fy) = O(nF+takkk logh n).

When k is constant, these simplify to 5(nk+2) and 6(nk+1), respectively.
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Proof. This follows from Corollary 11 by induction on k. In the base case, we have N(DisJ,) =
O(UN(D1sJ,,)) = O(n). The induction step follows immediately from Corollary 11. The only
subtlety is the size of N, which increases polynomially with each iteration, which means log N =
O(klogn). This gives the a*k* log" n factor. O

Next, we prove a lower bound on R(F}). To do this, we need to get a handle on the behavior of
R when the function is composed with AND,, and OR,,. We use the following definition and fact.

Definition 36. Let F: X x Y — {0,1,+} be a (partial) function and let ¢ € (0,1/2). For any
protocol IT and any b € {0, 1},
ICY(IT) := max ICH(II).
won F—1(b)

The following claim shows a composition result for one-sided information complexity. A result
similar in spirit for the OR,, o AND function was shown by [BJKSO04].

Claim 37 (Composition). Let F': X x Y — {0,1,*} be a (partial) function, and let € € (0,1/2) be
a constant. For any protocol 11 for OR, o F with worst case error at most €, there is a protocol 11’
for F' with worst error at most € such that

ICO(IT) = O(IC%(IT)/n) and CC(IT') = O(CC(ID)).

Similarly, if 11 is a protocol for AND,, o F' with worst case error at most e, there is a protocol II'
for F' with worst case error at most €, such that

ICHIT) = o(ICH(I)/n) and CC®IT') = O(CC(II)).

Proof. We show the result for OR,, o F. The result for AND,, o F' follows similarly. Let u be a
distribution on F~1(0). We will exhibit a protocol IT! for F with worst case error at most €, such
that

ICH(IT') = O(IC%(M)/n) and CC(IT') = O(CC(M)).

The desired result then follows from Fact 14 (Minimax principle) and Fact 13 (Error reduction).
Let us define random variables:

1. XY = (XiY1,...,X,Y,) where each (X;Y;) ~ p and i.i.d.

2. D= (Dy,...,D,) where each D; is uniformly distributed in {A, B} and i.i.d.

3. U= (Uy,...,Upy,) where for each i, U; = X; if D; = A and U; =Y if D; = B.
Using Fact 9.E (Independence) we have,

(XY :1| DU) > Y I(X;Y; : 11| DU).
i=1
This implies there exists j € [n] such that
1
(XY : 10| DU) > I(X;Y; : 1 | DU)
n
= I(X;Y; : 1 | DjUjD_;U_;)

(I(X; -1 |Y;D_;U_;)+ I(X; : 11 | Y;D_;U_j))

l\D\'—‘
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1

=3 (I(X; :IID_;U_; | Yy) + I(X; : IID_;U_; | Yj)). (Fact 9.D: Bar hopping)

Define protocol II' as follows. Alice and Bob insert their inputs at the j-th coordinate and generate
(D_;U_;) using public-coins. They go ahead and simulate II afterwards. From above we have

EI(XY 11| DU) > %IC“(Hl). (16)
n

It is clear that CC(II') < CC(II) and the worst case error of IT' is upper bounded by the worst
case error of II. Consider,
IC°(1I) > 1C*Y (1)

:I(X-H |Y)+ I(Y 11| X)

= [(X:I|Y)+I(DU: I | XY)+ (Y :II | X) + (DU : I | XY) (DU ¢ XY 4 II)
= [(XDU : 11| Y)+ I(YDU : II | X) (Fact 9.A: Chain rule)
> [(X:1| YDU) + I(Y : I | XDU) (Fact 9.D: Bar hopping)
=I(X:I|YDU)+I(X:Y | DU)+ I(Y : 11 | XDU) (X ¢ DU < Y)
=[(X:1IY | DU)+ I(Y : 11 | XDU) (Fact 9.A: Chain rule)
>I(X:II|DU)+I(Y :1I | XDU) (Fact 9.C: Monotonicity)
=I(XY :1I | DU). (Fact 9.A: Chain rule)

This along with Eq. (16) shows the desired. O

To be able to use this, we need a way of converting between ICY, IC!, and IC. The following
fact was shown by [GJPW15, Corollary 18] using the “information odometer” of Braverman and
Weinstein [BW15] (the upper bound on CC(IT") was not stated explicitly in [GJPW15], but it traces
back to [BW15, Theorem 3|, which was used in [GJPW15]).

Fact 38. Let F': X x Y — {0,1} be a function. Let 1/2 > 6 > >0 and b € {0,1}. Then for any
protocol I with err(I1) < e, there is a protocol II'" with err(Il') < & such that

IC(IT') = O(ICY(II) 4 log CC(IT)) and CC(IT') = O(CC(II) log CC(IT)).

Theorem 12. There is a constant b such that for every k < n'/10

n2k+1
R(Fe) = (bkki’»k 10g3kn> '

Proof. Consider the protocol II for Fj, with error at most 1/3 such that CC(II) = R(Fy), and
hence IC(IT) = O(R(F})). Recall that F, = TR,2 o (Fx—1)cs = ORy,, 0 AND,, 0 (Fi_1)cs. Using
Claim 37, we get a protocol I’ for AND,, o (Fj,_1)cs with err(IT') < 1/3, IC*(II') = O(IC°(IT) /n) =
O(IC()/n) = O(R(Fy)/n), and CC(IT") = O(CC(II)). Using Fact 38, we get a protocol 11" for
AND,,0(Fy_1)cs with err(TT") < 2/5, IC(IT") = O(IC(IT') +log CC(IT")) = O(R(F},)/n+log R(Fy)),
and CC(IT") = O(CC(II') log CC(IT")) = O(R(Fk) logR(F})). Using Fact 13 (Error reduction), we
get a protocol IT"” for AND,, o (Fx_1)cs with err(II") < 1/3, IC(IT"") = O(R(F%)/n + log R(F})),
and CC(IT"") = O(R(Fy) log R(Fy)).

We can repeat this process to strip away the AND,,; that is, we use Claim 37, Fact 38, and
Fact 13 (Error reduction) to get a protocol II"” for (Fj_1)cs with err(II"””) < 1/3, IC(II"") =
O(R(Fy)/n? + log R(F)), and CC(ITI") = O(R(Fy)log® R(F})). Then Theorem 5 gives a protocol

, we have
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""" for Fj,_; with err(TI"”) < 1/3, IC(TI"") = O((R(F)log® N)/n? + log R(F},) - log® N), and
CC(I"") = O(R(F}) log? R(Fy)log? N), where N is the input size of Fj_;. Here N = n?®) so
log N = O(klogn) and logR(Fy) = O(klogn), and hence IC(II") = O((R(F})k*log®n)/n? +
k*log* n) and CC(IT"") = O(R(F})k*log* n).

We now repeat this k times to get a protocol ¥ for Fy = DisJ,. Then we have CC(V¥) =
O(b* R(F)k** log** n) for some constant b, and the communication complexity of every interme-
diate protocol in the construction is also at most O(b* R(F},)k* log** n). To calculate IC(¥), note
that each iteration divides IC by n?, adds a log CC term, and multiplies by k®log®n. Thus we get,
for some constant b,

. LS log®n ’
IC(V) = O [ (R(F)V*E* 10g®* n) /n?* + k3 log® n - log CC(P) Z () )

. n?
1=

Since k = O(n'/19), the sum is O(1), so we get

IC(¥) = O((R(Fp)b*k3* log® n) /n?* 4 k3 log® n - log CC(W))
= O((R(Fj,)b*k** 108 n) /n?* + k> log® n - (log R(Fy,) + klog k + kloglogn))
= O((R(F)V"E** 10g®* n) /n?* + k3 log® n - log R(F) + n®/10). (since k = O(n'/19))

Now, since IC(DIsJ,) = (n), we get cither R(F},) = 22(n/klog®n) — )(2v7n) op
2%k+1
R(F}) = Q (”) .

Ve k3k log®F n

Because k = O(n'/10), the value of 2™ is even larger than the desired lower bound, so the desired
result follows. O

Finally, we get prove the near-quadratic separation.
Theorem 2. There exists a total function F: X x Y — {0,1} with R(F) > UN(F)?—o(1),

Proof. We take F' = Fj with k some slowly growing function of n. In particular, let & =
n2k+1

m' This gives R(Fk) > 20(VlognToglog n) and UN(Fk) < nk+220(\/m), so log UN(Fk)
log®? n/loglog'/? n + O(y/log nloglog n) and

log R(Fy) = 2log®/? n/log log"/?n — O(y/lognloglogn)
= 2log UN(F,) — O(log??® UN(F},) loglog®® UN(Fy)).

Thus

R(F,) > UN(Fk)%O(a(UN(Fk)))
where a(z) = % =o(1). O
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