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The paper contained an error and was retracted.

The aim of this paper was to present a new two-source extractor for min-entropy nα for some
α < 1 having exponentially-small error. Say we are given two independent sources X and Y . The
technique was to condense Y using a somewhere-random condenser to a somewhere-random
source with t rows, where one of the rows has a high min-entropy rate. Then, in order to break
correlations between the rows, we would use an advice correlation breaker (following the work
of [2] and also techniques developed in [3], for example). The advice correlation breaker that we
constructed may be of independent interest in case the number of rows is small.

Specifically:

Definition. An ((n, k)× (`, α`)→ε m) t-NM advice correlation breaker is a function

AdvCB : {0, 1}n × {0, 1}` × {0, 1}a → {0, 1}m

such that for every random variables
{
X(j)

}
0≤j≤t , where X(j) is distributed over {0, 1}n, and for every

random variables
{
Y (j)

}
0≤j≤t that are distributed over {0, 1}`, and for every t+1 strings adv(0), . . . , adv(t) ∈

{0, 1}a, the following holds. Denote X = X(0), Y = Y (0). If

•
{
X(j)

}
0≤j≤t are independent of

{
Y (j)

}
0≤j≤t ,

• H∞(X) ≥ k,

• H∞(Y ) ≥ α`, and,

• adv(0) 6∈
{
adv(j)

}
j∈[t] ,

then

AdvCB
(
X,Y, adv(0)

)
◦
{
AdvCB

(
X(j), Y (j), adv(j)

)}
j∈[t]
≈ε Um×

{
AdvCB

(
X(j), Y (j), adv(j)

)}
j∈[t]

.
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Theorem. There exist constants cadv > 1, cgap > 0 such that for every n, t ≤ n, ζ > 0, k ≥ cadvt
5 log n

ζ

and α ≥ 1− cgap
t3

, there exists a ((n, k)× (`, α`)→ζ m) t-NM advice correlation breaker

AdvCB : {0, 1}n × {0, 1}` × {0, 1}log t → {0, 1}m

with seed length ` = cadvt
3 log n

ζ and output length m ≤ k
cadvt3

− cadvt log n
ζ .

This theorem is correct. However, we did not apply it in a correct way. In order to apply
the above correlation breaker, the condenser must output t rows, one with density at least 1 − 1

t .
However, we do not know how to build such a condenser, and [1] showed us it cannot be built in
a deterministic way.
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