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For every constant $\varepsilon > 0$, we give an $\exp(\tilde{O}(\sqrt{n}))$-time algorithm for the $1$ vs $1 - \varepsilon$ Best Separable State (BSS) problem of distinguishing, given an $n^2 \times n^2$ matrix $M$ corresponding to a quantum measurement, between the case that there is a separable (i.e., non-entangled) state $\rho$ that $M$ accepts with probability 1, and the case that every separable state is accepted with probability at most $1 - \varepsilon$. Equivalently, our algorithm takes the description of a subspace $W \subseteq \mathbb{F}^{n^2}$ (where $\mathbb{F}$ can be either the real or complex field) and distinguishes between the case that $W$ contains a rank one matrix, and the case that every rank one matrix is at least $\varepsilon$ far (in $\ell_2$ distance) from $W$.

To the best of our knowledge, this is the first improvement over the brute-force $\exp(n)$-time algorithm for this problem. Our algorithm is based on the sum-of-squares hierarchy and its analysis is inspired by Lovett’s proof (STOC ’14, JACM ’16) that the communication complexity of every rank-$n$ Boolean matrix is bounded by $\tilde{O}(\sqrt{n})$.
1 Introduction

Entanglement is one of the more mysterious and subtle phenomena of quantum mechanics. The formal definition is below (Definition 1.2), but roughly speaking, a quantum state $\rho$ on two systems $A$ and $B$ is entangled if a quantum measurement of one system can effect the other system. A non-entangled state is called separable. This type of "spooky interaction at a distance" is responsible for many of the more counter-intuitive features of quantum mechanics. Entanglement is also used by all algorithms for quantum computers that obtain speedups over the best known classical algorithms, and it may be necessary for such speedups [Vid03].

One of the ways in which the complexity of entanglement is manifested is that even given the full description of a quantum state $\rho$ as a density matrix, there is no known efficient algorithm for determining whether $\rho$ is entangled or not. Indeed, the best known algorithms take time which is exponential in the dimension of the state (which itself is exponential in the number of underlying qubits). This is in contrast to the classical case, where there is an efficient algorithm that given a probability distribution $\mu$ over a universe $A \times B$, can check whether or not $\mu$ is a product distribution by simply computing the rank of $\mu$ when viewed as a matrix.

Given the inherently probabilistic and noisy setting of quantum computing, arguably the right question is not to determine entanglement exactly, but rather to distinguish between the case that a state $\rho$ is separable, and the case that it is $\epsilon$-far from being separable, in the sense that there exists some measurement $M$ that accepts $\rho$ with probability $p$ but accepts every separable state with probability at most $p - \epsilon$. This problem is known as the Quantum Separability Problem with parameter $\epsilon$. Gharibian [Gha10], improving on Gurvits [Gur03], showed that this problem is NP hard when $\epsilon$ is inversely polynomial in the dimension of the state. Harrow and Montanaro [HM13] showed that, assuming the Exponential Time Hypothesis, there is no $n^{o(\log n)}$ time algorithm for this problem for $\epsilon$ which is a small constant.

A tightly related problem, which is the one we focus on in this paper, is the Best Separable State (BSS) problem. In the BSS problem the input is a measurement $M$ on a two part system and two numbers $1 \geq c > s \geq 0$ and the goal is to distinguish between the YES case that there is a separable state that $M$ accepts with probability at least $c$ and the NO case that $M$ accepts every separable state with probability at most $s$. In particular, certifying that a particular measurement $M$ satisfies the NO case is extremely useful since it implies that $M$ can serve as entanglement witness [HHH96, LKCH00], in the sense that achieving acceptance probability with $M$ larger than $s$ certifies the presence of entanglement in a state. Such entanglement witnesses are used to certify entanglement in experiments and systems such as candidate computing devices [Ved08], and so having an efficient way to certify that they are sound (do not accept separable states) can be extremely useful.

Similarly to the quantum separability problem, the BSS problem is NP hard when

\footnote{Using the connection between optimization and separation oracles in convex programming, one can convert a sufficiently good algorithm for the search variant of one of these problems to the other. See [HM13, Sec. 4.2] for a thorough discussion of the relations between these and many other problems.}
and Harrow and Montanaro [HM13, Corollary 13(i)] show that (assuming the ETH) there is no \( n^{o(\log n)} \) time algorithm for \( \text{BSS}_{1,1/2} \). An outstanding open question is whether the [HM13] result is tight: whether there is a quasi-polynomial time algorithm for \( \text{BSS}_{c,s} \) for some constants \( 1 \geq c > s > 0 \). This question also has a complexity interpretation. A measurement on a two part system can be thought of as a verifier (with hardwired input) that interacts with two provers. Requiring the state to be separable corresponds to stipulating that the two provers are not entangled. Thus it is not hard to see that an algorithm for \( \text{BSS}_{c,s} \) corresponds to an algorithm for deciding all languages in the complexity class \( \text{QMA}(2) \) of two prover quantum Merlin Arthur systems with corresponding completeness and soundness parameters \( c \) and \( s \) respectively. In particular a quasi-polynomial time algorithm for \( \text{BSS}_{0.99,0.5} \) would imply that \( \text{QMA}(2) \subseteq \text{EXP} \), resolving a longstanding problem in quantum complexity.²

In 2004, Doherty, Parrilo and Spedalieri [DPS04] proposed an algorithm for the BSS problem based on the \textit{Sum of Squares} semidefinite programming hierarchy [Par00, Las01]. It is not known whether this algorithm can solve the \( \text{BSS}_{c,s} \) problem (for constants \( c > s \)) in quasi-polynomial time. However Brandão, Christandl and Yard [BaCY11] showed that it runs in quasi-polynomial time when the measurement \( M \) is restricted to a special class of measurements known as one-way local operations and classical communications (1-LOCC). Brandão and Harrow [BH15] showed that similar performance for these types of measurements can be achieved by an algorithm based on searching on an appropriately defined \( \varepsilon \)-net.

### 1.1 Non quantum motivations

The BSS problem is actually quite natural and well motivated from classical considerations. As we’ll see in Section 2 below, it turns out that at its core lies the following problem:

\textbf{Definition 1.1} (Rank one vector in subspace problem). Let \( F \in \{ \mathbb{R}, \mathbb{C} \} \) and \( \varepsilon > 0 \). The \( \varepsilon \) rank one vector problem over \( F \) is the task of distinguishing, given a linear subspace \( \mathcal{W} \subseteq F^{n_\mathbb{F}} \), between the case that there is a nonzero rank one matrix \( L \in \mathcal{W} \) and the case that \( \|L - M\|_F \geq \varepsilon \|L\|_F \) for every rank one \( L \) and \( M \in \mathcal{W} \).³

This is arguably a natural problem in its own right. While solving this problem exactly (i.e., determining if there is a rank one solution to a set of linear equations) is the same as the NP hard task of solving quadratic equations, it turns out that we can obtain non-trivial algorithmic results by considering the above notion of approximation. Indeed, our main result implies an \( \exp(O(\sqrt{n})) \) time algorithm for this problem for any constant \( \varepsilon > 0 \) in both the real and complex cases.

---

²For more on information on this problem and its importance, see the presentations in the recent workshop [http://qma2016.quics.umd.edu/](http://qma2016.quics.umd.edu/) that was dedicated to it.

³For a \( k \times m \) matrix \( A \), we denote by \( \|A\|_F \) its Frobenius norm, defined as \( \sqrt{\sum_{i,j} |A_{i,j}|^2} = \text{Tr}(AA^*)^{1/2} \), which is the same as taking the \( \ell_2 \) norm of the matrix when considered as an \( km \)-dimensional vector.
1.2 Our results

In this work we give a $2^{O(\sqrt{n})}$ time algorithm for the BSS$_{1,s}$ problem for every constant $s < 1$. We now make the necessary definitions and state our main result.\footnote{For the sake of accessibility, as well as to emphasize the connections with non-quantum questions, we use standard linear algebra notation in this paper as opposed to Dirac’s ket notation that is more common in quantum mechanics. A vector $u$ is a column vector unless stated otherwise, and $u^\dagger$ denotes the complex conjugate transpose of the vector $u$. If $u$ is real, then we denote its transpose by $u^\top$. See the lecture notes [BCHW16] for a more complete coverage of separability and entanglement.}

**Definition 1.2.** A quantum state on a system of $m$ elementary states (e.g., a log $m$-qubit register) is an $m \times m$ complex Hermitian matrix $\rho$ (known as a density matrix) such that $\text{Tr} \rho = 1$. A quantum state $\rho$ is pure if it is of the form $\rho = ww^\dagger$ for some unit vector $w \in \mathbb{C}^m$. Otherwise we say that $\rho$ is mixed. Note that every mixed state $\rho$ is a convex combination of pure states.

If $m = n^2$, and we identify $[m]$ with $[n] \times [n]$ then an $m$-dimension pure quantum state $\rho = ww^\dagger \in \mathbb{C}^{m^2}$ is separable if the vector $w \in \mathbb{C}^m$ is equal to $uv^\dagger$ for some $u, v \in \mathbb{C}^n$. A general state $\rho$ is separable if it is a convex combination of separable pure states. That is, $\rho = \mathbb{E}(uv^\dagger)(uv^\dagger)^*$ where the expectation is taken over a distribution supported over pairs of unit vectors $u, v \in \mathbb{C}^n$. A state that is not separable is called entangled.

A quantum measurement operator is an $m \times m$ complex Hermitian matrix $M$ such that $0 \preceq M \preceq I$. The probability that a measurement $M$ accepts a state $\rho$ is $\text{Tr}(\rho M)$.

**Theorem 1.3** (Main result). For every $s < 1$, there is a $\tilde{O}(\sqrt{n})$ time algorithm, based on $\tilde{O}(\sqrt{n})$ rounds of the sos hierarchy, that on input an $n^2 \times n^2$ measurement operator $M$, distinguishes between the following two cases:

- **YES:** There exists a separable state $\rho \in \mathbb{C}^{n^2 \times n^2}$ such that $\text{Tr}(\rho M) = 1$.
- **NO:** For every separable $\rho \in \mathbb{C}^{n^2 \times n^2}$, $\text{Tr}(\rho M) \leq s$

To our knowledge, this algorithm is the first for this problem that beats the brute force bound of $2^{O(n)}$ time for general measurements.

Like the algorithms of [DPS04, BaCY11], our algorithm is based on the sum of squares SDP hierarchy, but we introduce new techniques for analyzing it that we believe are of independent interest. As we discuss in Section 8, it is a fascinating open question to explore whether our techniques can be quantitatively strengthened to yield faster algorithms and/or extended for other problems such as the 2 to 4 norm and small set expansion problems, that have been shown to be related to the BSS problem by [BBH+12] (albeit in a different regime of parameters than the one we deal with in this work). As we remark below, this question seems related to other longstanding open questions in computer science and in particular to the log rank conjecture in communication complexity [LS88].

**Remark 1.4** (Imperfect completeness). We state our results for the case of perfect completeness for simplicity, but all of the proofs extend to the case of “near perfect completeness” where in the YES case we replace the condition $\text{Tr}(\rho M) = 1$ with the condition $\text{Tr}(\rho M) = 1 - \frac{1}{n}$
(see the proof of Theorem 4.2). It is an interesting open problem to find out whether our
results can extend to the setting where in the YES case $\text{Tr}(\rho M) = 1 - \varepsilon$ for some absolute constant $\varepsilon$. We conjecture that this is indeed the case.

Remark 1.5 (Real vs complex numbers). While the natural setting for quantum information
theory is the complex numbers, much of the power and interest already arises in the case of
the real numbers, which is more natural for the sos algorithm (though it does have
complex-valued generalization). For our purposes, there’s no difference between the real
and the complex cases - we give a reduction from the complex case to the real case in
Section B of the Appendix. Thus, from now on, we will focus solely on the case that all
operators, subspaces, matrices are real.

2 Our techniques

Our algorithm follows a recent paradigm of constructing rounding algorithms for the sum
of squares sdp by considering its solutions as "pseudo distributions" [BKS16]. These can
be thought of as capturing the uncertainty that a computationally bounded solver has
about the optimal solution of the given problem, analogously to the way that probability
distributions model uncertainty in the classical information-theoretic Bayesian setting.

Somewhat surprisingly, our main tool in analyzing the algorithm are techniques that
arose in proof of the currently best known upper bound for the log rank conjecture [LS88].
This conjecture has several equivalent formulations, one of which is that every $N \times N$
matrix $A$ with Boolean (i.e., 0/1) entries and rank at most $n$, contains a submatrix of size
at least $2^{-\text{poly log}(n)}N \times 2^{-\text{poly log}(n)}N$ that is of rank one. The best known bound on the
log rank conjecture is by Lovett [Lov14] who proved that every such matrix contains a
submatrix of size at least $2^{-\tilde{O}(\sqrt{n})}N \times 2^{-\tilde{O}(\sqrt{n})}N$.

Our algorithm works by combining the following observations:

1. Lovett’s proof can be generalized to show that every $N \times N$ rank $n$ real (or complex)
matrix $A$ (not necessarily with Boolean entries) contains a $2^{-\tilde{O}(\sqrt{n})}N \times 2^{-\tilde{O}(\sqrt{n})}N$
submatrix that is close to rank one in Frobenius norm.

2. If $\mu$ is an actual distribution over solutions to the sos program for the BSS problem
on dimension $n$, then we can transform $\mu$ into an $N \times N$ rank $n$ matrix $A = A(\mu)$
such that extracting an approximate solution from $A$ in time $2^{\tilde{O}(k)}$ can be done if $A$
contains an approximately rank one submatrix of size at least $2^{-k}N \times 2^{-k}N$.

3. Moreover all the arguments used to establish steps 1 and 2 above can be encapsulated
in the sum of squares framework, and hence yield an algorithm that extracts an

---

The original formulation of the log rank conjecture is that every such matrix has communication
complexity at most $\text{poly log}(n)$, and Nisan and Wigderson [NW94] showed that this is equivalent to the
condition that such matrices contains a monochromatic submatrix of the above size. Every monochromatic
submatrix is rank one, and every rank one submatrix of size $s \times s$ of a Boolean valued matrix contains a
monochromatic submatrix of size at least $\frac{s}{2} \times \frac{s}{2}$. 

---
Thus, even though in the sos setting there is no actual distribution \( \mu \), and hence no actual matrix \( A \), we can still use structural results on this "fake" (or "pseudo") matrix \( A \) to obtain an actual rounding algorithm. We view this as a demonstration of the power of the "pseudo distribution" paradigm to help in the discovery of new algorithms, that might not seem as natural without placing them in this framework.

### 2.1 Rounding from rank one reweighings

We now give a more detailed (yet still quite informal) overview of the proof. As mentioned above, we focus on the case that the \( n^2 \times n^2 \) measurement matrix \( M \) is real (as opposed to complex) valued.

Let \( \mathcal{W} \subseteq \mathbb{R}^{n^2} \) be the subspace of vectors \( X \) such that \( X^\top M X = \| X \|^2 \) (this is a subspace since \( M \preceq I \) and hence \( \mathcal{W} \) is the eigenspace of \( M \) corresponding to the eigenvalue 1). We pretend that the sos algorithm yields a distribution \( \mu \) over rank one matrices of the form \( X = uv^\top \) such that \( X \in \mathcal{W} \). When designing a rounding algorithm, we only have access to marginals of \( \mu \), of the form \( \mu_f(X) \) for some "simple" function \( f \) (e.g., a low degree polynomial). We need to show that we can use such "simple marginals" of \( \mu \) to extract a single rank one matrix \( u_0v_0^\top \) that has large projection into \( \mathcal{W} \).

We start with the following simple observation:

**Lemma 2.1.** If \( \mu \) is a distribution over matrices \( X \) in a subspace \( \mathcal{W} \subseteq \mathbb{R}^{n^2} \) such that the expectation \( \mathbb{E}_\mu X \) is approximately rank one, in the sense that \( \| L - \mathbb{E}_\mu X \|_F \leq \varepsilon \| L \|_F \) for some rank one matrix \( L \), then \( \text{Tr}(M \rho) \geq 1 - 2\varepsilon^2 \) where \( \rho \) is the pure separable state \( \rho = LL^\top / \| L \|^2_F \).

**Proof.** Since \( \mu \) is supported over matrices in \( \mathcal{W} \), \( \mathbb{E}_\mu X \) is in \( \mathcal{W} \). But this means that the \( \ell_2 \) (i.e., Frobenius) norm distance of \( L \) to the subspace \( \mathcal{W} \) is at most \( \varepsilon \| L \|_F \). Since \( \text{Tr}(XX^\top M) = \text{Tr}(X^\top MX) = \| X \|^2_F \) for every \( X \in \mathcal{W} \), the value \( \text{Tr}(LL^\top M) \) will be at least as large as the norm squared of the projection of \( L \) to \( \mathcal{W} \). \( \square \)

In particular this means that if we were lucky and the condition of Lemma 2.1’s statement occurs, then it would be trivial for us to extract from the expectation \( \mathbb{E}_\mu X \) (which is a very simple marginal) a rank one matrix that is close to \( \mathcal{W} \), and hence achieves probability \( 1 - \varepsilon \) in the measurement \( M \). Note that even if every matrix in the support of \( \mu \) has unit norm, the matrix \( L \) could be of significantly smaller norm. We just need that there is some dimension-one subspace on which the cancellations among these matrices are significantly smaller than the cancellations in the rest of the dimensions.

Of course there is no reason we should be so lucky, but one power that the marginals give us is the ability to reweigh the original distribution \( \mu \). In particular, for every "simple" non-negative function \( \zeta : \mathbb{R}^{n^2} \to \mathbb{R}_+ \), we can compute the marginal \( \mathbb{E}_{\mu_\zeta} X \) where \( \mu_\zeta \) is the distribution over matrices where \( \mathbb{P}_{\mu_\zeta}[X] \) (or \( \mu_\zeta(X) \) for short) is proportional to \( \zeta(X) \mu(X) \). A priori in the degree \( k \) sos algorithm we are only able to reweigh using functions \( \zeta \) that
are polynomials of degree at most \( k \), but for the purposes of this overview, let us pretend that we can reweigh using any function that is not too "spiky" and make the following definition:

**Definition 2.2.** Let \( \mu \) be a probability distribution. We say that a probability distribution \( \mu' \) is a \( k \)-deficient reweighing of \( \mu \) if \( \Delta_{KL}(\mu' \| \mu) \leq k \) where \( \Delta_{KL}(\mu' \| \mu) \) denotes the Kullback-Leibler divergence of \( \mu' \) and \( \mu \), defined as \( \mathbb{E}_{X \sim \mu'} \log(\mu'(X)/\mu(X)) \).

Thus at least on a "moral level", the following theorem should be helpful for proving our main result:

**Theorem 2.3** (Rank one reweighing). Let \( \mu \) be any distribution over rank one \( n \times n \) matrices and \( \varepsilon > 0 \). Then there exists an \( \sqrt{n} \text{poly}(1/\varepsilon) \)-deficient reweighing \( \mu' \) of \( \mu \) and a rank one matrix \( L \) such that

\[
\|L - \mathbb{E}_{\mu'} X\|_F \leq \varepsilon \|L\|_F
\]

One of the results of this paper is a proof of Theorem 2.3 (see Section 2.3). It turns out that this can be done using ideas from the works on the log rank conjecture.

2.2 From monochromatic rectangles to rank one reweighings

What does Theorem 2.3 have to do with the log rank conjecture? To see the connection let us imagine that the distribution \( \mu \) is flat in the sense that it is a uniform distribution over rank one matrices \( \{u_1v_1^T, \ldots, u_Nv_N^T\} \) (this turns out to be essentially without loss of generality) and consider the \( n \times N \) matrices \( U \) and \( V \) whose columns are \( u_1, \ldots, u_N \) and \( v_1, \ldots, v_N \) respectively. The \( n \times n \) matrix \( \mathbb{E}_\mu u_i v_i^T \) is proportional to \( UV^T \). This matrix has the same spectrum (i.e., singular values) as the \( N \times N \) matrix \( U^TV \). Hence, \( UV^T \) is close to a rank one matrix if and only if \( U^TV \) is, since in both cases this happens when the square of the top singular value dominates the sum of the squares of the rest of the singular values. Now a flat distribution \( \mu' \) with \( \Delta_{KL}(\mu' \| \mu) \leq k \) corresponds to the uniform distribution over \( \{u_i v_i^T\}_{i \in I} \) where \( I \subseteq [N] \) satisfies \( |I| \geq 2^{-k}N \). We can see that \( \mathbb{E}_{\mu'} u_i v_i^T \) will be approximately rank one if and only if the submatrix of \( U^TV \) corresponding to \( I \) is approximately rank one. Using these ideas it can be shown that Theorem 2.3 is equivalent to the following theorem:

**Theorem 2.4** (Rank one reweighing—dual formulation). Let \( A \) be any \( N \times N \) matrix of rank at most \( n \). Then there exists a subset \( I \subseteq [N] \) with with \( |I| \geq \exp(-\sqrt{n} \text{poly}(1/\varepsilon))N \) and a rank one matrix \( L \) such that

\[
\|L - A_{I,I}\|_F \leq \varepsilon \|L\|_F
\]

where \( A_{I,I} \) is the submatrix corresponding to restricting the rows and columns of \( A \) to the set \( I \).

---

\(^6\)To show this formally we use the fact that by Markov, every distribution \( \mu' \) with \( \Delta_{KL}(\mu' \| U[N]) = \log N - H(\mu') = k \) is \( \varepsilon \)-close to a distribution with min entropy \( \log N - O(k/\varepsilon) \) and every distribution of the latter type is a convex combination of flat distributions of support at least \( N2^{-O(k/\varepsilon)} \).
One can think of Theorem 2.4 as an approximate and robust version of Lovett’s result [Lov14] mentioned above. Lovett showed that every $N \times N$ matrix of rank $n$ with Boolean entries has a $2^{-\tilde{O}(\sqrt{n})} N \times 2^{-\tilde{O}(\sqrt{n})} N$ submatrix that is of exactly rank 1. We show that the condition of Booleanity is not needed if one is willing to relax the conclusion to having a submatrix that is only approximately rank 1. It is of course extremely interesting in both cases whether the bound of $\tilde{O}(\sqrt{n})$ can be improved further, ideally all the way to $\text{polylog}(n)$. In the Boolean setting, such a bound might prove the log rank conjecture,\(^7\) while in our setting such a bound (assuming it extends to "pseudo matrices") would yield a quasipolynomial time algorithm for BSS, hence showing that $\text{QMA}(2) \subseteq \text{EXP}$. It can be shown that as stated, Theorem 2.3 is tight. However there are different notions of being "close to rank one" that could be useful in both the log-rank and the quantum separability setting, for which there is hope to obtain substantially improved quantitative bounds. We discuss some of these conjectural directions in Section 8.

### 2.3 Overview of proof

In the rest of this technical overview, we give a proof sketch of Theorem 2.4 and then discuss how the proof can be "lifted" to hold in the setting of sum of square pseudo-distributions. The condition that a matrix $A$ is of rank $n$ is the same as that $A = UV^T$ where $U, V$ are two $n \times N$ matrices with columns $u_1, \ldots, u_N$ and $v_1, \ldots, v_N$ respectively (i.e., $A_{i,j} = \langle u_i, v_j \rangle$ for all $i, j \in [N]$). We will restrict our attention to the case that all the columns of $U$ and $V$ are of unit norm. (This restriction is easy to lift and anyway holds automatically in our intended application.) In this informal overview, we also restrict attention to the symmetric case, in which $A = A^T$ and can be written as $A = UU^T$ and also assume that $U$ is isotropic, in the sense that $\mathbb{E}_{i \in [N]} u_i u_i^T = \frac{1}{n} \text{Id}$.

Our inspiration is Lovett’s result [Lov14] which establishes a stronger conclusion for Boolean matrices. In particular, our proof follows Rothvoß’s proof [Rot14] of Lovett’s theorem, though the non-Boolean setting does generate some non-trivial complications. The $N \times N$ matrix $A$ satisfies that $A_{i,j} = \langle u_i, u_j \rangle$. An equivalent way to phrase our goal is that we want to find a subset $I \subseteq [N]$ over the indices such that:

(i) $|I| \geq \exp(-\tilde{O}(\sqrt{n})) N$.

(ii) If $\lambda_1 \geq \lambda_2 \geq \cdots \lambda_n$ are the eigenvalues of $\mathbb{E}_{i \in I} u_i u_i^T$ then $\varepsilon^2 \sum_{j=2}^n \lambda_j^2 \geq \sum_{j=2}^n \lambda_j^2$

We will choose the set $I$ probabilistically and show that (i) and (ii) above hold in expectation. It is not hard to use standard concentration of measure bounds to then deduce the desired result but we omit these calculations from this informal overview.

\(^7\)We note a caveat that this depends on the notion of “approximate” used. Gavinsky and Lovett [GL14] showed that to prove the log rank conjecture it suffices to find a in a rank $n$ Boolean matrix a rectangle of measure $\exp(-\text{polylog}(n))$ that is nearly monochromatic in the sense of having a $1 - 1/O(n)$ fraction of its entries equal. In this paper we are more concerned with rectangles whose distance to being rank one (or monochromatic) is some $\varepsilon > 0$ that is only a small constant or $1/\text{polylog}(n)$.\(^7\)
Our initial attempt for the choice of \( I \) is simple, and is directly inspired by [Rot14]. We choose a random standard Gaussian vector \( g \in N(0, \frac{1}{n} \text{Id}) \) (i.e., for every \( i \), \( g_i \) is an independent standard Gaussian of mean zero and variance \( 1/n \)). We then define \( I_g = \{ i : \langle g, u_i \rangle \geq \sqrt{k/n} \} \) where \( k = \tilde{O}(\sqrt{n}) \) is a parameter to be chosen later. Since \( u_i \) is a unit vector, \( \langle g, u_i \rangle \) is a Gaussian of variance \( 1/n \), and so for every \( i \), the probability that \( i \in I_g \) is \( \exp(-O(k)) \) hence satisfying (i) in expectation.

The value \( \lambda_1 \) of \( \mathbb{E}_{i \in I} u_i u_i^\top \) will be at least \( \Omega(k/n) \) in expectation. Indeed, we can see that the Gaussian vector \( g \) that we choose (which satisfies \( \|g\|^2 = 1 \pm o(1) \) with very high probability) will satisfy that \( g^\top \left( \mathbb{E}_i u_i u_i^\top \right) g = \mathbb{E}_{i \in I_g} \langle u_i, g \rangle^2 \geq k/n \) and hence in expectation the top eigenvalue of \( \mathbb{E}_i u_i u_i^\top \) will be at least \( (1 - o(1))k/n \).

So, if we could only argue that in expectation it will hold that \( \sum_{j=1}^n \lambda_j^2 \ll k^2/n^2 = \text{polylog}(n)/n \) then we’d be done. Alas, this is not necessarily the case. However, if this does fail, we can see that we have made progress, in the sense that by restricting to the indices in \( I \) we raised the Frobenius norm of \( \mathbb{E}_i u_i u_i^\top \) from the previous value of \( 1/n \) (under the assumption that \( U \) was isotropic) to \( \text{polylog}(n)/n \). Our idea is to show that this holds in general: we can select a Gaussian vector \( g \) and define the set \( I_g \) as above such that by restricting to the indices in \( I_g \) we either get an approx rank one matrix or we increase the Frobenius norm of our expectation matrix by at least an \( (1 + \epsilon) \) factor for an appropriately chosen \( \epsilon > 0 \). Since the latter cannot happen more than \( \log n/\epsilon \) times, the final set of indices still has measure \( \exp(-\tilde{O}(\sqrt{n})) \).

In further rounds, if our current set of indices is \( I \) and the matrix (after subtracting from each vector \( u_i \) its expectation) \( U_I = \mathbb{E}_{i \in I} u_i u_i^\top = \sum_{j=1}^n \lambda_j v_j v_j^\top \) is not approximately rank one, then rather than choosing \( g \) as a standard Gaussian, we choose it from the distribution \( N(0, U_I) \) where we use \( U_I \) as the covariance matrix. The expected norm of \( g \) is simply \( \text{Tr}(U_I) \) which equals 1. For every \( i \), the random variable \( \langle u_i, g \rangle \) is a Gaussian with mean zero and variance \( \sum_{j=1}^n \langle u_i, v_j \rangle \lambda_j \). But for every \( j \) in expectation over \( i \), \( \mathbb{E}\langle u_i, v_j \rangle^2 = \lambda_j \) and so it turns out that we can assume that this random variable has variance \( \sum \lambda_j^2 = \|U_I\|_F^2 \).

This means that if we choose \( I' = \{ i \in I \mid \langle u_i, g \rangle \geq \sqrt{k}\|U_I\|_F \} \) we get a subset of \( I \) with measure \( \exp(-\tilde{O}(k)) \). But now the new matrix \( U_{I'} = \mathbb{E}_{i \in I'} u_i u_i^\top \) will have an eigenvalue of at least \( k\|U_I\|_F^2 \) magnitude which is much larger than \( \|U_I\|_F \) since we chose \( k \gg \sqrt{n} \). Hence \( U_{I'} \) has significantly larger Frobenius norm than \( U_I \). The above arguments can be made precise and yield a proof of Theorem 2.4 and thus also Theorem 2.3.

2.4 Rectangle lemma for pseudo-distributions

The above is sufficient to show that given \( N \times n \) matrices \( U = (u_1| \cdots |u_N) \) and \( V = (v_1| \cdots |v_n) \) (which we view as inducing a distribution over rank one matrices by taking \( u_i v_i^\top \) for a random \( i \)), we can condition on a not too unlikely event (of probability \( \exp(-\tilde{O}(\sqrt{n})) \)) to obtain that \( \mathbb{E} u_i v_i^\top \) is roughly rank one. But in the sos setting we are not given such matrices. Rather we have access to an object called a "pseudo-distribution" \( \mu \) which we behaves to a certain extent as if it is such a distribution, but for which it is not actually the case. In particular, we are not able to sample from \( \mu \), or condition it on
arbitrary events, but rather only compute $E_\mu f(X)$ for polynomials $f$ of degree at most $\tilde{O}(\sqrt{n})$, and even these expectations are only “pseudo expectations” in the sense that they do not need to correspond to any actual probability distribution.

To lift the arguments above to the sos setting, we need to first show that if $\mu$ was an actual distribution, then we could perform all of the above operations using only access to $\tilde{O}(\sqrt{n})$ degree moments of $\mu$. Then we need to show that our analysis can be captured by the degree $\tilde{O}(\sqrt{n})$ sos proof systems. Both these steps, which are carried out in Sections 6 and 7 of this paper, are rather technical and non-trivial, and we do not describe them in this overview.

For starters, we need to move from conditioning a probability distribution to reweighing it. All of our conditioning procedures above had the form of restricting to $i$'s such that $\xi(i) \geq \sqrt{k}$ where $\xi(i)$ was probabilistically chosen so that for every $i$ $\xi(i)$ is a $\mu$ mean zero and standard deviation one random variable satisfying $P[\xi(i) = \ell] = \exp(-\Theta(\ell^2))$. We replace this conditioning by reweighing the distribution $i$ with the function $\xi(i) = \exp(\sqrt{k}\xi(i))$. Note that iterative conditioning based on functions $\xi_1, \ldots, \xi_t$ can be replaced with reweighing by the product function $\xi_1 \cdots \xi_t$. We then show that these $\xi_j$ functions can be approximated by polynomials of $\tilde{O}(k)$ degree.

The arguments above allow us to construct a rounding algorithm that at least makes sense syntactically, in the sense that it takes the $\tilde{O}(\sqrt{n})$ degrees moments of $\mu$ and produces a rank one matrix that is a candidate solution to the original matrix. To analyze this algorithm, we need to go carefully over our analysis before, and see that all the arguments used can be embedded in the sos proof system with relatively low degree. Luckily we can rely on the recent body of works that establishes a growing toolkit of techniques to show such embeddings [BKS16].

## 3 Preliminaries

We use the standard $O(\cdot)$ and $\Omega(\cdot)$ notation to hide absolute multiplicative constants. We define $S^{n-1}$ to be the $n-1$ dimensional unit sphere $\{x \in \mathbb{R}^n : \sum_i |x_i|^2 = 1\}$. We use the following definitions related the sum of squares (sos) algorithm; see [BKS16] for a more in depth treatment.

**Definition 3.1.** Let $n \in \mathbb{N}$ and $[x_1, x_2, \ldots, x_n]_d$ be the subspace of all $n$-variate real polynomials of degree at most $d$. A degree-$d$ pseudo distribution $\mu$ over $\mathbb{R}^n$ is a finitely supported function from $\mathbb{R}^n$ to $\mathbb{R}$ such that if we define $\bar{E}_\mu f = \sum_{x \in \text{Supp}(\mu)} \mu(x) \cdot f(x)$ then $\bar{E}_\mu 1 = 1$ and $\bar{E}_\mu f^2 \geq 0$ for every $f \in \mathbb{R}[n]_{d/2}$. We call $\bar{E}_\mu f$ the pseudo-expectation of $f$ with respect to $\mu$. We will sometimes use the notation $\bar{E}_\mu f(x)$ to emphasize that we apply the pseudo expectation to the polynomial $f$ that is is taken with respect to the formal variables $x$.

If $q \in \mathbb{R}[x_1, x_2, \ldots, x_n]_{d'}$, we say that a degree $d$ pseudo distribution $\mu$ satisfies the constraint $\{q \geq 0\}$ if $\bar{E}_\mu q \cdot f^2 \geq 0$ for every $f \in \mathbb{R}[n]_{(d-d')/2}$. We say that $\mu$ satisfies the constraint $\{q = 0\}$ if $\bar{E}_\mu q f = 0$ for every $f \in \mathbb{R}[x_1, x_2, \ldots, x_n]_d$. We say that $\mu(x)$ is a pseudo-distribution over the sphere or the unit ball if it satisfies $\{||x||^2 = 1\}$ or $\{||x||^2 \leq 1\}$. 


If $\mu$ is a degree $d$ pseudo-distribution and $r \in \mathbb{R}[x_1, x_2, \ldots, x_n]_k$ a sum-of-squares polynomial with $k \leq d$, then the degree $d-k$ pseudo distribution $\mu' = r \cdot \mu$ is called a degree-$k$ reweighing of $\mu$. Note that $\mu'$ satisfies all constraints of degree at most $d-k$ that are satisfied by $\mu$.

The sos algorithm is given as input a set of constraints $\mathcal{E}$, a polynomial $q$, and a parameter $d$, and runs in time $n^{O(d)}$ and outputs the degree $d$ pseudo-distribution $\mu$ that satisfies all the constraints in $\mathcal{E}$ maximizes $\mathbb{E}_\mu q$ (see [BKS16]). In the special case of scalar real valued random variables, there’s an actual distribution that agrees with a degree $d$ pseudo-distribution on all degree at most $d-1$ polynomials.

Fact 3.2 (See Corollary 6.14 in [Rez00], see also [Las15]). Suppose $\mu$ is a pseudo-distribution on $\mathbb{R}$ of degree $d$. Then, there’s an actual distribution $\mu'$ over $\mathbb{R}$ such that $\mathbb{E}_{\mu'} p = \mathbb{E}_{\mu} p$ for every polynomial $p$ of degree at most $d-1$.

4 The Algorithm

We now describe our algorithm, and show its analysis. A crucial tool for the analysis is the following general structure theorem on distributions over rank one matrices:

Theorem 4.1 (Structure theorem for pseudo-distributions on rank one). Let $\varepsilon > 0$, let $\mu$ be a pseudo-distribution over $\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}$ of degree at least $k+2$, where $k = \sqrt{n(\log n)}^C / \varepsilon^3$ for an absolute constant $C \geq 1$. Then, $\mu$ has a degree-$k$ reweighing $\mu'$ such that for $u_0 = \mathbb{E}_{\mu'(u,v)} u$ and $v_0 = \mathbb{E}_{\mu'(u,v)} v$,

$$
\left\| u_0 v_0^\top - \mathbb{E}_{\mu'(u,v)} u v^\top \right\|_F \leq \varepsilon \cdot \left\| u_0 v_0^\top \right\|_F.
$$

Furthermore, we can find the reweighing polynomial $p = \mu' / \mu$ in time $2^{O(k)}$ and $p$ has only rational coefficients in the monomial basis with numerators and denominators of magnitude at most $2^{O(k)}$.

Theorem 4.1 is proven in Section 5. Our algorithm uses it as follows:
Algorithm 4.1

**Input:** Subspace \( W \subseteq \mathbb{R}^{n^2} \) (in the form of a basis), and parameter \( \varepsilon > 0 \).

**Operation:**

1. Let \( k = \tilde{O}(\sqrt{n}/\text{poly}(1/\varepsilon)) \) be set as in the statement of Theorem 4.1.
2. Run the sum-of-squares algorithm to obtain a degree \( k + 2 \) pseudo-distribution \( \mu \) over pairs of vectors \((u, v) \in \mathbb{R}^{2n}\) that satisfies the constraint \( uv^\top \in W \) and \( \|u\|^2 = \|v\|^2 = 1 \). If no such pseudo distribution exists, output FAIL.
3. Use the procedure of Theorem 4.1 to find a degree \( k \) reweighing \( \mu' \) of \( \mu \) such that \( \|\tilde{E}_{\mu'} uv^\top - u_0v_0^\top\|_F \leq \varepsilon\|u_0v_0^\top\|_F \) where \( u_0 = \tilde{E}_{\mu'} u \) and \( v_0 = \tilde{E}_{\mu'} v \).
4. Output \( u_0v_0^\top \).

As discussed in Section 2.1, the following theorem immediately implies our main result (Theorem 1.3):

**Theorem 4.2** (Analysis of algorithm). Let \( \varepsilon > 0 \) and \( W \subseteq \mathbb{R}^{n^2} \) be a linear subspace. Then on input a basis for \( W \), if there exists a nonzero rank one matrix \( uv^\top \in W \) then Algorithm 4.1 will output a nonzero rank one matrix \( L \) such that \( \|\Pi_W L\|_F^2 \geq (1 - \varepsilon^2)\|L\|_F^2 \) where \( \Pi_W \) is the projector to \( W \).

**Proof.** Under the assumptions of the theorem, there exists a nonzero rank one matrix \( uv^\top \in W \) and by scaling we can assume \( \|u\| = \|v\| = 1 \) and hence the degree \( d \) SOS algorithm will return a pseudo-distribution \( \mu \) satisfying these constraints for every \( d \). Since a reweighing \( \mu' \) of a pseudo-distribution \( \mu \) satisfies all constraints \( \mu \) satisfies, we get that \( \tilde{E}_{\mu'} uv^\top \in W \). Hence the \( \ell_2 \) (i.e. Frobenius) distance between the nonzero rank one \( u_0v_0^\top \) output by Algorithm 4.1 and the subspace \( W \) will be at most \( \varepsilon\|u_0v_0^\top\|_F \) thus completing the proof. Note that the proof would have gone through even if the pseudo-distribution \( \mu \) did not satisfy the condition that \( uv^\top \in W \) but merely that \( \|\Pi_W uv^\top\| \ll \|u_0v_0^\top\| \) where \( \Pi_V \) is the projector to a subspace \( V \). The proof of Theorem 4.1 actually guarantees that \( \|u_0v_0^\top\| \gg k/n \) which means that it suffices that \( \|\Pi_W uv^\top\|^2 \geq 1 - k^2/n^2 \) hence implying that the proof works for the near perfect completeness case, as mentioned in Remark 1.4.

---

5 **Structure Theorem**

In this section, we prove that every (pseudo) distribution over the unit sphere has a \( \tilde{O}(\sqrt{n}) \)-degree reweighing with second moment close to rank-1 in Frobenius norm. As discussed in Section 2.2, this theorem can be thought of as an approximate and robust variant of Lovett’s rectangle lemma [Lov14].
Theorem 5.1 (Structure theorem, real symmetric version). Let $\varepsilon > 0$, let $\mu$ be a pseudo-distribution over $S^{n-1}$ of degree at least $k + 2$, where $k = \sqrt{n} (\log n)^C / \varepsilon^3$ for an absolute constant $C \geq 1$. Then, $\mu$ has a degree-$k$ reweighing ("symmetric rank 1 reweighing") $\mu'$ such that for $m = E_{\mu'} x$,

$$\left\| mm^\top - E_{\mu'(x)} xx^\top \right\|_F \leq \varepsilon \cdot \| mm^\top \|_F.$$ 

Furthermore, we can find the reweighing polynomial $p = \mu'/\mu$ in time $2^{O(k)}$ and $p$ has only rational coefficients in the monomial basis with numerators and denominators of magnitude at most $2^{O(k)}$.

Remark 5.2. Our techniques extend to show similar structure theorem for pseudo-distributions over rank $r > 1$. For e.g., in Section C of the Appendix, we give a higher-rank version of the structure theorem here.

The following more general version (see Section A for a proof) will be useful for the analysis of our algorithm from the previous section. We note that the previous theorem suffices for the symmetric analog of Algorithm 4.1.

Theorem 5.3 (Higher dimension structure theorem). Let $\varepsilon > 0$, let $\mu$ be a pseudo-distribution over $(u_1, u_2) \sim (S^{n-1})^2$ of degree at least $k + 2$, where $k = \sqrt{n} (\log n)^C / \varepsilon^3$ for an absolute constant $C \geq 1$. Then, $\mu$ has a degree-$k$ reweighing ("asymmetric rank 1 reweighing") $\mu'$ such that for each $1 \leq j \leq 2$

$$\left\| m_i m_i^\top - E_{\mu'(u_i)} u_i u_i^\top \right\|_F \leq \varepsilon \cdot \| m_i m_i^\top \|_F,$$

where $m_i = E_{\mu'(u_i)} u_i$. Furthermore, we can find the reweighing polynomial $p = \mu'/\mu$ in time $2^{O(k)}$ and $p$ has only rational coefficients in the monomial basis with numerators and denominators of magnitude at most $2^{O(k)}$.

Theorem 5.3 directly implies Theorem 4.1. Indeed, if we write $u = u_0 + u'$ and $v = v_0 + v'$ where $u', v'$ are mean zero random variables, then we see that

$$E(u_0 + u')(v_0 + v')^\top = u_0 v_0^\top + E u' v'^\top$$

but $\| E u' v'^\top \|^2 \leq \| E u' u'^\top \| \| E v' v'^\top \|$.

We present the proof of Theorem 5.3 which is similar to that of Theorem 5.1 in Section A of the Appendix.

5.1 Reweighing Schemes

The proof of Theorem 5.1 is based on the following general results about existence of low-degree SoS reweighing schemes. We prove these results in the following sections.

The first lemma shows that there’s a low-degree reweighing for any pseudo-distribution over an interval in $\mathbb{R}$ such that the resulting distribution is concentrated around the old standard deviation.
We now prove Theorem 5.1 using Lemmas 5.4, 5.5 and Corollary 5.6. Let $\mu$ be a pseudo-distribution over $\mathbb{R}$ satisfying $\{X \leq n\}$ and $\mathbb{E}_\mu X^2 \geq 1$. Then, for some absolute constant $C$, there exists a reweighing $\mu'$ of $\mu$ of degree $k \log^C n / \varepsilon^2$ satisfying $\mathbb{E}_\mu (x - m)^k \leq \varepsilon^k m^k$ for some $m$ satisfying $|m| \geq 1$.

We consider this “fixing” the distribution, since if $\mu$ and $\mu'$ were actual distributions, the conclusion of Lemma 5.4 would imply that $P_{\mu'}[|x - m| \geq 2\varepsilon m] \leq 2^{-k}$. Since the proof of Lemma 5.4 is rather technical, we defer it to Appendix 6.

Next, we show that distributions over the $d$-dimensional unit ball have $O(d)$-degree reweighings such that the resulting distribution is concentrated around a single vector. Furthermore, the proof of this result also extends to pseudo-distribution of degree at least $O(d)$. This result is related to previous results on using high-degree sum-of-squares relaxations for optimizing general polynomials over the unit sphere [DW12]. However, the previously known bounds are not strong enough for our purposes.

**Lemma 5.5 (Subspace Fixing Reweighing: Fixing a distribution in a subspace).** For every $C \geq 1$ there is some $C'$, such that if $\mu$ is a distribution over the unit ball $\{x : \|x\| \leq 1\}$ of $\mathbb{R}^d$ such that $\mathbb{E}_\mu \|x\|^2 \geq d^{-C}$ then there is a degree $k = d \cdot (\log d)^{C'}$ reweighing $\mu'$ of $\mu$ such that

$$\frac{\mathbb{E}_{\mu'} \|x\|^2}{\mathbb{E}_\mu \|x\|^2} \geq 0.99 \frac{\mathbb{E}_{\mu} \|x\|^2}{\mathbb{E}_\mu \|x\|^2}.$$  

Further, the reweighing polynomial $p = \mu' / \mu$ can be found in time $2^{O(k)}$, has all coefficients upper bounded by $2^{O(k)}$ in the monomial basis, and satisfies $p(x) \leq k^{O(k)} \|x\|^k$. Moreover, the conclusions above hold as long as $\mu$ is a pseudo-distribution of degree at least $k + 2$.

We prove Lemma 5.5 in Section 7. One can use the above fixing to obtain the following corollary that allows us to grow the norm of the expectation using a low-degree reweighing.

**Corollary 5.6.** Let $\mu$ be a distribution on $S^{n-1}$ with $x_0 = \mathbb{E}_\mu x$ satisfying $\|x_0\|^2 \leq 0.5$. Then, for an absolute constant $C$, there’s a SoS polynomial $p$ of degree $k = \frac{\sqrt{n}}{\varepsilon^2} \log^C (n)$ such that the reweighing $\mu' = \mu \cdot p$ satisfies: $\|\mathbb{E}_{\mu'} x\|^2 > (1 - \delta)\|x_0\|^2 + 0.5\|\mathbb{E}_{\mu} x^\perp x^\perp\|^2$ where $x^\perp$ is the component of $x$ orthogonal to $x_0$ and is defined by $x^\perp = x - \frac{x \cdot x_0}{\|x_0\|^2}$ if $x_0 \neq 0$ and $x$ otherwise. Moreover, the above conclusion holds as long as $\mu$ is a pseudo-distribution of degree at least $k + 2$.

### 5.2 Proof of Structure Theorem

We now prove Theorem 5.1 using Lemmas 5.4, 5.5 and Corollary 5.6.

**Proof of Theorem 5.1.** Our proof is based on taking iterative reweighings of the distribution $\mu$: we start from $\mu_0 = \mu$ with covariance $M_0 = \mathbb{E}_\mu [xx^\top]$ and construct $\mu_1, \mu_2, \ldots, \mu_q$ in the course of our construction with means $m_t = \mathbb{E}_{\mu_t} x$. Let $x_{-t}$ defined by $x = \frac{(x, m_t)}{\|m_t\|^2} m_t$ if $m_t \neq 0$ and $x$ otherwise, denote the component of $x$ orthogonal to $m_t$ and set $C_t = \mathbb{E}_{\mu_t} x_{-t} x_{-t}^\top$ to be the covariance matrix of $x_{-t}$.
We first describe the first step in the process above - where we obtain $\mu_1$ from $\mu_0$. Let $\lambda_1 = \lambda_1(C_i) \geq \lambda_2 = \lambda_2(C_i) \geq \ldots \geq \lambda_n = \lambda_n(C_i) \geq 0$ denote the eigenvalues of $C_i$. Since $\mu$ is a distribution on $S^{n-1}$, $\sum_{j=1}^n \lambda_j = \text{Tr}(C) = \mathbb{E}_\mu \|x\|^2 = 1$. Thus if we let $\ell = \lceil 2\sqrt{n} \rceil$, then since the sum of the first $\ell$ eigenvalues is larger than any block of $\ell$ eigenvalues, we get that $\lceil \frac{n}{\ell} \rceil \sum_{j=1}^\ell \lambda_j \geq 1$ or

$$
\mathbb{E}_{\mu_0} \|x_S\|^2 = \sum_{j=1}^\ell \lambda_j \geq 2/\sqrt{n}
$$

where $S$ is the $\ell$-dimensional subspace spanned by the eigenvectors of $C_0$ corresponding to $\lambda_1, \ldots, \lambda_\ell$.

Applying Lemma 5.5 to the distribution of $x_S$, we obtain a reweighing $\mu_1$ of $\mu$ such that

$$
\left\| \mathbb{E}_{\mu_1} x \right\|^2 \geq \left\| \mathbb{E}_{\mu_1} x_S \right\|^2 \geq 0.5\|\mathbb{E}_{\mu_0} xx^\top\| \geq \frac{1}{\sqrt{n}}. \quad (5.1)
$$

Next, we describe a iterative step in the process. Suppose our current distribution and the mean are $\mu_t$ and $m_t$ respectively for $t \geq 1$. We can assume that

$$
\sum_{i=2}^n \lambda_i(C_i)^2 > \varepsilon^2 \|m_t\|^4 \quad (5.2)
$$

because otherwise, we are done.

Applying Corollary 5.6 to the distribution $\mu_t$ with $\delta = \varepsilon/10$ we obtain a distribution $\mu_{t+1}$ such that:

$$
\|m_{t+1}\|^2 = \left\| \mathbb{E}_{\mu_{t+1}} x \right\|^2 \geq (1 - \frac{\varepsilon}{10})\|m_t\|^2 + 0.5\varepsilon\|m_t\|^2 \geq (1 + \frac{\varepsilon}{4})\|m_t\|^2. \quad (5.3)
$$

Now, (5.1) yields that $\|m_t\|^2 \geq \frac{1}{\sqrt{n}}$ and (5.3) yields that the $\|m_{t+1}\|^2 \geq (1 + \frac{\varepsilon}{4})\|m_t\|^2$. Further, since at all times $\mu_t$ is a distribution on the sphere, $\|m_t\|^2 \leq 1$. Thus, the number of iterations $t$ cannot exceed $c \log (n)/\varepsilon$ for some absolute constant $c$.

Finally, observe that if $p_1, p_2, \ldots, p_t$ are the SoS polynomials used in the reweighings in each of the iterations above, then, the final distribution $\mu_t = \mu \cdot p$ for $p = \prod_{t \leq q} p_i$. The degree of $p$ is thus upper bounded by $\frac{\sqrt{n}}{\varepsilon^2} \cdot \log^C (n)$ for some absolute constant $C$. \qed

## 6 Fixing scalar-valued random variables

In this section, we prove Lemma 5.4. We begin by restating it.

**Lemma 6.1 (Scalar Fixing Reweighing).** Let $\mu$ be a pseudo-distribution over $\mathbb{R}$ satisfying $\{x \leq n\}$ and $\mathbb{E}_\mu x^2 \geq 1$. Then, for some absolute constant $C$, there exists a reweighing ("scalar fixing reweighing") $\mu'$ of $\mu$ of degree $k = Cd \log (n)/\varepsilon^2$ satisfying $\mathbb{E}_\mu(x - m)^d \leq \varepsilon^d m^d$ for some $m$ satisfying $|m| \geq 1$. 
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It is instructive to derive intuition from a conditioning version of the lemma above for actual probability distributions. Given a random variable $x$ with distribution $\mu$ that has standard deviation 1 and is bounded in $[-n, n]$, we know that with probability at least $\Theta(\frac{\delta}{n^2})$ probability that $x^2 \geq 1 - \delta$. As a result, the probability of at least one of $x \geq 1 - \Theta(\delta)$ or $x \leq -(1 - \Theta(\delta))$, say the former, is also at least $\Theta(\frac{\delta}{n^2})$. Next, we partition $[1 - \delta, n]$ into $O(\log(n))$ intervals with end points differing by a multiplicative factor of, say 1.1. Then, from the above calculation, there’s an interval in this partition such that $x$ is contained in it with probability at least $\Theta(\frac{\delta}{n^2 \log(n)})$. Thus, if we condition on $x$ lying in the above chosen interval to obtain $\mu'$, then $KL(\mu || \mu') \leq O(\log(n) + \log(1/\delta))$.

Our plan is to roughly implement the above conditioning argument for pseudo-distributions. This demands that instead of conditioning, we use re weighings by low-degree SoS polynomials and that further, all our arguments should hold for low-degree pseudo-distributions with degree roughly matching the KL-divergence bound above.

We will use a general trick in order to aid us in this task. Specifically, Fact 3.2 says that any statement about expectations of degree $d$ polynomials apply to all pseudo-distributions over $\mathbb{R}$ with degree at least $d + 1$. We will rely on this fact heavily in what follows. We begin with a simple claim that we will use repeatedly in what follows.

**Lemma 6.2.** Let $\mu$ be a pseudo-distribution over $\mathbb{R}$ and let $x$ be the associated random variable. Let $\mu'$ be obtained by reweighing $\mu$ using $x^{2\ell}$ for some $\ell \in \mathbb{N}$. Then, $\mathbb{E}_{\mu'} x^2 \geq \mathbb{E}_\mu x^2$ so long as $\mu$ has degree at least $2\ell + 3$.

**Proof.** Since the claim is about a pseudo-distribution over $\mathbb{R}$, we can appeal to Fact 3.2 and thus it suffices to show the result for arbitrary actual probability distributions over $\mathbb{R}$. An application of Holder’s inequality shows that $\mathbb{E}_{\mu'} x^2 \mathbb{E}_{\mu'} x^{2\ell} \leq \mathbb{E}_{\mu'} x^{2\ell+2}$. Rearranging yields, $\mathbb{E}_{\mu'} x^2 = \mathbb{E}_{\mu} x^{2\ell+2}/\mathbb{E}_\mu x^{2\ell} \geq \mathbb{E}_\mu x^2$. □

Our main technical tool is the following lemma that shows that if we take two reweighings $\mu_1, \mu_2$ of a distribution $\mu = \mu_0$ associated with a random variable $x$ over $\mathbb{R}$ such that the means $\mathbb{E}_{\mu_i} x^2$ remain roughly the same, then, under $\mu_1$, $x^2$ is concentrated around its mean under $\mu_1$. Notice that this is a statement about expectations of polynomials over arbitrary distributions over the real line and will thus immediately extend to pseudo-distributions using Fact 3.2 as described above.

**Lemma 6.3.** Fix $\epsilon > 0$ and $d \in \mathbb{N}$. Let $\mu = \mu_0$ be a pseudo-distribution over $\mathbb{R}$ satisfying $\mathbb{E}_{x \sim \mu} x^2 = 1$. Then, for any $k > 4 + \frac{2d \log(1/\epsilon)}{\epsilon}$, and for successive reweighings $\mu_1 = \mu \cdot p_1$ and $\mu_2 = \mu_1 \cdot p_2$ of $\mu$ using the polynomials $p_1 = x^{2k}/\mathbb{E}_{\mu_0} x^{2k}$ and $p_2 = x^{2k}/\mathbb{E}_{\mu_1} x^{2k}$ respectively, at least one of the following three consequences holds:

1. $\mathbb{E}_{\mu_1} x^2 > (1 + \epsilon) \cdot \mathbb{E}_\mu x^2$.

2. $\mathbb{E}_{\mu_2} x^2 > (1 + \epsilon) \cdot \mathbb{E}_{\mu_2} x^2$.

3. $\mathbb{E}_{\mu_1} (x^2 - m)^{2d} \leq 3\epsilon^{2d} m^{2d}$ for $m = \mathbb{E}_{\mu_1} x^2$.

Moreover, the claim holds also for pseudo-distributions $\mu$ of degree at least $5k$. 
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Remark 6.4. Observe the three statements above are claims about expectations of degree at most \(4k + 2\) polynomials under \(\mu_0 = \mu\). Specifically, the three conditions have the following equivalent form:

1. 
   \[
   \mathbb{E}_\mu x^{2d+2} > (1 + \epsilon) \mathbb{E}_\mu x^{2d} \mathbb{E}_\mu x^2.
   \]

2. 
   \[
   \mathbb{E}_\mu x^{4d+2} > (1 + \epsilon) \mathbb{E}_\mu x^{4d} \mathbb{E}_\mu x^2.
   \]

3. 
   \[
   \mathbb{E}_\mu x^{2d} \left(x^2 - \frac{\mathbb{E}_\mu x^{2d+2}}{\mathbb{E}_\mu x^{2d}}\right)^{2d} \leq 3 \epsilon^2 d \left(\frac{\mathbb{E}_\mu x^{2d+2}}{\mathbb{E}_\mu x^{2d}}\right)^{2d} \mathbb{E}_\mu x^{2d}.
   \]

Proof. Observe that by an application of Holder’s inequality, \((\mathbb{E}_\mu x^{2k})^{2k} \geq (\mathbb{E}_\mu x^2)^{4k-2} \geq 1\). A similar argument shows that \(\mathbb{E}_{\mu_1} x^{2k} = \mathbb{E}_{\mu_1} x^{4k} \mathbb{E}_{\mu_1} x^2 \geq 1\). Thus, \(p_1, p_2\) are well-defined. Now, suppose 1) and 2) do not hold. We write

\[
\mathbb{E}_{\mu_1} \left(\frac{x^2}{m} - 1\right)^{2d} \leq 16^{2d} \epsilon^{2d} + \mathbb{E}_{\mu_1} \left(\frac{x^2}{m} - 1\right)^{2d} \left\{ \begin{array}{l}
1 \left(\frac{x^2}{m} > (1 + \epsilon)^4\right) + \\
1 \left(\frac{x^2}{m} < (1 - \epsilon)^4\right)
\end{array} \right.
\]

(6.1)

We bound the second term on the right hand side next. When 1) and 2) do not hold, observe that \(\mathbb{E}_{\mu_1} x^2, \mathbb{E}_{\mu_2} x^2 \in (1 \pm \epsilon) \mathbb{E}_\mu x^2\). Using Lemma 6.2 and the form of \(p_2\), this yields that for every \(\ell \leq k\), \(\mathbb{E}_{\mu_1} x^{2\ell+2} \leq (1 + \epsilon) \mathbb{E}_{\mu_1} x^{2\ell} \mathbb{E}_{\mu_1} x^2\). Repeatedly applying this inequality yields:

\[
\mathbb{E}_{\mu_1} x^{2k+2} \leq (1 + \epsilon)^k \left(\mathbb{E}_{\mu_1} x^2\right)^{k+1}.
\]

(6.2)

Using Markov’s inequality along with (6.2) yields:

\[
\mathbb{P}_{\mu_1} \left[\frac{x^2}{m} \geq q\right] \leq \left(1 + \epsilon\right)^k.
\]

(6.3)

Let \(y = \frac{x^2}{m} - 1\). Then, we have:

\[
\mathbb{E}_{\mu_1} \left(\frac{x^2}{m} - 1\right)^{2d} \left\{ \begin{array}{l}
1 \left(\frac{x^2}{m} > (1 + \epsilon)^4\right) \leq \\
1 \left(\frac{x^2}{m} < (1 + \epsilon)^4\right)
\end{array} \right.
\]

\[
\leq \int_{y \geq 1 + (1 + \epsilon)^4} y^{2d} \mu(y) dy
\]

\[
\leq \int_{y \geq 1 + (1 + \epsilon)^4} y^{2d} \left(\frac{1 + \epsilon}{1 + y}\right)^k dy
\]

\[
\leq \int_{y \geq 1 + (1 + \epsilon)^4} \frac{y^{2d}}{(1 + y)^{k/2}} \left(\frac{1 + \epsilon}{\sqrt{1 + y}}\right)^k dy
\]
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\[
\begin{align*}
\int_{y \geq 1+(1+\varepsilon)^t} \frac{y^{2d}}{(1+y)^{k/2}} dy & \\
= \int_{y \geq 1+(1+\varepsilon)^t} \frac{y^{2d}}{(1+y)^2} \cdot \frac{1}{(1+y)^{k/2-2}} dy \tag{6.4}
\end{align*}
\]

Now, since \(k > 4 + \frac{2d}{\varepsilon}\), \(y \leq e^{k-4}y \leq \varepsilon(1+y)^{\frac{k-4}{2d}}\). And thus, \(\frac{y^{2d}}{(1+y)^{k/2-2}} \leq \varepsilon^{2d}\) for every \(y \geq 1 + (1+\varepsilon)^t\). Thus, the expression in (6.4) is upper bounded by \(\varepsilon^{2d} \int_{y \geq 1} \frac{1}{(1+y)^2} \leq \varepsilon^{2d}\). This shows that the second term in (6.1) is upper bounded by \(\varepsilon^{2d}\).

Analyzing the third term in (6.1) is easy: we have: \(\mathbb{P}_{\mu}^1[x^2 < q] \leq \mathbb{P}_{\mu_\ell}[x^2 < q] \cdot \max_{x^2 < q} p_1(x) \leq q^{2k}\). For any \(q < 1 - \varepsilon\), this quantity is at most \(\varepsilon^{2d}\) if \(k > \frac{2d}{\varepsilon} \log (1/\varepsilon)\) and as a result, the third term in (6.1) is at most \(\varepsilon^{2d}\).

This completes the proof.

\[\square\]

**Remark 6.5.** It is important to note that even though our arguments in the proof above require higher degree polynomials (> 5k) - such as when we apply Holder’s inequality - the statements themselves are about non-negativity of polynomials of degree at most \(4k + 2\). Thus, an application of Fact 3.2 shows that these non-negativity statements, when true, hold for any pseudo-distribution of degree \(\geq 4k + 3\). In particular, in situations as in the proof above, we do not have to be judicious in the use of the degree.

**Lemma 6.6.** Let \(\mu\) be a pseudo-distribution over \(\mathbb{R}\) satisfying \(\{x^2 \leq n\}\) and \(\bar{E}_\mu x^2 \geq 1\). For some absolute constant \(C\), there’s a reweighing \(\mu'\) of \(\mu\) of degree \(k = Cd \log(n)/\varepsilon^2\) such that \(\bar{E}_{\mu'}(x^2 - m)^{2d} \leq \varepsilon^{2d} m^{2d}\) for \(m \geq 1\).

**Proof.** We take a sequence of reweighings \(\mu_0 = \mu, \mu_1, \mu_2, \ldots, \mu_r\) of \(\mu\) such that \(\mu_i/\mu_{i-1} = \frac{x^{2k}}{\bar{E}_{\mu_{i-1}} x^{2k}}\) for each \(r \geq i \geq 1\). Observe that Lemma 6.2 implies that means of \(x^2\) under \(\mu_i\) grow monotonically and thus are all at least 1.

We then apply Lemma 6.3 to every 3-tuple \(\mu_{i-1}, \mu_i, \mu_{i+1}\) for \(1 \leq i \leq r - 1\). If conclusion 3) from the statement of Lemma 6.3 does not hold, then, then in every consecutive triple of reweighings \(\mu_{i-1}, \mu_i, \mu_{i+1}\) as above, at least one of the consecutive pairs has a multiplicative gap of \((1 + \varepsilon)\) in the means of \(x^2\). Since \(\mu\) satisfies \(\{x^2 \leq n\}\), the number of successive triples of reweighings that do not satisfy the condition 3) of Lemma 6.3 is at most \(O(\log(n)/\varepsilon)\).

Thus, if we choose \(r = O(\log(n)/\varepsilon)\), there’s a consecutive triple of reweighings of \(\mu\), say \(\mu_{i-1}, \mu_i, \mu_{i+1}\) that satisfy conclusion 3) in Lemma 6.3 for \(m = \bar{E}_\mu, x^2 \geq 1\). \[\square\]

We are now ready to prove Lemma 6.1.

**Proof of Lemma 6.1.** \(x \sim \mu\) satisfies \(\{x^2 \leq n^2\}\) and \(\bar{E}_\mu x^2 \geq 1\). We reweigh by \(x^{2\ell}\) where \(\ell = O(d \log(n)/\varepsilon)\) is obtained from Lemma 6.6. Let \(m \geq 1\) be such that the reweighed distribution \(\mu'\) satisfies: \(\bar{E}_{\mu'}(x^2 - m)^{2d} \leq \varepsilon^{2d} m^{2d}\). Or, \(\bar{E}_{\mu'}(x - \sqrt{m})^{2d}(x + \sqrt{m})^{2d} \leq \varepsilon^{2d} m^{2d}\).

Now, since for every \(x\), \((x - \sqrt{m})^{2d} + (x + \sqrt{m})^{2d} \geq \sqrt{m}^{2d}\), \(\mathbb{E}(x - \sqrt{m})^{2d} + (x + \sqrt{m})^{2d} \geq \sqrt{m}^{2d}\) for every distribution over \(\mathbb{R}\). Thus, for every distribution over \(\mathbb{R}\), one of \(\mathbb{E}(x - \sqrt{m})^{2d}\)
and $\mathbb{E}(x + \sqrt{m})^{2d}$ is at least $0.5\sqrt{m}^{2d}$. Using Fact 3.2, the same conclusion holds for every pseudo-distribution of degree at least $2d + 1$ and in particular, for $\mu'$.

Thus, say $\tilde{\mathbb{E}}_{\mu}(x - \sqrt{m})^{2d} \geq 0.5\sqrt{m}^{2d}$. Then, reweighing $\mu'$ by $(x - \sqrt{m})^{2d}$ to obtain $\mu''$ yields

$$
\mathbb{E}_{\mu''}(x + \sqrt{m})^{2d} = \frac{\mathbb{E}_{\mu'}(x - \sqrt{m})^{2d}(x + \sqrt{m})^{2d}}{\mathbb{E}_{\mu'}(x - \sqrt{m})^{2d}}
$$

and

$$
\mathbb{E}_{\mu''}(x - \sqrt{m})^{2d} \leq \epsilon^{2d}(\sqrt{m})^{2d}
$$

proving the claim for $m' = -\sqrt{m}$ which is at least 1 in magnitude.

\[ \square \]

## 7 Fixing vector-valued random variables

We show that distributions over the $d$-dimensional unit ball have $O(d)$-degree reweightings such that the resulting distribution is concentrated around a single vector. Furthermore, the proof of this result also extends to pseudo-distribution of degree at least $O(d)$.

**Lemma 7.1** (Subspace Fixing Reweighing, Lemma 5.5, restated). Let $\mu$ be a distribution over the unit ball of $\mathbb{R}^d$. Let $C \geq 1$ be such that $\mathbb{E}_\mu \|x\|^2 \geq d^{-C}$. Then, $\mu$ has a degree-$k$ reweighing ("subspace fixing reweighing"), where $k = d \cdot (\log d)^{C'}$ for $C' = C'(|C|)$ only a function of $C$, such that

$$
\left\| \frac{\mathbb{E}_{\mu''(x) \mid x}}{\mathbb{E}_{\mu(x) \mid x}} \right\|^2 \geq 0.99 \frac{\mathbb{E}_{\mu(x) \mid x} \|x\|^2}{\mathbb{E}_{\mu(x) \mid x} \|x\|^2}.
$$

Further, the reweighing polynomial $p = \mu'' / \mu$ can be found in time $2^{O(k)}$, has all coefficients upper bounded by $2^{O(k)}$ in the monomial basis, and satisfies $p(x) \leq k^{O(k)} \|x\|^k$. Moreover, the conclusions above hold even if $\mu$ is a pseudo-distribution of degree at least $k + 2$.

On a high level, the proof goes as follows: The final reweighing is a combination of three reweighings. The first reweighing approximately fixes the scalar variable $\|x\|^2$ as in the previous section. The second reweighing ensures that a single direction captures the expected norm in the sense that for some unit vector $v$ the variable $\langle v, x \rangle^2$ has expectation close to the expectation of $\|x\|^2$ (which also means that the second moment is close to rank-1 in trace norm). This step is the key innovation of this section. The final step is to fix the variable $\langle v, x \rangle$ such that its expectation is approximately fixed to at least the square root of the expectation of $\langle v, x \rangle^2$, which ensures that the norm of the expectation of $v$ is large.

**Proof.** Let $\varepsilon > 0$ be a sufficiently small constant and let $\mu$ be a pseudo-distribution over the unit ball of $\mathbb{R}^d$ that satisfies the requirements of the theorem. We will first find a reweighing of $\mu$ such that $\tilde{\mathbb{E}}_{\mu(x)} \langle v, x \rangle^2 \geq (1 - \varepsilon) \tilde{\mathbb{E}}_{\mu(x)} \|x\|^2$. Then, by fixing the scalar variable $\langle v, x \rangle$ as in the previous section, we obtain another reweighing that satisfies the requirements of the theorem.

By fixing the scalar variable $\|x\|^2$ as in the previous section, we may assume that $\mu$ satisfies $\tilde{\mathbb{E}}_{\mu(x)} \|x\|^{2k} \leq (1 + \varepsilon^k) \cdot \tilde{\mathbb{E}}_{\mu(x)} \|x\|^{2k}$ for all $k \leq (\varepsilon^{-1} \log d)^{O(1)}$. By Hölder's inequality for pseudo-expectations (this follows by an application of Fact 3.2 to the scalar random variable $\|x\|^2$), we also have $\tilde{\mathbb{E}}_{\mu(x)} \|x\|^{2k+2} \geq \tilde{\mathbb{E}}_{\mu(x)} \|x\|^2 \cdot \tilde{\mathbb{E}}_{\mu(x)} \|x\|^{2k}$.

Let $v$ be a random unit vector in $\mathbb{R}^d$. It is known that for every $k \in \mathbb{N}$ and $x \in \mathbb{R}^n$, $\mathbb{E}_v \langle v, x \rangle^{2k} = c_k \|x\|^{2k}$ where $c_k$ is the $k$-th raw moment of the Beta distribution with
parameter 1 and \(d - 2\) \([\text{Sta82}]\). If \(k \leq O(d/\varepsilon)\) then these moments satisfy that \(c_{k+1} \geq (1 - \varepsilon)c_k\) and \(1 \geq c_k \geq k^{-O(k)}\).

Using the bound \(c_{k+1} \geq (1 - \varepsilon)c_k\) and the fact that the variable \(\|x\|^2\) is approximately fixed, it follows that
\[
E_{v \sim \mu(x)} \langle v, x \rangle^{2k} = c_k \cdot E_{\mu(x)} \|x\|^{2k},
\]
which means that there exists a unit vector \(v\) such that \(E_{\mu(x)} \langle v, x \rangle^{2k+2} \geq (1 - \varepsilon)^2 c_k \cdot E_{\mu(x)} \|x\|^2 \cdot E_{\mu(x)} \|v\|^{2k}\). Therefore, the reweighing polynomial \(x \mapsto \langle v, x \rangle^{2k}/E_{\mu(x)} \|x\|^2\) yields a reweighing \(\mu'\) such that \(E_{\mu'(x)} \langle v, x \rangle^2 \geq (1 - \varepsilon)^2 \cdot E_{\mu'(x)} \|x\|^2\).

It remains to argue that we can find such a unit vector in time \(2^{O(k)}\). To that end we will show that a random unit vector succeeds with probability \(2^{-O(k)}\). That argument will also show that the normalization factor \(\tilde{E}_{\mu(x)} \|x\|^{2k}\) is bounded by \(k^{O(k)}\).

The key step is to bound the variance of the variable \(E_{\mu(x)} \langle v, x \rangle^{2k}\) (over the randomness of \(v\)).
\[
E_{\mu(x)} \left( E_{v \sim \mu(x)} \langle v, x \rangle^{2k} \right)^2 \leq E_{\mu(x)} \langle v, x \rangle^{4k} = c_{2k} \cdot E_{\mu(x)} \|x\|^{4k} \leq k^{O(k)} \cdot \left(c_k \cdot E_{\mu(x)} \|x\|^{2k}\right)
\]

The first inequality is Cauchy–Schwarz for pseudo-expectations. The second inequality uses the bounds \(c_{2k} \leq k^{O(k)} c_k^2 \) and \(\tilde{E}_{\mu(x)} \|x\|^{4k} \leq (1 + \varepsilon)^{2k}(\tilde{E}_{\mu(x)} \|x\|^{2k})^2\) (the latter holds because we approximately fixed the scalar variable \(\|x\|^2\)).

A standard Markov-like inequality (see for example \([\text{BKS15}, \text{Lemma 5.3}]\)) shows that the following event over random unit vectors \(v\) has probability at least \(k^{-O(k)}\) (note that this probability is w.r.t. the distribution of the random variable \(v\), which is an actual distribution),
\[
\begin{align*}
E_{\mu(x)} \langle v, x \rangle^{2k+2} &\geq (1 - \varepsilon)^3 E_{\mu(x)} \|x\|^2 \cdot E_{\mu(x)} \langle v, x \rangle^{2k} < \\
E_{\mu(x)} \langle v, x \rangle^{2k} &\geq k^{O(-k)} \cdot E_{\mu(x)} \|x\|^{2k}
\end{align*}
\]

Any unit vector that satisfies the above conditions yields a reweighing polynomial \(p(x) \propto \langle v, x \rangle^{2k}\) that satisfies the conclusion of the theorem. \(\square\)

We now move on to showing Corollary 5.6 restated here.

**Corollary 7.2.** Let \(\mu\) be a distribution on \(S^{n-1}\) with \(m_0 = E_{\mu} x\) satisfying \(\|m_0\|^2 \leq 0.5\). Then, for an absolute constant \(C\), there’s a SoS polynomial \(p\) of degree \(k = \frac{\sqrt{\pi}}{\varepsilon^2} \log^C(n)\) such that the reweighing \(\mu' = \mu \cdot p\) satisfies:
\[
\|E_{\mu'} x\|^2 > (1 - \delta)\|m_0\|^2 + 0.5\|E_{\mu} x_{\bot} x_{\bot}^T\|\text{ where } x_{\bot} \text{ is the component of } x \text{ orthogonal to } m_0 \text{ and is defined by } x_{\bot} = x - \frac{\langle x, m_0 \rangle}{\|m_0\|^2} \text{ if } m_0 \neq 0 \text{ and } x \text{ otherwise. Moreover, the above conclusion holds also for all pseudo-distributions of degree at least } k + 2.
\]
Proof. The key idea of the proof is to observe that there is a subspace $S$, orthogonal to $m_0$, of roughly $\sqrt{n}$ dimensions such that $\mathbb{E}_\mu \|x_S\|^2 \geq \mathbb{E}_\mu \|x_\perp\|$. In fact, one can take $S$ to be the explicit subspace spanned by the top $\approx \sqrt{n}$ eigenvectors of $\mathbb{E}_\mu x_\perp x_\perp^T$.

Once we find such an $S$, we can apply the subspace fixing reweighing (Lemma 7.1) to $x_S$, the projection of $x$ to the subspace $S$. After an appropriate change of basis, this is a random variable in $\mathbb{R}^{\sqrt{n}}$. Thus, Lemma 7.1 gives us a $\approx \sqrt{n}$ degree reweighing that ensures that $\|\mathbb{E}_\mu x_S\|^2 \geq 0.5 \|\mathbb{E}_\mu x_S x_S^\top\|$ and by virtue of being in $S$, this is orthogonal to $\mathbb{E}_\mu x$, we obtain the needed gain in the norm of the expectation of $x$ that we needed. However, to guarantee the claim in the Corollary, we also need to ensure that $\mathbb{E}_\mu' \langle x, \mathbb{E}_\mu x \rangle^2 \geq (1 - \delta) \mathbb{E}_\mu'' \langle x, \mathbb{E}_\mu x \rangle^2$. Reweighing $\mu$ could a priori lead to a situation where this is no longer true. To “protect” the norm of the previous expectation, we “fix” the scalar random variable $\langle x, \mathbb{E}_\mu x \rangle$ using scalar fixing reweighing (Lemma 6.1) for some $d$ to be chosen later and ensure:

$$\mathbb{E}_{\mu_1(x)} \left( \langle x, \mathbb{E}_\mu x \rangle - \|\mathbb{E}_\mu x\|^2 \right)^{4d} \leq e^{4d \|\mathbb{E}_\mu x\|^8}. \tag{7.5}$$

Let $\mu_1$ be the resulting distribution. Observe that using Lemma 6.2, $\mathbb{E}_{\mu_1} \langle x, \mathbb{E}_\mu x \rangle^2$ is not smaller than $\mathbb{E}_\mu \langle x, \mathbb{E}_\mu x \rangle^2 = \|\mathbb{E}_\mu x\|^2$. If $\mathbb{E}_{\mu_1} \langle x, \mathbb{E}_\mu x \rangle^2 \geq 0.9$, we are done. Thus, assume that $\|\mathbb{E}_{\mu_1} x_\perp\| \geq 0.1$.

Let $C = \mathbb{E}_{\mu_1} x_\perp x_\perp^T$ with eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0$. For $\ell = \lceil \sqrt{n} \rceil + 1$, let $S$ be the subspace of the eigenvectors of $C$ corresponding to eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_\ell$. For any $x \in \mathbb{R}^n$, let $x_S$ denote the projection of $x$ to the subspace $S$. Our plan is to apply the subspace fixing reweighing (Lemma 7.1) to the random variable $x_S$ that lives in $\mathbb{R}^\ell$. For this, we need to lower bound $\mathbb{E}_{\mu_1} \|x_S\|^2$.

We proceed to do that next. Observe that

$$\sum_{i=\ell+1}^{\ell} \lambda_i^2 \leq n \lambda_{\ell+1}^2 \leq \frac{n}{\ell(\ell - 1)} \sum_{i \neq j} \lambda_i \lambda_j. \tag{7.6}$$

Thus,

$$\left( \mathbb{E}_{\mu_1} \|x_S\|^2 \right)^2 = \left( \sum_{i=1}^\ell \lambda_i \right)^2 \geq \sum_i \lambda_i^2 + \sum_{i \neq j \in [\ell]} \lambda_i \lambda_j \geq \sum_{i=\ell} \lambda_i^2 + \frac{\ell(\ell - 1)}{n} \sum_{i=\ell+1}^{n} \lambda_i^2 \geq \sum_{i=1}^{\ell} \lambda_i^2.$$
Next, we reweigh \( x_S \) using the subspace fixing reweighing (Lemma 7.1) to obtain \( \mu_2 \).

Observe that \( \mathbb{E}_{\mu_2} x_S \in S \) and \( \mathbb{E}_\mu x \) is orthogonal to \( S \). Thus, \( \| \mathbb{E}_{\mu_2} x \|^2 \geq \frac{\mathbb{E}_{\mu_2} (x, \mathbb{E}_{\mu_1} x)^2}{\| \mathbb{E}_\mu x \|^2} + \| \mathbb{E}_{\mu_2} x_S \|^2 \). Thus, to complete the proof, we must analyze two quantities: \( \frac{\mathbb{E}_{\mu_2} (x, \mathbb{E}_{\mu_1} x)^2}{\| \mathbb{E}_\mu x \|^2} \) and \( \| \mathbb{E}_{\mu_2} x_S \|^2 \). The latter is guaranteed to be at least \( 0.5 \cdot \| \mathbb{E}_{\mu_1} x_{\perp} \|^2 \) using (7.7) and Lemma 7.1.

We now analyze \( \frac{\mathbb{E}_{\mu_2} (x, \mathbb{E}_{\mu_1} x)^2}{\| \mathbb{E}_\mu x \|^2} \).

Let \( \mu_2 / \mu_1 = R \) for the polynomial \( R \) defining the subspace fixing reweighing (obtained in Lemma 7.1) satisfying \( \mu_1 (x) R (x) = 1 \) and

\[
| R(x) | \leq n^{O(\sqrt{n} \log(n))} \| x \|^{O(\sqrt{n} \log(n))},
\]

(7.8)

for every \( x \).

We thus have:

\[
\left( \mathbb{E}_{\mu_2(x)} \left( \frac{x, \mathbb{E}_x - \| \mathbb{E}_x \|^2}{\mu} \right)^2 \right)^{4d} \leq \left( \mathbb{E}_{\mu_2(x)} \left( \frac{x, \mathbb{E}_x - \| \mathbb{E}_x \|^2}{\mu} \right)^2 \right)^{2d} = \left( \frac{\mathbb{E}_{\mu_1(x)} R(x) \left( x, \mathbb{E}_x - \| \mathbb{E}_x \|^2 \right)^{2d}}{\mathbb{E}_{\mu_1(x)} R(x)} \right)^{2d} \leq \mathbb{E}_{\mu_1(x)} \mathbb{E}_{\mu_1(x)} \left( x, \mathbb{E}_x - \| \mathbb{E}_x \|^2 \right)^{2d} \leq n^{O(\sqrt{n} \log(n))} \| x \|^{O(\sqrt{n} \log(n))} \| x \|^{8d}.
\]

The first inequality uses Holder’s inequality for pseudo-distributions, the second inequality uses Cauchy-Schwarz inequality for pseudo-distributions and the final inequality uses the bound (7.5). The equality in step 2 uses the definition that \( R = \mu_2 / \mu_1 \).

For \( \varepsilon \ll \text{poly}(\delta) \) and \( d = O(\sqrt{n} \log(n) \log(1/\delta)) \), we can ensure that the final expression above is at most \( \delta^{8d} \) and completing the proof.

\( \square \)

8 Conclusions and further directions

We have shown an \( \exp(O(\sqrt{n})) \) time algorithm for the BSS\(_{1,1-\varepsilon}\) problem, or equivalently to the problem of finding (up to small \( \ell_2 \) error) a rank one matrix in a subspace. This raises several questions. One question, mentioned in Remark 1.4 is whether we can remove the perfect, or near-perfect, completeness condition. Another, possibly more important, question is whether one can improve the exponent \( \sqrt{n} \) further. Indeed, it has been suggested that the BSS\(_{c,s}\) problem for constants \( s < c \) might be in quasi-polynomial time (which is closely related to the conjecture that \( \text{QMA}(2) \subseteq \text{EXP} \)). Given that our algorithm is
inspired by Lovett’s $\tilde{O}(\sqrt{n})$ bound on the communication complexity of rank $n$ matrices, it is tempting to speculate that the full log rank conjecture (i.e., a polylog($n$) bound) would imply such a quasi-polynomial time algorithm. We think a black box reduction from the log rank conjecture to such an algorithm is unlikely. For starters, we would need the proof of the log rank conjecture to be embedded in the sos proof system. But even beyond that, it seems that we need more general statements, that (unlike the log rank conjecture) do not apply only to Boolean matrices. There do seem to be natural such statements that could imply improved algorithmic results. In particular, we believe resolving the following two questions could help in making such progress:

**Question 8.1.** Is it the case that for every distribution $\mu$ over $S^{n-1}$ and every $\varepsilon, \delta > 0$ there is a (not necessarily positive) function $r : S^{n-1} \to \mathbb{R}$ such that $\mathbb{E}_{v \sim \mu} |r(v)| = 1$, $\mathbb{E}_{v \sim \mu} |r(v)| \log |r(v)| \leq O(n^\delta)$ and a nonzero rank one $L$ such that

$$
\| \mathbb{E}_{v \sim \mu} [r(v)vv^T] - L \|_F \leq \varepsilon \|L\|_F ?
$$

A positive solution for Question 8.1 for any $\delta < 1/2$ would be very interesting. It may improve the best known bound for the log rank conjecture to $\tilde{O}(n^\delta)$ and if appropriately extended to pseudo-distributions, improve our algorithm’s running time to $\exp(\tilde{O}(n^\delta))$ as well. We do know that the answer to this question is *No* if one does not allow negative reweighing functions.

Another interesting question is the following:

**Question 8.2.** Is there a function $f : \mathbb{R}_+ \to \mathbb{R}_+$ such that for every $\delta > 0$ and a distribution $\mu$ over $S^{n-1}$, there is an $O(n^\delta)$ round reweighing $\mu'$ of $\mu$ such that

$$
\mathbb{E}_{v, v' \sim \mu} \langle v, v' \rangle^4 = f(\delta) \left( \mathbb{E}_{v, v' \sim \mu} \langle v, v' \rangle^2 \right)^2
$$

We do not know of a way to use a positive answer for Question 8.2 for an improved bound on the log rank conjecture, but (an appropriate sos version of) it does imply an improved algorithms for the problem of “2 vs 4 provers QMA” where in the completeness case there are four non-entangled provers, while the soundness condition holds even if, say, provers 1 and 2, as well as provers 3 and 4, share an entangled state. This variant seems “morally related” to the *small set expansion* problem (though we do not know of a reduction in either direction).

**References**


---

8 As mentioned in Footnote 7, improving the bounds on the log rank conjecture might require better control of the dependence of the bound on $\varepsilon$ than we need for our setting.


A Proof of Theorem 5.3

Proof of Theorem 5.3. Let $\mu$ be the pseudo-distribution on $(u_1, u_2) \in (S^{n-1})^2$. As in the proof of Theorem 5.1, our final reweighing is obtained by combining a sequence of reweighings $\mu_0 = \mu, \mu_1, \mu_2, \ldots, \mu_T$. Let $m_1^i, m_2^i$ denote $\tilde{E}_{\mu_i} u_1, \tilde{E}_{\mu_i} u_2$, respectively.

In the first step, for each $1 \leq i \leq 2$, we do the following:

1. Let $S_i$ be the subspace spanned by the largest $\lceil 2\sqrt{n} \rceil$ eigenvectors of $E_{\mu(u_i)} u_i u_i^\top$. Reweight $\mu(u_i)$ in the subspace $S_i$ using Lemma 5.5 using $\tilde{O}(\sqrt{n})$ degree.

2. Reweight $\langle u_i, m_i \rangle$ using Lemma 5.4 using $\tilde{O}(\sqrt{n}/(\epsilon^2))$-degree.
Similar to the proof of Corollary 5.6, we can argue that at the end of the first step, \( \|m_1\|^2 \|m_2\|^2 \geq \Theta(1/n) \).

In any iterative step, we do the following. If there’s an \( i \) such that \( \|m_i m_i^\top - \mathbb{E}_{\mu(u_i)} u_i u_i^\top \|_F > \epsilon \|u_i u_i^\top\| \),

1. Let \( S_i \) be the subspace spanned by the largest \([2\sqrt{n}]\) eigenvectors of \( \mathbb{E}_{\mu(u_i)} u_i^\top u_i^\top \) where \( u_i^\top \) is the component of \( u_i \) orthogonal to \( m_i \). Reweigh \( \mu(u_i) \) in the subspace \( S_i \) using Corollary 5.6 using \( \tilde{O}(\sqrt{n}/\epsilon^2) \) degree.

2. Reweigh \( \langle u_i, m_i \rangle \) using Lemma 5.4 using \( \tilde{O}(\sqrt{n}/\epsilon^2) \)-degree.

We now track the potential function \( \|m_1\|^2 \|m_2\|^2 \). In any step, the second reweighing above implies that under any reweighing \( \|m_i\| \) doesn’t decrease by a factor of more than \( 1 - \epsilon/10 \). The first reweighing yields that at least one of \( \|m_1\|^2 \) or \( \|m_2\|^2 \) increases by a factor of \( (1 + \epsilon/2) \). In effect, after each reweighing, the potential rises by a multiplicative \( (1 + \Theta(\epsilon)) \). Since \( \|m_1\|^2 \|m_2\|^2 \leq 1 \) and at least \( \Theta(1/n) \) after the first step, the number of steps in the reweighing is upper bounded by \( O(\log(n)/\epsilon) \) giving the result. □

### B Reduction Between Real and Complex Best Separable State Problems

**Lemma B.1.** For every subspace \( \mathcal{W} \subseteq \mathbb{C}^{n^2} \), there’s a subspace \( \mathcal{Y} \subseteq \mathbb{R}^{4n^2} \) such that:

1. Completeness: If there’s an \( x, y \in \mathbb{S}^{n-1}(\mathbb{C}) \) such that \( xy^* \in \mathcal{W} \), then there’s a \( u, v \in \mathbb{S}^{2n-1} \) such that \( uv^* \in \mathcal{Y} \).

2. Soundness: If there’s a \( U \in \mathcal{Y} \) and \( u_0, v_0 \) such that \( \|u_0 v_0^\top - U\|_F \leq \epsilon \|u_0 v_0^\top\|_F \), then there’s an \( x \in \mathcal{W} \) and an \( x_0, y_0 \) such that \( \|x_0 y_0^\top - X\|_F \leq \epsilon \|x_0 y_0^\top\|_F \).

**Proof.** It is easiest to describe the construction of the subspace \( U \) from \( \mathcal{W} \) in two steps. Let \( \langle W^i, X \rangle = 0 \) for \( j \leq \text{codim}(\mathcal{W}) \) be the linear constraints that define \( \mathcal{W} \). Write \( X = A + iB \) for \( i = \sqrt{-1} \) and \( W^j = C^j + iD^j \). Then, \( X \in \mathcal{W} \) iff for every \( 0 \leq j \leq \text{codim}(\mathcal{W}) \),

\[
\begin{align*}
\left\{ \begin{array}{c}
\langle C^j, A \rangle + \langle D^j, B \rangle = 0 \\
\langle D^j, A \rangle - \langle C^j, B \rangle = 0.
\end{array} \right.
\end{align*}
\]

Let \( \mathcal{W}' \subseteq \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \) be the subspace of ordered pairs of \( n \times n \) matrices \( (A, B) \) satisfying (B) for each \( 0 \leq j \leq \text{dim}(\mathcal{W}) \).

Observe that by construction, a matrix \( X = A + iB \in \mathcal{W} \) iff the pair \( (A, B) \in \mathcal{W}' \). Next, we define a subspace \( \mathcal{Y} \subseteq \mathbb{R}^{2n \times 2n} \) as follows. We think of each \( Y \in \mathcal{Y} \) as a \( 2 \times 2 \) block matrix of \( n \times n \) matrices with the blocks being labeled as \( Y_{11}, Y_{12}, Y_{21}, Y_{22} \) in the natural way. We define \( \mathcal{Y} \)

\[
Y \in \mathcal{Y} \text{ iff } (Y_{11} + Y_{22}, Y_{21} - Y_{12}) \in \mathcal{W}'.
\]  

(B.1)
We now claim that the subspace $\mathcal{Y}$ satisfies the requirements of the Lemma. First observe that if $Y \in \mathcal{Y}$, then by our construction, $(Y_{11} + Y_{22}, Y_{21} - Y_{12}) \in \mathcal{W}'$ and consequently,

$$X = (Y_{11} + Y_{22}) + i(Y_{21} - Y_{12}) \in \mathcal{W}. \quad \text{(B.2)}$$

**Completeness.** If $xy^* \in \mathcal{W}$ then, writing $x = u + iv$ and $y = u' + iv'$ and setting $A = uu^* + vv^*$ and $B = vu^* - uv^*$ yields that $(A, B) \in \mathcal{W}'$ and thus, consequently, $Y = (u, v)(u', v')^\top \in \mathcal{Y}$.

**Soundness.** Suppose $Y \in \mathcal{Y}$ and there’s $u, v$ such that $\|uv^* - Y\|_F \leq \varepsilon \|uv^*\|$. Let $u_1, u_2$ and $v_1, v_2$ be the components of $u$ in the first and second column (row) blocks respectively. From (B.2), we know that $X = A+iB$ for $A = (Y_{11} + Y_{22})+i(Y_{21} - Y_{12}) \in \mathcal{W}'$. Let $U = u_1 + iu_2$ and $V = v_1 + iv_2$. Then, we can rewrite the above as:

$$X = A+iB = (u_1+iu_2)(v_1+iv_2)^\top + (Y_{11} + Y_{22} - u_1v_1^\top - u_2v_2^\top) + i(Y_{21} - Y_{22} - u_2v_2^\top + u_1v_1^\top) \in \mathcal{W}.$$

Now, $\|(u_1 + iu_2)(v_1 + iv_2)^\top\|^2 = \|u_1\|^2 + \|u_2\|^2 + \|v_1\|^2 + \|v_2\|^2$.

And by an application of triangle inequality,

$$\|(Y_{11} + Y_{22} - u_1v_1^\top - u_2v_2^\top) + i(Y_{21} - Y_{22} - u_2v_2^\top + u_1v_1^\top)\| \leq \sum_{s,t=1}^{2} \|Y_{st} - u_sv_t^\top\| \leq \|uv^* - Y\|_F \leq \varepsilon \|uv^*\| \leq \varepsilon \||U||||V|| = \varepsilon \|UV^*\|.$$

## C Higher Rank Structure Theorem

**Theorem C.1.** Let $\varepsilon > 0$, let $\mu$ be a pseudo-distribution over $(u_1, u_2, \ldots, u_r)$ such that $\sum_i \|u_i\|^2 = 1$. Let the degree of $\mu$ be at least $k + 2$, where $k = \sqrt{r\log n}C/\varepsilon^3$ for an absolute constant $C \geq 1$. Then, $\mu$ has a degree-$k$ reweighing $\mu'$ such that for each $1 \leq j \leq r$

$$\sum_{i=1}^{r} \left\|m_i m_i^\top - \mathbb{E}_{\mu}(u_i) u_i u_i^\top \right\|_F^2 \leq \varepsilon^2 \cdot \left( \sum_{i=1}^{r} \left\|m_i m_i^\top \right\|_F^2 \right),$$

where $m_i = \mathbb{E}_{\mu(u_i)} u_i$. Furthermore, we can find the reweighing polynomial $p = \mu'/\mu$ in time $2^{O(k)}$ and $p$ has only rational coefficients in the monomial basis with numerators and denominators of magnitude at most $2^{O(k)}$.

**Remark C.2.** The above theorem can be used to design an algorithm that finds symmetric rank $r$ matrices of Frobenius norm 1 inside subspaces $\mathcal{W}$ in time $2^{O(\sqrt{rn}/\varepsilon^2)}$. 
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Proof. For every \((u_1, u_2, \ldots, u_r)\) in the support of \(\mu\), define \(u \in \mathbb{R}^{rn}\) be the concatenation of \(u_1, u_2, \ldots, u_r\). Then, \(\mu\) can be equivalently thought of as a distribution over the unit sphere. Then, \(\|u\|^2 = 1\). By Theorem 5.1, there’s a \(\tilde{O}(\sqrt{rn}/\epsilon^2)\) degree reweighing \(\mu'\) of \(\mu\) such that there exists a \(u^0\) such that \(\|u^0 u^\top - \tilde{\mathbb{E}}_{\mu'} uu^\top\|_F \leq \epsilon\|u^0 u^\top\|_F\).

Let \(m_i = \tilde{\mathbb{E}}_{\mu'}(u^0)_i(u^0)_i^\top\). Then, \(\sum_{i=1}^r \|m_i\|^2 = \|u^0\|^2\). On the other hand, \(\|\tilde{\mathbb{E}}_{\mu} uu^\top - m_i m_i^\top\|_F^2 \leq \|uu^\top - u^0 u^0\|_F^2 \leq \epsilon^2\|u^0 u^0\|_F^2 = \epsilon^2 \sum_{i=1}^r \|m_i\|^2\). This completes the proof. \(\square\)