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Algebraic natural proofs were recently introduced by Forbes, Shpilka and Volk
(Proc. of the 49th Annual ACM SIGACT Symposium on Theory of Comput-
ing (STOC), pages 653–664, 2017) and independently by Grochow, Kumar, Saks
and Saraf (CoRR, abs/1701.01717, 2017) as an attempt to transfer Razborov and
Rudich’s famous barrier result (J. Comput. Syst. Sci., 55(1): 24–35, 1997) for
Boolean circuit complexity to algebraic complexity theory. Razborov and Rudich’s
barrier result relies on a widely believed assumption, namely, the existence of
pseudo-random generators. Unfortunately, there is no known analogous theory of
pseudo-randomness in the algebraic setting. Therefore, Forbes et al. use a concept
called succinct hitting sets instead. This assumption is related to polynomial iden-
tity testing, but it is currently not clear how plausible this assumption is. Forbes
et al. are only able to construct succinct hitting sets against rather weak models of
arithmetic circuits.

Generalized matrix completion is the following problem: Given a matrix with
affine linear forms as entries, find an assignment to the variables in the linear
forms such that the rank of the resulting matrix is minimal. We call this rank the
completion rank. Computing the completion rank is an NP-hard problem. As our
first main result, we prove that it is also NP-hard to determine whether a given
matrix can be approximated by matrices of completion rank ≤ b. The minimum
quantity b for which this is possible is called border completion rank (similar to
the border rank of tensors). Naturally, algebraic natural proofs can only prove
lower bounds for such border complexity measures. Furthermore, these border
complexity measures play an important role in the geometric complexity program.
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Using our hardness result above, we can prove the following barrier: We construct
a small family of matrices with affine linear forms as entries and a bound b, such that
at least one of these matrices does not have an algebraic natural proof of polynomial
size against all matrices of border completion rank b, unless coNP ⊆ ∃BPP. This is
an algebraic barrier result that is based on a well-established and widely believed
conjecture. The complexity class ∃BPP is known to be a subset of the more well
known complexity class MA in the literature. Thus ∃BPP can be replaced by MA
in the statements of all our results. With similar techniques, we can also prove that
tensor rank is hard to approximate.

Furthermore, we prove a similar result for the variety of matrices with permanent
zero. There are no algebraic polynomial size natural proofs for the variety of
matrices with permanent zero, unless P#P ⊆ ∃BPP. On the other hand, we are
able to prove that the geometric complexity theory approach initiated by Mulmuley
and Sohoni (SIAM J. Comput. 31(2): 496–526, 2001) yields proofs of polynomial
size for this variety, therefore overcoming the natural proofs barrier in this case.

1. Introduction

1.1. Algebraic natural proofs

Algebraic natural proofs were introduced by Forbes, Shpilka, and Volk [FSV17] and indepen-
dently by Grochow, Kumar, Saks, and Saraf [GKSS17] (see also [AD08,AD09]) as an attempt
to transfer Razborov and Rudich’s famous barrier result [RR97] for Boolean circuit complexity
to algebraic complexity theory.

Let X be a set of indeterminates. We fix a set of monomialsM⊆ K[X] and we consider the
linear span 〈M〉 of M in K[X]. Every polynomial in 〈M〉 is of the form

∑
m∈M cmm. Every

f ∈ 〈M〉 is identified with its list of coefficients (cm)m∈M. We consider a class C ⊆ 〈M〉. We
think of C as the polynomials of “low” complexity in 〈M〉. An algebraic proof or distinguisher
is a polynomial D in |M| variables Tm, m ∈M, that vanishes on the coefficient vectors of all
polynomials in C. If for f ∈ 〈M〉, D(f) 6= 0, then D proves that f is not in C, that is, f has
“high” complexity.

Definition 1 (Algebraic Natural Proofs [FSV17,GKSS17]). Let X be a set of variables and let
M ⊆ K[X] be a set of monomials. Let C ⊆ 〈M〉 be a set of polynomials and let D ⊆ K[Tm :
m ∈M].

A polynomial D is an algebraic D-natural proof against C, if

1. D ∈ D,

2. D is a nonzero polynomial, and

3. for all f ∈ C, D(f) = 0, that is, D vanishes on the coefficient vectors of all polynomials
in C.

Furthermore, for f0 ∈ 〈M〉, we call D as above an algebraic D-natural proof for f0 against
C, if we have D(f0) 6= 0. That is, D proves that f0 is not in C.

A hitting set for some class of polynomials P in µ variables is a set of vectors H ⊆ Kµ such
that for all p ∈ P, there is an h ∈ H such that p(h) 6= 0.
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Definition 2 (Succinct hitting sets [FSV17, GKSS17]). Let X be a set of variables and let
M ⊆ K[X] be a set of monomials. Let C ⊆ 〈M〉 be a set of polynomials and let D ⊆ K[Tm :
m ∈M].
H is a C-succinct hitting set for D if

1. H ⊆ C and

2. H viewed as a set of vectors of coefficients of length |M| is a hitting set for D.

From the definitions above it follows immediately that exactly one of the following is true:

• there is an algebraic D-natural proof against C or

• there is a C-succinct hitting set of D.

That is, the existence of succinct hitting sets rules out the existence of natural proofs. Forbes
et al. [FSV17] replace succinct hitting sets by a more constructive concept called succinct
generators, but the barrier result stays essentially the same. We refer to their paper for the
details.

The most interesting example is when C is the class of polynomials in n variables that have
degree poly(n) and circuit size poly(n), that is, we get the class VP when we run over all n (see
Section A in the appendix for all relevant background information and [Bür00] for more details).
Let N be the number of coefficients of such polynomials. We have poly(n) = poly log(N). An
algebraic poly(N)-natural proof is now a polynomial D in N variables that vanishes on C. By
the reasoning above, we get the following algebraic natural proofs barrier:

If there are poly log(N)-succinct hitting sets for circuits of size poly(N), then there
are no algebraic poly(N)-natural proofs against circuits of size poly log(N).

Forbes et al. construct succinct hitting sets for restricted classes of circuits for which non-
trivial lower bounds are known. This might give some evidence for the fact that poly log(N)
succinct hitting sets for circuits of size poly(N) might also exists, however, this question is
widely open in our opinion.

There is one further problem with the classes studied by Forbes et al.: If a polynomial
vanishes on a particular set, it also vanishes on the Zariski closure of this set. So an algebraic
proof against some class C will vanish on polynomials f that are not contained in C, but
are contained in the closure C. Polynomials in the border C \ C may have higher complexity
than polynomials in C (otherwise, they would be in C), yet they cannot be distinguished
by an algebraic proof from polynomials in C, independently of any barrier. Therefore, to
study algebraic proofs properly, one needs to look at Zariski closed classes of polynomials.
Forbes et al. construct succinct hitting sets for many restricted classes of circuits for which
nontrivial lower bounds are known. For these circuit classes, it is not known whether they are
Zariski closed. We remark that while the polynomials in the border have higher complexity,
it is currently not clear, how much higher it can be. It could well be that the complexity
of polynomials in the border C \ C may still be polynomially bounded in the complexity of
polynomials in C.

Understanding the border is a fundamental and very difficult problem. In complexity theory
it naturally arises in the geometric complexity theory program, see [MS01] and the many
subsequent papers as well as [Mul12] for an overview, and the study of tensor rank [BCS97].
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Only very little is known about closures and borders. For the exponent of matrix multiplication,
see e.g. [Blä13], it does not matter whether one takes rank or border rank as a measure, this
is essentially due to the fact that the tensor product of two matrix multiplication tensors is
again a matrix multiplication tensor. See also [GMQ16] for some recent progress towards
understanding closures.

We refer to the work by Forbes et al. [FSV17] for further details and discussions.

1.2. (Border) tensor rank

Border tensor rank is another application domain for algebraic proofs. It is one of the rare cases
where one can show a nontrivial lower bound using the geometric complexity approach [BI13].

One can think of a tensor as a “three-dimensional matrix” t = (th,i,j) ∈ K`×m×n := K` ⊗
Km ⊗ Kn. A rank-one tensor is a tensor of the form u ⊗ v ⊗ w with u ∈ K`, v ∈ Km and
w ∈ Kn. The rank R(t) of t is the smallest number r of rank-one tensors s1, . . . , sr such that

t = s1 + s2 + · · ·+ sr.

With each tensor, one can associate a polynomial, for instance a trilinear form

t =
∑̀
h=

m∑
i=1

n∑
j=1

th,i,jXhYiZj .

So one can view the tensor rank in the above framework of algebraic proofs. However, from
the class C, we only use the coefficients (which are the th,i,j). Therefore, we can work with the
tensors directly. Let

Sr = {s ∈ K` ⊗Km ⊗Kn | R(s) ≤ r}

be the set of all tensors of rank at most r. An algebraic proof that R(t) > r is a polynomial P
in `mn variables such that P vanishes on Sr and P (t) 6= 0. However, the set Sr is not Zariski-
closed. That is, it is not the vanishing set of a set of polynomials. So we look at the Zariski
closure Xr of Sr instead. These tensors are called the tensors of border rank ≤ r. Tensors
that are sitting in the border of Xr, that is, in Xr \ Sr, have some rank r′ > r. However,
there will be no algebraic proof for R(t′) ≥ r′, since any polynomial P that vanishes on Sr′−1
vanishes also on Xr, since Sr ⊆ Sr′−1 and hence, Xr = Sr ⊆ Sr′−1. Therefore P (t) = 0. So
the appropriate quantity to study when considering algebraic proofs is the border rank.

Forbes et al. [FSV17] discuss (border) tensor rank briefly at the end of Section 1.2. We will
define a related quantity, the so-called (border) completion rank. For the border completion
rank, we will prove that there are no algebraic natural proofs of polynomial size, unless coNP ⊆
∃BPP.

Given a tensor t and a bound b, it is NP-hard to decide whether R(T ) ≤ b as shown by
H̊astad [H̊as90], see also the work by Shitov [Shi16] and Schaefer and Stefankovic [SS16] for
improvements. It is not known whether the same is true for the border rank. However, we can
show that is true for border completion rank.

1.3. Matrix completion problems

An instance of a matrix completion problem over some field K is an n × n-matrix A that is
filled with elements from K or with a special symbol ∗. One can think of the ∗’s as placeholders
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that can be replaced by arbitrary elements from K. The goal is to replace the ∗’s in such a
way that the rank of the resulting matrix is either minimized or maximized, depending on the
application.

Matrix completion has many applications, for instance, in machine learning and network
coding, we here just refer to [Pee96,HKY06,HMRW14], which contain relevant hardness results.
When we consider minimization, the problem is NP-hard, even when the resulting matrix has
rank 3 [Pee96]. When we consider maximization, then the problem is NP-hard over finite fields
[HKY06]. Over large enough fields, there is a simple randomized polynomial time algorithm
that simply works by plugging in random elements from a large enough set. The correctness
of this algorithm follows from the well-known Schwartz-Zippel lemma. Derandomising this
matrix completion algorithm is a major open problem, however, quite recently a deterministic
quasi-polynomial time (even quasi-NC) algorithm was given by Gurjar and Thierauf [GT17].

We can phrase the matrix completion problem as a problem on tensors. Let Ei,j ∈ Kn×n

be the matrix that has a 1 in position (i, j) and zeros elsewhere. Let A0 be the matrix that
is obtained from A by replacing every ∗ by a 0. For every star, we create a matrix Ei,j
where (i, j) is the position of the ∗. Let F1, . . . , Fm be the resulting matrices. We can view
(A0, F1, . . . , Fm) as a tensor in Kn×n×(m+1). We call A0, F1, . . . , Fm the slices of this tensor.
Then the matrix completion problem can be phrased as follows: Find the minimum r such
that there are λ1, . . . , λm ∈ K fulfilling

rk(A0 + λ1F1 + · · ·+ λmFm) ≤ r.

Here rk denotes the usual matrix rank. Many variants of matrix completion have been studied
in the literature. For instance, instead of having simply ∗’s we can have variables instead
and each occurrence of a variable has to be replaced by the same value. This can naturally
be modeled as a tensor problem, too: Each of the Fi will have a 1 at each position where a
particular variable occurs and 0’s elsewhere. The most general setting would be the following:
Given a tensor t as a tuple of n × n-matrices (A0, A1, . . . , Am), what is the minimum r such
that there are λ1, . . . , λm with

rk(A0 + λ1A1 + · · ·+ λmAm) ≤ r.

We call this problem a generalized matrix completion problem and we call the minimum value
r above the completion rank of t.

We can view an instance of a matrix completion problem also as a matrix with affine linear
forms in variables x1, . . . , xm as entries. We will freely switch between these two representation,
a tensor with slices (A0, A1, . . . , Am) or a matrix A0+x1A1+ . . . xmAm with affine linear forms
in variables x1, . . . , xm as entries.

1.4. Our contribution

We study tensors t = (A0, A1, . . . , Am) given by m + 1 slices of size n × n. This is a tensor
with n2(m+1) many entries. We are interested in the class of all tensors with completion rank
bounded by some given r. We prove that given a tensor t and a bound r, deciding whether
the completion rank of t is bounded by r is NP-hard. This might not be astonishing, since
the same is true for the ordinary tensor rank. Then, we define the border completion rank: t
has border completion rank ≤ r if t is contained in the Zariski closure of the set of all tensors
of completion rank ≤ r (where the closure is taken in some appropriately chosen variety, see
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Section 2 for more details). We go on by showing that it is even NP-hard to check given t and
r, whether the border completion rank of t is bounded by r, that is, whether t is contained in
the closure of the set of all tensors with completion rank ≤ r. Completion rank is therefore
one of the rare examples where we understand the border. Formally, we prove the following
theorem in Section 3.

Theorem 3. Let K be a field. Given a tensor t over K and an integer r, deciding whether
the border completion rank CR(t) ≤ r is NP-hard.

Hardt, Meka, Raghavendra, and Weitz [HMRW14] prove the hardness of some kind of ap-
proximate matrix completion problem. Our result is fundamentally different. In their setting,
the size of all values are bounded. For defining border complexity, one needs to consider
unbounded entries!

Next we construct a small family of tensors (small means that they come from a closed,
even low dimensional set) such that not all of these tensors can have algebraic poly(n)-natural1

proofs against the set of all tensors of completion rank ≤ r for some appropriately chosen r.
This means that there is a tensor t such that any polynomial D with D(t) 6= 0 that vanishes
on all tensor of completion rank r has super-polynomial circuit complexity. This result is of
course conditional, but it is based on the widely believed condition that coNP 6⊆ ∃BPP. More
specifically, we prove the following theorem in Section 3.

Theorem 4. For infinitely many n, there is an m, a tensor t ∈ Kn×n×m with coefficients in
{−1, 0, 1}, and a value r such that there is no algebraic poly(n)-natural proof for the fact that
CR(t) > r unless coNP ⊆ ∃BPP.

One can view this as a meta-result: Proving lower bounds via algebraic proofs is difficult. At
least, if we want to represent the proof by an algebraic circuit. Note that even the geometric
complexity approach eventually produces an algebraic natural proof. However, it is produced
from some intermediate representation, which might be more compact. Barrier results for the
geometric complexity program seem even harder to obtain.

We can also use our constructions to prove that it is NP-hard to approximate the tensor rank
up to a factor (1 + ε) for some ε > 0. This means in particular, that there is no FPTAS for
tensor rank, unless P = NP, see Section 5. It was pointed out to us by one of the STOC 2018
referees that this result was proven independently by Song, Woodruff, and Zhong [SWZ17] by
modifying H̊astad’s construction. We think that our construction is simpler.

Grochow and Pitassi [GP14] study so-called ideal proof systems. They use their framework,
among many other things, to give a short proof of a transfer theorem, namely that VP0 = VNP0

implies that coNP ⊆ ∃BPP. We could do a similar proof using our barrier result. However, we
notice that one gets an equally short proof for an even stronger transfer theorem by considering
polynomials that vanish on the set of matrices with permanent equal to 0. This result in
formally proved in Section 6 as stated below.

Theorem 5. If VP0 = VNP0 over characteristic zero, then P#P ⊆ ∃BPP.

Using basically the same proof we relate this to algebraic natural proofs as follows.

1Note that the tensors we consider have n2(m+ 1) many entries. But we can bound m ≤ n2, since otherwise,
there will be a linear dependence between A1, . . . , Am and we can shrink t without changing its (border)
completion rank.
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Theorem 6. If there are VP0-natural proofs over characteristic zero against the set of matrices
with permanent zero, then P#P ⊆ ∃BPP.

In Section 7 we show how occurrence obstructions in geometric complexity theory can be
used to decide whether the permanent of a matrix is zero, thus breaking the natural proofs
barrier.

Theorem 7. There is a polynomial sized occurrence obstruction against the set of matrices
with permanent zero.

The reader is referred to Section 7 for a short introduction to geometric complexity theory
and the necessary definitions.

1.5. Further related work

Grochow and Pitassi [GP14] introduce algebraic proof systems, which are different from alge-
braic natural proofs. They study so-called ideal proof systems, which are based on Hilbert’s
Nullstellensatz. Here, such a proof is a polynomial C that proves that polynomials F1, . . . , Fm
do not have a common zero. The inputs to C are not the coefficients of F1, . . . , Fm but
F1, . . . , Fm themselves.

Efremenko, Garg, Oliveira, and Wigderson [EGdOW17] study limits of rank-based methods
(so-called flattenings) for proving lower bounds on tensor rank and Waring rank (of tensors in
(Kn)⊗d).

2. Generalized matrix completion problems

We shall use K to denote the underlying field over which we consider the matrix completion
instances. One can think of K = C.

Definition 8. Let A0, A1, . . . , Am ∈ Kn×n. The completion rank of A0, A1, . . . , Am is the
minimum number r such that there are scalars λ1, . . . , λm with

rk(A0 + λ1A1 + · · ·+ λmAm) ≤ r.

We denote the completion rank by CR(A0, A1, . . . Am).

The set of all (m+ 1)-tuples of n× n-matrices together with m scalars λ1, . . . , λm

(A0, A1, . . . , Am, λ1, . . . , λm) ∈ K(m+1)n2+m

such that
rk(A0 + λ1A1 + . . . λmAm) ≤ r

is a closed set, since it is defined by the vanishing of all (r + 1)× (r + 1)-minors. Denote this
set by Pm,nr . (We will omit the m and n if they are clear from the context.) We can also view
(A0, A1, . . . , Am) as a tensor in Kn×n×(m+1) with slices A0, A1, . . . , Am.

Let Cm,nr be the projection of Pm,nr onto the first (m+1)n2 components, that is, Cm,nr is the
set of all (A0, A1, . . . , Am) with CR(A0, A1, . . . , Am) ≤ r. Note that Cm,nr need not be closed.
Indeed, consider

A0 =

(
1 0
0 1

)
and A1 =

(
0 1
0 0

)
.
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Clearly, CR(A0, A1) = 2. But we have(
1 0
ε 1

)
︸ ︷︷ ︸

=:A0,ε

+
1

ε

(
0 1
0 0

)
=

(
1 1/ε
ε 1

)
.

(Think of ε being a small number for the moment.) Thus, we have CR(A0,ε, A1) = 1 for every
ε 6= 0. Then (A0,ε, A1) converges to (A0, A1) in the Euclidean topology. Hence (A0, A1) has
completion rank 2 but is contained in the Euclidean (and also Zariski) closure of C1.

In our definition of border completion rank, an important question is: with respect to which
ambient variety shall we take the Zariski closure? Let B be any rank-one matrix. Then the
completion rank of (I,B) is at least n − 1. Here, I is the n × n identity matrix. We can
approximate B by B + εI. But I − 1

ε (B + εI) has rank 1 and in fact, this trick always works.
Therefore, it seems reasonable that the rank of the approximating matrices should be the same
as the matrix itself, so we take the closure in Kn×n×Kn×n

r1 ×· · ·×Kn×n
rm , where Kn×n

ρ denotes
the closed set of matrices of rank at most ρ and ri = rk(Ai).

In the following, we give an algebraic definition of border completion rank, as was done for
the tensor rank, see [BCS97]. This has the advantage that it is independent of the underlying
field. One can also give a definition in terms of limits; over C, these two notions coincide. In
the following, let ε denote some indeterminate. We will now consider our tensors over the field
K(ε) of rational functions. For f, g ∈ K(ε), we write f = g +O(εi) if the coefficients of f and
g agree for powers εj with j < i when expanded as formal Laurent series (around 0). We write
A = B + O(εi) for two matrices A and B with entries from K(ε), when the same is true in
every component.

Definition 9. Let A0, A1, . . . , Am ∈ Kn×n. The border completion rank of A0, A1, . . . , Am is
the minimum number r such that there are approximations Ãi ∈ K(ε)n×nrk(Ai)

with Ãi = Ai+O(ε),

0 ≤ i ≤ m, and rational functions λ1, . . . , λm ∈ K(ε) with

rk(Ã0 + λ1Ã1 + · · ·+ λmÃm) ≤ r.

We denote the border completion rank by CR(A0, A1, . . . Am).

See Section B for a discussion of alternative ways to define the closure and border completion
ranks.

3. Border completion rank and natural proofs

Let φ be a formula in 2-CNF over the variables x1, . . . , xt with clauses c1, . . . , cs. We want to
use NP-hardness of the Max-2-SAT problem to prove that both completion rank and border
completion rank are NP-hard. More specifically, the following problem Max-2-SAT is NP-hard,
see [ACG+99]: Given a formula φ in 2-CNF and a bound b ∈ Z+, decide whether there is an
assignment to the variables of φ that satisfies at least b clauses of φ.

We will define an instance of border matrix completion of size n = 2s and m = t. Our
matrices will have a block structure, there will be s blocks of size 2× 2, one for each clause.

In the actual construction, the clause gadgets will be on the diagonal of some larger block
diagonal matrix. The constants will appear in the 0th layer of the tensor that we construct
and the coefficients of the ith variable will appear in the ith layer.
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Let ci = L1 ∨ L2 be a clause in φ. The corresponding clause gadget looks like(
1− `1 1

0 1− `2

)
.

Here `j in the matrix is xk if the literal Lj = xk and it is 1 − xk if Lj = ¬xk, j = 1, 2. All
these clause gadgets are blocks of our desired block diagonal matrix. More specifically, take
these s clause gadgets as above, one for each clause, and form a block diagonal matrix of it.
We get a matrix with affine linear forms as entries. Write this matrix as A0 + x1A1 + . . . xtAt.
(A0, A1, . . . , At) is our matrix completion instance.

Observation 10. The clause gadget has rank 1 iff at least one of the literals `1, `2 is set to be
1. Otherwise, it has rank 2.

By using the above observations, the following lemma follows immediately.

Lemma 11. CR(A0, A1, . . . , At) ≤ 2s− b iff b clauses of φ can be satisfied. Thus the problem

CR(A0, A1, . . . , At)
?
≤ k is NP-hard.

Now our goal is to prove Lemma 11 for CR also. Since all variables appear only on the
diagonals of the gadgets and only one variable in each entry, we observe:

Observation 12. If i ≥ 1, then each Ai is a diagonal matrix with diagonal entries being ±1.
Moreover, if the jth diagonal entry of Ai is non-zero then the jth diagonal entry of any other
Ak is zero, for i, k ≥ 1.

Let Ã0, Ã1, . . . , Ãt be approximations to A0, A1, . . . , At, that is, Ãi = Ai +O(ε).

Lemma 13. There are (invertible) matrices S = In + O(ε) and T = In + O(ε) such that
S · (Ã0 + λ1Ã1 + · · ·+ λtÃt) · T = Â0 + λ1A1 + · · ·+ λtAt for some Â0 = A0 +O(ε).

Proof. We first show the existence of S1, T1 of the form In +O(ε) such that S1Ã1T1 = A1. Let
j1, . . . , jp be the indices such that the positions (j1, j1), . . . , (jp, jp) contain exactly the ±1’s
of A1. Using elementary row and column operations, we can achieve that Ã1 agrees with A1

in all columns and rows j1, . . . , jp. Note that these elementary and column operations are of
following two forms.

1. Dividing a row from rows j1, . . . , jp by some constant of the form 1 +O(ε).

2. Adding an O(ε) multiple of some kth row or column to some other row or column, where
k ∈ {j1, . . . , jp}.

Each of the above operations corresponds to left or right multiplying by a matrix of the form
In +O(ε). Thus there exist matrices S1 and T1 of the form In +O(ε), such that S1Ã1T1 = B1,
where B1 agrees with A1 in all columns and rows j1, . . . , jp. Since S1, T1 are of full rank, we
get rkA1 = rk Ã1, thus B1 cannot have any nonzero entries outside these rows j1, . . . , jp and
columns j1, . . . , jp. Therefore, S1Ã1T1 = B1 = A1.

Similarly, we obtain S2, T2 of the form In + O(ε) such that SÃ2T = A2. By observing
the form of elementary and column operations in S2 and T2 as above and also using the
observation above that non-zero diagonal entries of A1 and A2 occur at distinct indices, we get
that S2A1T2 = A1. Now we can continue this process of converting Ãi to Ai as well. Thus we
may assume that the approximation Ãi are replaced by the exact matrices Ai. This process
changes Ã0 to some other approximation of A0, which we called Â0 in the statement of the
lemma.
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Since S and T above have full rank, we get that rk(Ã0+λ1Ã1+ · · ·+λtÃt) = rk ˆ(A0+λ1A1+
· · · + λtAt). Thus to prove the NP-hardness of border completion rank, we can assume that
Ãi = Ai for i ≥ 1. We rename Â0 back to Ã0. Assume there are λi = ai,0ε

di + ai,1ε
di+1 + . . .

with ai,0 6= 0 such that
rk(Ã0 + λ1A1 + · · ·+ λtAt) ≤ 2s− b. (1)

Here, di can be any integer, not necessarily non-negative.

Lemma 14. CR(A0, A1, . . . , At) ≤ 2s− b iff b clauses of φ can be satisfied.

Proof. By Lemma 11, we know that if b clauses of φ can be satisfied then CR(A0, A1, . . . , At) ≤
2s− b, thus CR(A0, A1, . . . , At) ≤ CR(A0, A1, . . . , At) ≤ 2s− b.

Now we show that if CR(A0, A1, . . . , At) ≤ 2s− b then b clauses of φ can be satisfied. This
means that there exist λi as in (1).

If all di ≥ 0, then we can substitute ε = 0 in (1) to get rk(A0 + λ1A1 + · · ·+ λtAt) ≤ 2s− b,
thus CR(A0, A1, . . . , At) ≤ 2s − b. By again using Lemma 11, we obtain that b clauses of φ
can be satisfied. Thus we can assume w.l.o.g. that some dk < 0. Note that the λi induce an
assignment to the xi and thus to literals `j ’s in the clauses, although this assignment might
not be Boolean and might have negative powers of ε. A clause gadget of clause ci = L1 ∨ L2

in Ã0 + λ1A1 + · · ·+ λtAt looks like(
1 +O(ε)− `1 1 +O(ε)

O(ε) 1 +O(ε)− `2

)
For the above clause gadget to have rank one, we need to have `1 = 1+O(ε) or `2 = 1+O(ε).

We call such clauses to be “ε-satisfied” which satisfy `1 = 1 +O(ε) or `2 = 1 +O(ε). Suppose
we have at least b “ε-satisfied” clauses. By substituting ε = 0 in corresponding λi’s, we get an
assignment of corresponding xi’s. The rest of the xi’s are assigned arbitrary 0 or 1 values. It
is clear that this assignment of xi’s satisfies all the clauses which were “ε-satisfied”, thus the
existence of b “ε-satisfied” clauses implies that b clauses of φ can be satisfied.

Therefore we can assume that there are less than b “ε-satisfied” clauses. We shall use this
assumption to prove that rk(Ã0 + λ1A1 + · · ·+ λtAt) > 2s− b. For this, we shall construct a
non-vanishing minor M of size at least 2s− b+ 1.

We take both rows and columns of clause gadgets for which the corresponding clause is not
“ε-satisfied”. For the clause gadgets whose clause is “ε-satisfied”, we take the first row and
second column, this entry is of the form 1+O(ε). This completes the construction of M . Since
there are less than b “ε-satisfied” clauses, size of the M is > 2s− b. Let us use k to denote the
size of M , so we have k > 2s− b.

Now we show thatM does not vanish. IfM = (mi,j) then det(M) =
∑

σ∈Sk sign(σ)
∏
i∈[k]mi,σ(i).

By construction, the elements on the diagonal of M have the unique power of ε of minimum
degree in their respective row, when the corresponding clause is “ε-satisfied”. In the case
when a clause is not “ε-satisfied”, then the entries in the corresponding 2 × 2-block have the
minimum degree in the two corresponding rows. However, since the lower-left entry is of the
form O(ε), again, only the elements on the diagonal can contribute to the minimum degree
monomial of det(M). Thus, this power of ε cannot be canceled by any other term in the sum∑

σ∈Sk sign(σ)
∏
i∈[k]mi,σ(i). Therefore det(M) 6= 0. Hence rk(Ã0+λ1A1+ · · ·+λtAt) > 2s−b,

a contradiction.

Proof of Theorem 3. This follows immediately from Lemma 14 and the NP-hardness of Max-
2-SAT.
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Let t ∈ Km×n×(m+1) be a tensor. Recall that an algebraic poly(n)-natural proof for the
border completion rank of t being > r is a polynomial equation p ∈ K[Xh,i,j |1 ≤ i, j ≤ n, 1 ≤
j ≤ m] such that

1. p(t) 6= 0,

2. p(s) = 0 for every s ∈ Kn×n×(m+1) with CR(s) ≤ r.

3. p is computed by a constant-free algebraic circuit of size poly(n).

We here confine ourselves to constant-free circuits. Over fields of characteristic 0, we can
deal with arbitrary constants similar to [GP14], at the price of replacing ∃BPP by BP-NP.
Note that our proofs have an additional condition (compared to Forbes et al. [FSV17]) that it
shall not vanish on a certain tensor t. So we want a concrete proof for some tensor t. (Note
however, that if p(t) 6= 0, then p proves this for a lot of tensors, since the set at which p does
not vanish is open.) Forbes et al. only demand that p is nonzero, that is, that it can prove a
lower bound for some unknown tensor (and henceforth for many unknown tensors).

Observation 15. Let Ui,j , Vi,j, 1 ≤ i ≤ ρ, 1 ≤ j ≤ n be indeterminates over K. Consider the
polynomial matrix

ρ∑
i=1

(Ui,1, . . . , Ui,n)T (Vi,1, . . . , Vi,n).

If we substitute arbitrary constants for the indeterminates, then we get all matrices in Kn×n
ρ

Lemma 16. Let Q0, Q1, . . . , Qt be polynomial matrices as in Observation 15, having ranks
r0, . . . , rt, respectively. We use fresh variables for each Qi. Let g := (Q0 − Z0Q1 − · · · −
ZtQt, Q1, . . . , Qt), where Z1, . . . , Zt are new variables. If we substitute arbitrary constants for
the indeterminates, then we get all tensors of completion rank ≤ r0 with the ith slice having
rank ≤ ri, 1 ≤ i ≤ t.

Proof. By Observation 15, the images of each Qi give all of the matrices of rank ri. If a tensor
(A0, A1, . . . , At) has completion rank at most r0, then then there are scalars λ1, . . . , λt such
that A0 + λ1A1 + · · ·+ λtAt has rank ≤ r0. This means that there is a rank r0 matrix B such
that A0 = B − λ1A1 − · · · − λtAt. This is exactly generated in the first component of g.

Proof of Theorem 4. The tensors will be the tensors constructed above from 2-CNF formulas.
Assume that the assertion of the theorem is false and let n be large enough such that for all
tensors under consideration, there is a algebraic poly(n)-natural proof.

Let φ be a formula in 2-CNF and let b ∈ N. We want to check whether every assignment sat-
isfies < b clauses of φ. This problem is coNP-hard. Let Tφ = (A0, . . . , At) be the corresponding
tensor constructed above in Theorem 3. Let p be a polynomial that vanishes on all tensors
of border completion rank ≤ 2s − b but not on Tφ and that has polynomial-size arithmetic
circuits. Such a polynomial is guaranteed to exist by assumption. However, we do not know
how to construct such a p.

We can use the nondeterminism to guess a polynomial-sized circuit. Then we have to verify
that the polynomial p computed by the circuit has indeed this property.

Let g be the tensor of Lemma 16 with r0 = 2s− b and ri = rk(Ai), 1 ≤ i ≤ t. If p(g) = 0 as
a polynomial identity, then by Lemma 16, p vanishes on all tensors of completion rank r0 that
have ranks of the slices 1, . . . , t bounded by r1, . . . , rt. Since p is a polynomial, it also vanishes
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on all tensors of border completion rank r0 that have ranks of the slices 1, . . . , t bounded by
r1, . . . , rt.

Now given Tφ, we can decide whether b clauses of φ cannot be satisfied, as follows:

1. Guess a circuit C of polynomial size computing a polynomial p.

2. Decide whether p(g) = 0 using polynomial identity testing.

3. Check whether p(Tφ) 6= 0. If yes, then accept. Otherwise reject.

The correctness follows from the construction. It is obviously an ∃BPP algorithm. Note that
p(Tφ) 6= 0 can again be checked by polynomial identity testing. (A direct evaluation might not
be possible, since this could involve large numbers.)

Note that the nonexistence of algebraic poly(n)-natural proofs does not simply follow from
the NP-hardness of border completion rank. It could have been the case that all the proofs
have polynomial size, but they cannot be constructed in polynomial time. Or there could be
many such proofs, because the variety has many components.

Observation 17. In the hardness proof for border completion rank, we look at tensors (A0, A1, . . . , At)
of border completion rank at most r with rk(Ai) ≤ c for all i for some constant c and each
Ai has size n := 2s. The variety Cn,t,cr of all such tensors is irreducible: We can think of
g constructed in Lemma 16 as a polynomial map from Kn×r × Kr×n × (Kn×c × Kc×n)t to
Kn×n×t. The closure of the image of g is Cn,t,cr . Therefore, Cn,t,cr itself is irreducible.

We can strengthen the statement of Theorem 4: There are infinite sequences tn = Θ(n) and
rn = Θ(n) and a constant c such that for every set of equations describing the variety Cn,tn,crn ,
at least one equation has superpolynomial circuit complexity, unless coNP ⊆ ∃BPP.

4. Relation to (border) tensor rank

The following theorem was essentially shown by Derksen [Der14]. The proof uses the well-
known fact that if a slice of a tensor t has rank-one, then we can use this slice in an optimal
decomposition of t into rank-one tensors.

Theorem 18. If t = (A0, A1, . . . , Am) is tensor such that the slices A0, A1, . . . , Am are linearly
independent and rk(A1) = · · · = rk(Am) = 1, then

R(t) = CR(t) +m.

It is not clear whether the same is true for border rank and border completion rank. We
can prove that the right-hand side is an upper bound for the left-hand side.

Proposition 19. If t = (A0, A1, . . . , Am) is a tensor such that rk(A1) = · · · = rk(Am) = 1.
Then

R(t) ≤ CR(t) +m.

Proof. Let r = CR(t) and let (Ã0, Ã1, . . . , Ãm) be approximations to (A0, A1, . . . , At) with
rk(Ãi) = rk(Ai) = 1 for 1 ≤ i ≤ m and λ1, . . . , λm ∈ K(ε) such that

rk(Ã0 + λ1Ã1 + · · ·+ λmÃm) ≤ r.
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We can write each Ãi = ui ⊗ vi with ui, vi ∈ K[ε]n. Since rk(Ã0 + λ1Ã1 + · · · + λmÃm) ≤ r,
there are vectors x1, . . . , xr, y1, . . . , yr ∈ K(ε) such that

Ã0 + λ1Ã1 + · · ·+ λmÃm = x1 ⊗ y1 + · · ·+ xr ⊗ yr.

Therefore,

t = e0 ⊗ x1 ⊗ y1 + · · ·+ e0 ⊗ xr ⊗ yr
+ (−λ1e0 + e1)⊗ u1 ⊗ v1 + · · ·+ (−λme0 + em)⊗ um ⊗ vm
+O(ε),

where e0, . . . , em denotes the standard basis (corresponding to the slices). Therefore, R(t) ≤
r +m.

Can we prove an analogue of Theorem 4 for the border rank? First of all, we do not know
whether a converse of Theorem 18 is true. More severe, however, seems to be the restriction to
matrices of rank 1. In the next Section 5, we will introduce clause gadgets that only contain
rank-one matrices. But they only work for the tensor rank, not for the border tensor rank,
since they allow solutions in the border that do not correspond to Boolean assignments. Border
completion rank is more forgiving; there we could use more compact gadgets, that did not allow
unwanted solutions in the border, because there were no rank restrictions.

5. Tensor rank is hard to approximate

There is a δ > 0 and a constant c such that the following promise problem is NP-hard: Given
a formula φ in 3-CNF such that every variable appears in at most c clauses with the promise
that either φ is satisfiable or any assignment can satisfy at most a fraction of 1 − δ of the
clauses, decide which is the case, see e.g. [ACG+99, Theorem 8.13]. Using this as the starting
point for the proof of Theorem 3, we get the following result:

Theorem 20. Let K be any field. There is a constant γ > 0 such that given a tensor T , it is
NP-hard to approximate the completion rank of T within a factor of (1 + γ).

Proof. Let φ be a formula in 3-CNF with t variables and s clauses such that each variable
appears in at most c clauses. We construct a matrix completion instance (A0, A1, . . . , At)
similarly to the corresponding (border) completion rank instance in the proof of Theorem 3.
A0 has s blocks of size 3× 3 for the clauses, since we now have a 3-SAT instance. The clause
gadget for a clause c = L1 ∨ L2 ∨ L3 looks like 1− `1 1 0

0 1− `2 1
0 0 1− `3

 .

where `1 = xi if xi appears positively in the first literal L1 of the clause and 1− xi otherwise.
`2 and `3 are defined accordingly. The gadget has the same properties as the previous gadget
for clauses of length 2: If we set the variables such that at least one `i becomes one, then
the gadget has rank two. For any other assignment, it has rank three. In particular, setting a
variable to any other value than zero or one can never reduce the rank of the gadget. Therefore,
we do not need any variable gadgets.
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If φ is satisfiable, then CR(A0, A1, . . . , At) = 2s; this rank is achieved by any satisfying
assignment to φ.

Now assume that φ is not satisfiable, then any assignment to the variables can satisfy at
most (1 − δ)s clauses. Since we are only considering completion rank, the situation is much
easier compared to border completion rank: A0 +λ1A1 + · · ·+λtAt is a block diagonal matrix.
The rank of A0 + λ1A1 + · · · + λtAt is 2s + u where u is the number of clause gadgets that
have rank three. From λ1, . . . , λt, we construct a Boolean assignment by setting xi to λi if
λi ∈ {0, 1} and to an arbitrary Boolean value otherwise. This Boolean assignment satisfies at
least s−u clauses. Since φ is not satisfiable, u ≥ δs. Therefore, CR(A0, A1, . . . , At) ≥ (2+δ)s.

Therefore, the reduction is approximation preserving and we obtain the statement of the
theorem.

Next, we want to use this construction to show that also tensor rank is hard to approximate.
The idea is to go via Theorem 18. To this aim, we have to ensure that every matrix A1, . . . , At
has rank 1. Our construction is inspired by the work of Schaefer and Stefankovic [SS16], but
it is tailored to formulas in 3-CNFs and therefore it is easier to analyze, in particular when
proving approximation hardness.

Assume we have a clause with variables x, y and z. The clause gadget looks as follows:

1 x 0 0 0 0 0 0 0
1 u 0 0 0 0 s(u)− u1 0 0
0 0 1 y 0 0 0 0 0
0 0 1 v 0 0 0 s(v)− v1 0
0 0 0 0 1 z 0 0 0
0 0 0 0 1 w 0 0 s(w)− w1

0 u− u2 0 0 0 0 1− `(u) 1 0
0 0 0 v − v2 0 0 0 1− `(v) 1
0 0 0 0 0 w − w2 0 0 1− `(w)


.

We have

`(u) =

{
u if x appears positively in the clause,

1− u otherwise,

and

s(u) =

{
−u if x appears positively in the clause,

u otherwise.

`(v), s(v), `(w), and s(w) are defined accordingly.
All matrices have rank one. The gadget consists of three 2× 2-blocks on the diagonal which

create local variables u, v, and z, which are copies of x, y, and z. The 3× 3-block in the lower
right corner implements the clause. All other entries not in these blocks are only introduced
to make the matrices rank 1.

The variables u, v, and w are local variables that are only used within the gadget. The
variables ui, vi, and wi are also local variables, they are needed to make all occurring matrices
rank one: For instance, the local variable u appears on the diagonal twice, locally in positions
(2, 2) and (7, 7). To make the corresponding 2× 2-submatrix rank one, we add the variable u
to the two other corners (2, 7) and (7, 2) of this 2 × 2-submatrix. The entry position (7, 7) is
either u or −u. In order to get a rank one matrix, the entry in position (2, 7) will also be u or
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−u, respectively. To be able to recover the original diagonal submatrix, we also add new local
variables u1 and u2 in the positions (2, 7) and (7, 2). The same is done for the variables v and
w.

The variables x, y and z (and all further variables of the formula, of course), appear in
several clause gadgets. Therefore, the matrix that corresponds to say x does not have rank
one. We use the same construction as for the local variables in the overall construction, which
is described after the next lemma.

Lemma 21. 1. If we set x, y, z to values from {0, 1} such that the clause is satisfied, then
the local variables in the clause gadget can be set such that the resulting matrix has rank
five.

2. If the variables are set in such a way that the rank of the clause gadget is five, then x, y, z
are set such that the clause is satisfied, which means that at least one variable is set to a
value from {0, 1} and this value satisfies the corresponding literal.

Proof. For the first item, we construct an assignment for the local variables as follows: we
set u = x, v = y, and w = z and all variables ui, vi, and wi in such a way that the unique
entry they appear in becomes zero. In this way, we are left with a block diagonal matrix. In
the three 2 × 2 blocks, the second row equals the first row or is zero. The 3 × 3-block is the
original clause gadget. Since the assignment satisfies the clause, the rank of this block is two.
Therefore, the overall rank is five.

For the second item, we will derive several equations from the fact that the rank of the
gadget is five. Consider the clause gadget with rows 4,6,9 and columns 4,6,7 removed:

1 x 0 0 0 0
1 u 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 u− u2 0 0 1 0
0 0 0 0 1− `(v) 1

 .

Its determinant is u−x. Next consider the gadget with rows 2,6,9 and columns 2,6,7 removed:

1 0 0 0 0 0
0 1 y 0 0 0
0 1 v 0 s(v)− v1 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 v − v2 0 1− `(v) 1

 .

Its determinant is v − y. Next comes the gadget with rows 2,4,9 and columns 2,4,7 removed:

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 z 0 0
0 0 1 w 0 s(w)− w1

0 0 0 0 1 0
0 0 0 0 1− `(v) 1

 .
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The determinant is w − z. Finally consider the gadget with rows and columns 2,4,6 removed:

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1− `(u) 1 0
0 0 0 0 1− `(v) 1
0 0 0 0 0 1− `(w)

 .

Its determinant is (1− `(u))(1− `(v))(1− `(w)).
Assume that we have an assignment such that the clause gadget has rank 5. Then the

vanishing of the first three minors enforces that x = u, y = v, and z = w and the vanishing of
the last one that at least one literal is one and hence the clause is satisfied (and therefore at
least one of x, y or z is from {0, 1}).

Let φ be a formula in 3-CNF with t variables and s clauses such that every variable appears
in a constant number c of clauses. Note that s = O(t). In our final construction, for every
clause, we will have one clause gadget. These gadgets are arranged as a block diagonal matrix.
The matrices that correspond to an actual variable of φ are not rank-one matrices. We make
them rank-one as we did locally in the clause gadgets, as described above: If x appears in
positions (i1, j1), . . . , (ik, jk), then we replace this matrix by a rank one matrix with 1’s in all
positions (ih, j`), 1 ≤ h, ` ≤ k. k is at most c, since each variable appears in at most c clauses.
For all tuples (ih, j`) with h 6= `, we have an additional rank-one matrix with a 1 in this
position and 0s elsewhere, corresponding to a new variable xh,` in the completion problem. In
this way, the original diagonal matrix is in the span of these matrices. Let Tφ be the resulting
tensor. By construction, all slices have rank 1 except for the 0th slice. The number of slices
of Tφ is O(t), since each clause gadget introduces a constant number of slices. Furthermore,
there are only a constant number, namely ≤ c2, of additional rank-one matrices introduced in
the last step.

Lemma 22. Assume that φ is either satisfiable or any assignment satisfies at most (1− ε) of
the clauses for some ε > 0.

1. If φ is satisfiable, then the completion rank of Tφ is at most 5s.

2. If φ is not satisfiable, then the completion rank of Tφ is at least 5s+ εs.

Proof. If φ is satisfiable, then we set each variable in Tφ corresponding to an original variable
of φ to the value of a satisfying assignment. By Lemma 21, we can set all clause gadgets
locally such that their rank is 5. We set the auxiliary variables xh,` in such a way that we clear
all elements not in a block on the diagonal. Therefore, the completion rank is at most 5s.

For the second item, assume that the completion rank of Tφ is r < 5s + εs. Choose an
assignment to the variables of Tφ that achieves this completion rank. Choose linear independent
columns a1, . . . , ar of the resulting matrix A.

From every clause gadget, the local columns 1, 3, 5, 8, and 9 are linearly independent, even
if we remove the local rows 1, 3, and 5. In the overall construction, there are only nonzero
entries outside the gadget in the local columns 2, 4, and 6 and rows 1, 3, and 5. Therefore, we
can always assume that for any clause gadget, its local columns 1, 3, 5, 8, and 9 are among
the a1, . . . , ar.
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Now consider a gadget G that contributes more than five columns to a1, . . . , ar. There are
at most εs such gadgets. Assume that the local column 2 of G is among a1, . . . , ar and it is
ai. Furthermore, let the variable in ai be x. Then we can use the variables xh,j to clear all
entries in the column ai outside the gadget. This will not affect the other columns of A, since
every column has its own variables. If thereafter, ai is in the span of the remaining columns,
then we can exchange it against a new column from A, since r was the completion rank of Tφ.
By repeating this process if necessary, we can assume that no ai has nonzero entries outside
the clause gadgets, since the same reasoning works for the local columns 4 and 6 and the local
column 7 has no nonzero entries outside the gadget by construction. Therefore, we can assume
w.l.o.g. that A is a block diagonal matrix and the blocks on the diagonal are instantiations of
the clause gadgets.

Now we have clause gadgets with five columns among the a1, . . . , ar and clause gadgets with
six or more. We claim that the assignment to the variables of Tφ that correspond to variables
of φ is an assignment that satisfies all clauses with only five columns among a1, . . . , ar. If this
is the case, then we get a satisfying assignment which satisfies a fraction of more than (1− ε)
of all clauses and henceforth, φ is satisfiable.

Let G be a clause gadget with only five columns among a1, . . . , ar. Choose r − 5 rows from
the other clause gadgets to get an invertible (r − 5) × (r − 5)-submatrix M of A, which is
disjoint from G. Choose a 6 × 6-submatrix S of G. As a submatrix of A, S and M form a
block diagonal matrix. The determinant of this matrix vanishes, since its size is (r+1)×(r+1),
but r is the completion rank. Since M is invertible, it follows that all 6×6 minors of G vanish.
By Lemma 21, the assignment satisfies the corresponding clause.

The inapproximability of tensor rank follows immediately from the lemma above together
with Theorem 18.

Theorem 23. Tensor rank is NP-hard to approximate.

Proof. Let Tφ be the tensor in Lemma 22. By Theorem 18, R(Tφ) = CR(Tφ)+k where k is the
total number of slices of Tφ. Since every variable of φ occurs only a constant number of times
in φ and every gadget has constant size, k = Θ(t). Since CR(Tφ) is hard to approximate, so is
R(Tφ).

6. Matrices with permanent zero and a transfer theorem

In this section we prove Theorem 5 and 6. When Grochow and Pitassi [GP14] studied so-called
ideal proof systems, they used their framework to provide a short proof of a transfer theorem,
namely that VP0 = VNP0 implies that coNP ⊆ ∃BPP. Such a transfer theorem shows that
separations in the Boolean world yield separations in the algebraic world. (We do not know of
any transfer theorem in the other direction.) One could use our framework to do something
similar; however, with roughly the same effort, we can prove an even stronger transfer theorem.
The starting point is algebraic VP0-natural proofs for the set of all matrices A, say with rational
entries, that fulfill Per(A) = 0. (Note that we allow negative entries.) Note that this set has
a VNP0-natural proof, namely the permanent itself. We will prove that if there is a family of
polynomials (Dn) ∈ VP0 such that Dn is nonzero and vanishes on all matrices with permanent
0, then we can construct a circuit for the permanent in ∃BPP. This uses the self-reducibility of
the permanent, similar to [KI04], and Kaltofen’s factorization algorithm [Kal89]. In particular,
if VP0 = VNP0, then this will allow us to show that P#P ⊆ ∃BPP.
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Let X be an n× n matrix. Construct an n× n matrix Z as follows:
zij = xij for i ≤ n− 1,

znj = xnj PerXnn for j ≤ n− 1,

znn = −
∑n−1

j=1 xnj PerXnj ,

where Xij is the matrix obtained from X by removing the ith row and the jth column. We
have PerZ = 0. Moreover, any matrix with PerZ = 0 and PerZnn 6= 0 can be obtained in this
way, by Laplace expansion. The following theorem from [Kal89] states that if a polynomial
can be computed by small circuit then so can be its factors. We only need this result for prime
fields, so we state it only for prime fields Fp.

Theorem 24 (Kaltofen [Kal89]). If f ∈ Fp[x1, . . . , xn] can be computed by an arithmetic

circuit of size at most s and degree at most d, f =
∏k
i=1 g

pei ·ji
i , where the gi’s are irreducible

and p - ji for each i. Then we can compute, for each i ∈ [k], the numbers ei, ji, and an
arithmetic circuit for the factor gp

ei

i in randomized poly(n, s, d, log p) time.

Although Theorem 24 works for the factors of the form gp
ei

i , in our special case ei would
always be zero, thus giving us the factor gi directly. We also need the following lemma from
[FPdV13], which bounds the size of coefficients of any VP0 polynomial.

Lemma 25 (Fournier-Perifel-Verclos [FPdV13]). Let P be a polynomial computed by an arith-
metic circuit of size s and formal degree d with constants of absolute value bounded by M ≥ 2,
then the sum of the absolute values of its coefficients is at most M s·d.

Now we are ready to prove our result.

Proof of Theorem 5. If VP0 = VNP0, there exists a VP0-family of circuits computing Pern. Let
s(n) be a polynomial bound on the size of a circuit for Pern and d(n), on its formal degree.

We describe an ∃BPP algorithm which computes a circuit for Pern over Fp[x1,1, . . . , xn,n] for
some p > n!. These circuits can be used to implement any language from P#P.

The algorithm uses non-determinism to guess a circuit for Perk for each k ≤ n. We start
from the trivial circuit for Per1. For each k, perform the following steps:

1. Use non-determinism to guess a VP0-circuit Ck of size ≤ s(k), which potentially computes
Perk.

2. Check that its formal degree is ≤ d(k), otherwise reject.

3. Use a randomized algorithm for PIT to check that Ck(Zk(X)) = 0, otherwise reject.
Here Zk(X) denotes the matrix constructed above of size k × k with entries taken from
X = (xi,j). Note that the parameterization Zk uses Perk−1, which can be computed by
the circuit for Perk−1 obtained on the previous iteration. Here we make sure that this
PIT succeeds with probability at least 1− 1

3n2 .

4. By Hilbert’s Nullstellensatz, the polynomial computed by Ck has the form (Perk)
eh with

e ≤ d(k)
k and gcd((Perk)

e, h) = 1. Note that Perk is irreducible.

5. Since Ck has a VP0-circuit of size s(k) and formal degree d(k), we know that the magni-
tude of coefficients of Ck is bounded by B := 2d(k)·s(k), this follows from Lemma 25. So
we choose a prime p > max{B,n!}. By the choice of p, we see that Ck = (Perk)

eh even
over Fp[x1,1, . . . xk,k].
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6. Now we use Theorem 24 to obtain a circuit for all the irreducible factors gi of Ck =∏k
i=1 g

pei ·ji
i in randomized poly(n, s(k), d(k), log p) = poly(n, s(k), d(k)) time. Since we

choose p to be large enough, we know that all ei = 0 and p - ji for all i. Here also, we
assume that this randomized algorithm succeeds with probability at least 1− 1

3n2 .

7. For all irreducible factors gi’s of Ck, use a randomized algorithm for PIT to check that
gi(Zk(X)) = 0. Here we make sure that this PIT succeeds with probability at least
1 − 1

3·d(k)·n2 . If this PIT succeeds then we know that gi has to be Perk since gi is

irreducible. Thus we can compute a constant free circuit for Perk with probability 1− 1
n2 ,

of size poly(n, s(k), d(k)).2

Since we have n iterations, overall success probability is at least 1− 1
n . Thus P#P ⊆ ∃BPP.

A slight modification of the proof of Theorem 5 gives a proof of Theorem 6 as follows.

Proof of Theorem 6. Let the set of permanent zero matrices have VP0-natural proofs. Then
there exists a family (Dk)k∈N ∈ VP0 of nonzero polynomials such that Dk vanishes on k × k
matrices of permanent zero. Let s(k) be the size of Dk and d(k) be its formal degree. Both
are polynomially bounded by definition of VP0.

We proceed precisely as in the proof of Theorem 5. Note that in this proof, we only needed
the fact that Perk has small circuits to have an upper bound on the size of the guessed circuit
Ck that computes a polynomial that vanishes on all k× k-matrices. Here this bound is simply
given by Dk.

7. Geometric complexity theory breaks the natural proofs barrier

In this section we show how geometric complexity theory breaks the natural proofs barrier
presented in Theorem 6, see Theorem 7.

Geometric complexity theory is an approach towards algebraic complexity lower bounds
via tools from algebraic geometry and representation theory. In [MS01,MS08] Mulmuley and
Sohoni define obstructions, which are representation theoretic multiplicities that can be used
to show complexity lower bounds. In this section we discuss how this approach can potentially
break the algebraic natural proofs barrier. Indeed, we will show that it breaks the barrier in
the “permanent = 0” example.

Let Z ⊆ Cn×n be the variety of matrices with permanent zero. Theorem 6 shows that if
Z has VP0-natural proofs, then P#P ⊆ ∃BPP. In this section we show that for every point
outside of Z we can prove that it lies outside of Z by using representation theoretic occurrence
obstructions, analogously to those that were proposed in [MS01, MS08], see the definitions
below. Since these occurrence obstructions have a succinct encoding, in the “permanent = 0”
setting geometric complexity theory breaks the algebraic natural proof barrier.

For the necessary background on group actions and representation theory of the symmetric
group, the general linear group, and the algebraic torus we direct the reader to the lecture
notes [BI17], or to the excellent textbooks [Sag01], [Ful97, parts I and II], and [FH91, Ch. 4

2Note that we factor a newly guessed circuit every time. We only need the circuit of the previous round to
check whether Ck vanishes on Zk(X) but not as a building block of Ck. So we will not have a repeated
increase in circuit size due to factoring.
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and Ch. 15]. The group GLn×GLn acts on the set of matrices Cn×n via left-right multiplication:

(g1, g2) ·A := g1A(g2)
T ,

for A ∈ Cn×n, (g1, g2) ∈ GLn × GLn, where the transpose is taken for technical reasons3.
Let Tn ⊆ GLn denote the algebraic torus (i.e., the group of diagonal matrices with nonzero
determinant) and let Sn ⊆ GLn denote the symmetric group embedded into GLn via permu-
tation matrices. Let Qn ⊆ GLn denote the group of monomial matrices, i.e., matrices with
nonzero determinant that have a single nonzero entry in each row and column. As a group Qn
is isomorphic to a semi-direct product TnoSn. Since the permanent is invariant (up to scale)
under rescaling of rows and columns and permuting rows and columns, the variety Z is closed
under the action of the group G := Qn ×Qn ⊆ GLn ×GLn, which means that if A ∈ Z, then
gA ∈ Z for all g ∈ G.

To show that a matrix A does not lie in Z, the geometric complexity approach goes as follows.
For the sake of contradiction, assume that A ∈ Z. Then the whole orbit GA := {gA | g ∈ G}
is contained in Z, because Z is closed under the action of G. Since Z is also Zariski-closed,
we have GA ⊆ Z as a sub-variety. Let C[Cn×n] := C[x1,1, . . . , xn,n] denote the C-algebra
of polynomials on the space of n × n-matrices. For a Zariski-closed subset Y ⊆ Cn×n let
I(Y ) ⊆ C[Cn×n] denote the vanishing ideal of Y , i.e., the ideal of polynomials that vanish
identically on Y . If Y is invariant under rescaling (which is true for our sets of interest, Y = Z
or Y = GA), then the vanishing ideal inherits the grading from the polynomial ring: We
denote by I(Y )d the homogeneous degree d component of I(Y ). We define the coordinate ring
C[Y ] of Y as the quotient C[Y ] := C[Cn×n]/I(Y ), which also naturally inherits the grading
C[Y ]d := C[Cn×n]d/I(Y )d. Since GA ⊆ Z, it follows I(Z)d ⊆ I(GA)d for all d. Therefore the
restriction of functions gives a canonical surjection between finite dimensional vector spaces:

C[Z]d � C[GA]d. (2)

Since Z and GA are closed under the action of G, we get an action on the coordinate rings via
the so-called canonical pullback

(gf)(B) := f(gTB)

for g ∈ G, f ∈ C[Y ], B ∈ Cn×n. In this way, both C[Z]d and C[GA]d are G-representations in
the following sense:

For a group H (e.g. H = G, H = Tn, H = GLn, H = Tn × Tn, H = Sn × Sn), an
H-representation is a finite dimensional vector space V with a group homomorphism % : H →
GL(V ). For an element g ∈ H and a vector f ∈ V we use the shorthand notation gf for
(%(g))(f). A linear map ϕ : V1 → V2 between two H-representations V1 and V2 is called
equivariant if for all g ∈ H and f ∈ V1 we have ϕ(gf) = gϕ(f). A bijective equivariant map is
called an H-isomorphism. Two H-representations are called isomorphic if an H-isomorphism
exists from one to the other. A linear subspace of an H-representation that is closed under the
action of H is called a subrepresentation. An H-representation whose only subrepresentations
are itself and 0 is called irreducible.

For many groups H the irreducible representations have a complete classification. In or-
der to state Proposition 26, we give now describe a natural index set for all irreducible G-
representations. A partition λ of n is a non-increasing list of positive integers that sum up

3The transpose gives g(g′A) = (gg′)A for all pairs g ∈ GLn ×GLn, g
′ ∈ GLn ×GLn.
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to n. To each irreducible representation of G we can assign a type, which is a pair of tu-
ples in which each tuple consists of a list of n integers and a partition of n. Two irreducible
G-representations are isomorphic iff they have the same type.

Let (1n) denote the list of n many 1’s. We fix the type ν := (((1n), (n)), ((1n), (n))). The
irreducible G-representation V of type ν is 1-dimensional, V = 〈f〉, where the symmetric
groups act trivially and the tori act by rescaling:(

π,diag(α1, . . . , αn) ; σ, diag(β1, . . . , βn)
)
f = α1 · · ·αnβ1 · · ·βnf.

We will use the classification of irreducible representations for other groups H later in the
proof of Proposition 26.

The group G (as well as the other groups that we consider in the proof of Proposition 26) is
linearly reductive, which means that every G-representation V decomposes into a direct sum
of irreducible representations. This decomposition is not necessarily unique, but for each type
λ the multiplicity multλ(V ) of λ in V is unique, which is the number of summands that have
type λ. The famous Schur’s lemma says for an equivariant map ϕ : V → W , the image ϕ(V )
is a G-representation and multiplicities do not increase when applying ϕ:

multλ(V ) ≥ multλ(ϕ(V )).

Recall A ∈ Z. The map in (2) is equivariant and thus

multλ(C[Z]d) ≥ multλ(C[GA]d). (3)

A type λ that violates (3) is called an obstruction. By the above reasoning, the existence of
an obstruction proves A /∈ Z. In other words,

if there is a λ with multλ(C[Z]d) < multλ(C[GA]d), then A /∈ Z. (4)

Proposition 26. Let G be the group G := Qn×Qn. We fix the type ν := (((1n), (n)), ((1n), (n))).
We have

• multν(C[Z]n) = 0 and

• multν(C[GA]n) =

{
0 if A ∈ Z,
1 otherwise.

Proposition 26 says that if A /∈ Z, then this can be shown using (4), which can be thought of
as a succinct presentation of the permanent. Here we are in the special case where one of the
multiplicities is zero. These obstructions are called occurrence obstructions in the literature.

Proof. The irreducible representations of GLn are indexed by partitions of length at most n
and denoted by {λ}. The irreducible representations of Sn are indexed by partitions of n and
denoted by [λ]. The group GLn × GLn × Sd × Sd is linearly reductive and its irreducibles
are tensor products {λ} ⊗ {µ} ⊗ [ν]⊗ [ξ]. The famous Schur-Weyl duality states that the dth
tensor power decomposes as follows as a GLn ×GLn ×Sd ×Sd-representation:⊗d(Cn)⊗

⊗d(Cn) =
⊕
λ,µ`nd

{λ} ⊗ {µ} ⊗ [λ]⊗ [µ],
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where λ, µ `n d means that we sum over pairs of partitions of d that each have length at
most n. We have the natural isomorphism⊗d(Cn)⊗

⊗d(Cn) '
⊗d(Cn×n).

We symmetrize with respect to Sd to convert tensors into polynomials:

C[Cn×n]d =
⊕
λ,µ`nd

{λ} ⊗ {µ} ⊗ ([λ]⊗ [µ])Sd

=
⊕
λ`nd
{λ} ⊗ {λ},

where ([λ]⊗ [µ])Sd denotes the Sd-invariant space in [λ]⊗ [µ], which is 1-dimensional iff λ = µ,
and 0-dimensional otherwise. The irreducible representations of Tn are indexed by lists of n
integers. Now choose d = n and consider the irreducible Tn × Tn subrepresentation of type
((1n), (1n)), where we use Gay’s theorem [Gay76] that the sum of irreducible Tn-representations
of type (1n) in {λ} is isomorphic to [λ] as an Sn-representation, provided λ is a partition of
n: {λ}(1n) = [λ]:

(C[Cn×n]n)((1n),(1n)) =
⊕
λ`n

[λ]⊗ [λ].

As an Sn × Sn-representation, the trivial subrepresentation (i.e., the representation of type
((n), (n))) occurs once in this decomposition. This subrepresentation is 1-dimensional, so as a
G-representation we have

W := (C[Cn×n]n)ν = C,
multν(C[Cn×n]n) = 1.

But the permanent polynomial lies in W , so W is the line spanned by the permanent. Since
the permanent vanishes on Z we have multν(I(Z)n) = 1 and thus multν(C[Z]n) = 0. For
A ∈ Z we have GA ⊆ Z, therefore multν(C[GA]n) = 0. For every matrix A that does not lie
in Z we have that the permanent does not vanish on A, so multν(I(GA)n) = 0 and therefore
multν(C[GA]n) = 1.

Now Theorem 7 immediately follows from Proposition 26. Note that the type ν in the
proposition is just an efficient encoding of the permanent. So while it is a short proof, its
verification is hard. But this is to be expected, since the permanent is a hard function.
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A. Algebraic complexity classes

In this section, we give some background on algebraic complexity theory. For a more compre-
hensive background, reader is referred to [Bür00]. We use K to denote the base field used in
this section.

An arithmetic circuit over the field K is an acyclic finite directed graph, which has three kind
of nodes, namely input nodes, gates, output nodes. The input nodes are labeled by variables
from {X1, X2, . . . } or by constants in K. If all constants belong to {−1, 0, 1}, then the circuit
is called constant-free. All nodes except the input nodes have fan-in 2 and are labeled by
+,−,× or /, one calls these gates. The circuit is called division-free if there are no division
nodes. The outputs nodes are the nodes which have no outgoing edges.

In general, an arithmetic circuit can have many output nodes but often one only considers
arithmetic circuits with a single output node. In case there is exactly one output node, it is
easy to see that the circuit computes a rational function in K(X1, X2, . . . ) in the obvious way.
The number of nodes in the circuit is called the size of the circuit.

Similar to circuit complexity of Boolean functions, one can study the arithmetic circuit
complexity of polynomial families.

Definition 27. The arithmetic circuit complexity L(f) of a polynomial f is defined as the
minimum size of an arithmetic circuit which computes f . The L0-complexity L0(f) of an inte-
ger polynomial f is defined as the minimum size of a division-free and constant-free arithmetic
circuit computing f .

Now we can define the algebraic analogue of P .
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Definition 28. The complexity class VP is the set of polynomial families (fn) such that both
deg(fn) and L(fn) are polynomially bounded functions of n. (Note that the bound on L(fn)
also gives a bound on the number of variables of fn.)

In this paper, we shall not be concerned with the complexity class VP but with complexity
class VP0. For this purpose, we define the following notion.

The formal degree of a node is inductively defined as follows: input nodes have formal degree
1. The formal degree of an addition or subtraction gate is the maximum of the formal degrees
of the two incoming nodes, and the formal degree of a multiplication node is the gate of these
formal degrees. The formal degree of a circuit is defined as the formal degree of its output
node.

Definition 29. A polynomial family (fn) is in VP0 iff there exists a sequence (Cn) of division-
free and constant-free arithmetic circuits such that Cn computes fn and the size and the formal
degree of Cn are polynomially bounded functions of n. A polynomial family (fn(X1, X2, . . . , Xp(n)))

is in VNP0 iff there exists a sequence (gn(X1, X2, . . . , Xq(n))) in VP0 such that

fn(X1, X2, . . . , Xp(n))

=
∑

e∈{0,1}q(n)−p(n)
gn(X1, X2, . . . , Xp(n), e1, e2, . . . , eq(n)−p(n)).

It is known that the permanent family (Pern) =
∑

σ∈Sn Xi,σ(i) is VNP-complete under notion

of p-projections [Bür00] if char(F) 6= 2. The polynomial family (Pern) even belongs to VNP0.
Valiant’s Hypothesis states that (Pern) 6∈ VP0 or even (Pern) 6∈ VP.

B. Alternative definition of closures

A weaker notion of completion rank would be the following: We think of A1, . . . , Am being
fixed and only A0 can be approximated. That is, we project Pm,nr down to (A0, λ1, . . . , λm)
and work with this variety, that is, all tuples such that rk(A0 +λ1A1 + · · ·+λmAm) ≤ r. Next,
we project (A0, λ1, . . . , λm) onto the first component, that is, the matrix A0, and take the limit
there.

This version of completion rank might be closer to the actual application: We can replace
the variables in the matrix by values such that we get a low rank approximation of the given
matrix A0. The version of Definition 9 is more general, we are even allowed to replace the
variables “approximately” by modifying related entries, however, with a higher approximation
order. The illustrate this effect, we study the following example: 1 0 0

0 1 0
x y 1

 .

Constants belong to the matrix A0, i.e., A0 is the identity matrix, the x variable represents A1

and the y variable represents A2. No matter how we substitute the variables, the upper-left
2 × 2-minor of any close-enough approximation to this matrix will be nonzero. (As a side
remark, note that we can however bring down the rank to 2 by substituting y 7→ 1/ε.)
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On the other hand, if we work with approximations to A1 and A2, we can bring down the
border completion rank down to one. Let

Ã1 :=

 ε 0 0
0 0 0
1 0 0

 and Ã2 :=

 0 0 0
0 ε 0
0 1 0

 .

Then 1 0 0
0 1 0
0 0 1

− 1

ε

 ε 0 0
0 0 0
1 0 0

− 1

ε

 0 0 0
0 ε 0
0 1 0


=

 0 0 0
0 0 0
−1/ε −1/ε 1


has rank 1, that is, CR(A0, A1, A2) = 1.

This example shows that the two definitions actually differ. From the perspective of algebraic
geometry and complexity, Definition 9 seems to be the right definition. Our hardness proofs
and our barrier also works for the other definition, in fact, they are even easier.
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