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#### Abstract

Let $C$ be a depth－3 $\Sigma \Pi \Sigma$ arithmetic circuit of size $s$ ，computing a polynomial $f \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$（where $\mathbb{F}=\mathbb{Q}$ or $\mathbb{C}$ ）with fan－in of product gates bounded by $d$ ．We give a deterministic time $2^{d} \operatorname{poly}(n, s)$ polynomial identity testing algorithm to check whether $f \equiv 0$ or not．

In the case of finite fields，for $\operatorname{Char}(\mathbb{F})>d$ we obtain a deterministic algorithm of running time $2^{\gamma \cdot d} \operatorname{poly}(n, s)$ ，whereas for $\operatorname{Char}(\mathbb{F}) \leq d$ ，we obtain a deterministic algorithm of running time $2^{(\gamma+2) \cdot d \log d} \operatorname{poly}(n, s)$ where $\gamma \leq 5$ ．


## 1 Introduction

Polynomial Identity Testing（PIT ）is the following well－studied algorith－ mic problem：Given an arithmetic circuit $C$ computing a polynomial in $\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ ，determine whether $C$ computes an identically zero polynomial or not．The problem can be presented either in the white－box model or in the black－box model．In the white－box model，the arithmetic circuit is given ex－ plicitly as the input．In the black－box model，the arithmetic circuit is given black－box access．I．e．，the circuit can be evaluated at any point in $\mathbb{F}^{n}$（or in $F^{n}$ ， for a suitable extension field $F$ ）．In the last three decades，PIT has played a pivotal role in many important results in complexity theory and algorithms：Pri－ mality Testing［AKS04］，the PCP Theorem［ALM ${ }^{+} 98$ ］，IP＝PSPACE［Sha90］， graph matching algorithms Lov79，MVV87］．The problem PIT has a ran－ domized polynomial－time algorithm（more precisely，a co－RP algorithm）via the Schwartz－Zippel－Lipton－DeMillo Lemma Sch80，Zip79，DL78，but an efficient deterministic algorithm is known only in some special cases．An important result of Impagliazzo and Kabanets KI04（also，see HS80，Agr05］）shows a

[^0]connection between the existence of a subexponential time PIT algorithm and arithmetic circuit lower bounds.

We refer the reader to the survey of Shpilka and Yehudayoff [SY10 for the exposition of important results in arithmetic circuit complexity, and the polynomial identity testing problem.

Agrawal and Vinay AV08 have shown that polynomial size degree- $d n$ variate arithmetic circuits can be depth-reduced to $\Sigma \Pi \Sigma \Pi$ circuits of $n^{O(\sqrt{d})}$ size. Thus, a nontrivial deterministic PIT algorithm for depth-4 (i.e., $\Sigma \Pi \Sigma \Pi$ ) circuits would imply a nontrivial deterministic PIT algorithm for general arithmetic circuits. Indeed, for characteristic zero fields, derandomization of PIT even for depth-3 $\Sigma \Pi \Sigma$ circuits would have a similar implication GKKS13.

Motivated by the results of KI04, Agr05, AV08, a large body of research has focussed on PIT for restricted classes of depth-3 and depth-4 circuits. In particular, a well-studied subclass of depth-3 arithmetic circuits are $\Sigma \Pi \Sigma(k)$ circuits (where the fan-in of the top + gate is bounded by $k$ ). Dvir and Shpilka have shown a white-box quasi-polynomial time deterministic PIT algorithm for $\Sigma \Pi \Sigma(k)$ circuits DS07. Kayal and Saxena have given a deterministic $\operatorname{poly}\left(d^{k}, n, s\right)$ white-box algorithm for the same problem [KS07]. Following the result of [KS07](also see [AM10] for a different analysis), Karnin and Shpilka have given the first black-box quasi-polynomial time algorithm for $\Sigma \Pi \Sigma(k)$ circuits [KS11. Later, Kayal and Saraf KS09] have shown a polynomial-time deterministic black-box PIT algorithm for the same class of circuits over $\mathbb{Q}$ or $\mathbb{R}$. Finally, Saxena and Sheshadhri have settled the problem for $\Sigma \Pi \Sigma(k)$ completely by giving a deterministic polynomial-time black-box algorithm [SS12] over any field. We also note that Oliveira et al. have recently given a sub-exponential PIT -algorithm for depth-3 and depth-4 multilinear formulas dOSIV16.

## Summary of our results.

For general depth-3 $\Sigma \Pi \Sigma$ circuits with $\times$-gate fan-in bounded by $d$, to the best of our knowledge, no deterministic algorithm with running time better than $\min \left\{d^{n},\binom{n+d}{d}\right\}$ poly $(n, d)$ is known. Our main results are the following.

Theorem 1. Let $C$ be a $\Sigma \Pi \Sigma$ circuit of size s, computing a polynomial $f \in$ $\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ (where $\mathbb{F}=\mathbb{Q}$ or $\mathbb{C}$ ) and the fan-in of the product gates of $C$ is bounded by $d$. We give a white-box deterministic polynomial time identity testing algorithm to check whether $f \equiv 0$ or not in time $2^{d} \operatorname{poly}(n, s)$.

Over the fields of positive characteristic, we show the following result.
Theorem 2. Let $C$ be a $\Sigma \Pi \Sigma$ circuit of size s, computing a polynomial $f \in$ $\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ and the fan-in of the product gates of $C$ is bounded by $d$. For $\operatorname{Char}(\mathbb{F})>d$, we give $a$ white-box deterministic polynomial time identity testing algorithm to check whether $f \equiv 0$ or not in time $2^{\gamma \cdot d} \operatorname{poly}(n, s)$. The constant $\gamma$ is at most 5 .

As an immediate corollary we get the following.

Corollary 1. Let $C$ be a depth-3 $\Sigma \Pi \Sigma$ circuit of size s, computing a polynomial $f \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ and the fan-in of the product gates of $C$ is bounded by $c \log n$ ) for some constant $c($ where $\mathbb{F}=\mathbb{Q}$ or $\mathbb{C}$ or a finite field such that $\operatorname{Char}(\mathbb{F})>$ $c \log n)$. We give a deterministic poly $(n, s)$ time identity testing algorithm to check whether $f \equiv 0$ or not.

Over the fields of smaller characteristic, we have the following result.
Theorem 3. Let $C$ be a $\Sigma \Pi \Sigma$ circuit of size s, computing a polynomial $f \in$ $\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ and the fan-in of the product gates of $C$ is bounded by $d$. For $\operatorname{Char}(\mathbb{F}) \leq d$, we give $a$ white-box deterministic polynomial time identity testing algorithm to check whether $f \equiv 0$ or not in time $2^{(\gamma+2) \cdot d \log d} \operatorname{poly}(n, s)$. The constant $\gamma$ is at most 5 .

## 2 Organization

The paper is organized as follows. Section 3 covers the background materials. In Section 4, we prove Theorem 1 that shows a deterministic $2^{d} \cdot \operatorname{poly}(n)$ PIT for depth-3 circuits over $\mathbb{Q}$ and $\mathbb{C}$. The PIT algorithms for depth- 3 circuits over finite fields are presented in Section 5, where we prove Theorems 2 and 3 .

## 3 Preliminaries

For a monomial $m$ and a polynomial $f$, let $[m] f$ denote the coefficient of the monomial $m$ in $f$. We denote the field of rational numbers as $\mathbb{Q}$, and the field of complex numbers as $\mathbb{C}$. Depth- $3 \Sigma^{[s]} \Pi^{[d]} \Sigma$ circuits computing polynomials in $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ are of the following form:

$$
C\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{s} \prod_{j=1}^{d} L_{i, j}\left(x_{1}, \ldots, x_{n}\right)
$$

where each $L_{i, j}$ is an affine linear form over $\mathbb{F}$.
We refer to them as $\Sigma \Pi \Sigma$ circuits for unspecified $s$ and $d$.
We recall a well-known fact which states that for the purpose of solving PIT , it suffices to consider homogeneous circuits. We use the notation $\Sigma^{[s]} \Pi^{[d]} \Sigma$ to denote homogeneous depth-3 circuits of top sum gate fan-in $s$, product gates fan-in bounded by $d$.

Fact 1. Let $C\left(x_{1}, \ldots, x_{n}\right)$ be a $\Sigma^{[s]} \Pi^{[d]} \Sigma$ circuit. Then $C \equiv 0$ if and only if $z^{d} C\left(x_{1} / z, \ldots, x_{n} / z\right) \equiv 0$ where $z$ is a new variable.

We say a monomial $m$ is of type $\boldsymbol{e}=\left(e_{1}, e_{2}, \ldots, e_{q}\right)$ if $m=x_{i_{1}}^{e_{1}} x_{i_{2}}^{e_{2}} \ldots x_{i_{q}}^{e_{q}}$ for $e_{1} \leq e_{2} \leq \ldots \leq e_{q}$ and each $i_{j}$ is distinct. For the monomial $m=x_{i_{1}}^{e_{1}} e_{i_{2}}^{e_{2}} \ldots x_{i_{q}}^{e_{q}}$ we use $m$ ! to denote the product $e_{1}!\cdot e_{2}!\cdots e_{k}$ ! as a convenient abuse of notation.

## Connection to noncommutative computation

In this paper, we will also deal with the free noncommutative ring $\mathbb{F}\langle Y\rangle$, where $Y$ is a set of noncommuting variables. In this ring, monomials are words in $Y^{*}$ and polynomials in $\mathbb{F}\langle Y\rangle$ are $\mathbb{F}$-linear combinations of words. We define noncommutative arithmetic circuits essentially as their commutative counterparts. The only difference is that at each product gate in a noncommutative circuit there is a prescribed left to right ordering of its inputs.

Given a noncommutative monomial $m=y_{i_{1}} y_{i_{2}} \ldots y_{i_{d}}$ of degree $d$ and a permutation $\sigma \in S_{d}$, we use $m^{\sigma}$ to denote the position-permuted monomial $y_{i_{\sigma(1)}} y_{i_{\sigma(2)}} \ldots y_{i_{\sigma(d)}}$.

For our PIT algorithms over finite fields given in Section 5, we will be applying the Raz-Shpilka PIT algorithm RS05 for noncommutative algebraic branching programs. For this purpose, we prescribe a way of transforming a given commutative circuit $C$ computing a polynomial in $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ to a noncommutative version $C^{n c}$. The circuit $C^{n c}$ is defined by fixing an ordering of the inputs to each product gate in $C$ and replacing $x_{i}$ by the noncommutative variable $y_{i}, 1 \leq i \leq n$. Thus, $C^{n c}$ will compute a polynomial $f_{C}^{n c}$ in the ring $\mathbb{F}\langle Y\rangle$, where $Y=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ are $n$ noncommuting variables.

Remark 1. We stress that the above transformation of a commutative circuit $C$ to a noncommutative circuit $C^{n c}$ does not preserve polynomial identities. However, given a commutative $\Sigma \Pi \Sigma$ circuit $C$, we will suitably"symmetrize" it to obtain $\hat{C}$ ensuring that the noncommutative version $\hat{C}^{n c}$ is identically zero iff $C \equiv 0$.

We recall the definition of Hadamard Product of two polynomials. The concept of Hadamard product is particularly useful in noncommutative computations AJ09, AS18].

Definition 1. Given two degree d polynomials $f, g \in \mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, the Hadamard Product $f \circ g$ is defined as

$$
f \circ g=\sum_{m}([m] f \cdot[m] g) m .
$$

For the PIT purpose in the commutative setting, we adapt the notion of Hadamard Product suitably and define a scaled version of Hadamard Product of two polynomials.

Definition 2. Given two degree d polynomials $f, g \in \mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, the scaled version of the Hadamard Product $f \circ^{s} g$ is defined as

$$
f \circ^{s} g=\sum_{m}(m!\cdot[m] f \cdot[m] g) m,
$$

where $m=x_{i_{1}}^{e_{1}} x_{i_{2}}^{e_{2}} \ldots x_{i_{r}}^{e_{r}}$ for some $r \leq d$ and $m!=e_{1}!\cdot e_{2}!\cdots e_{r}!$, as already defined.

For solving PIT over $\mathbb{Q}$, it suffices to compute $f \circ^{s} f(1,1, \ldots, 1)$. This is because all monomials in $f \circ^{s} f$ have nonnegative coefficients. Thus, $f \circ^{s}$
$f(1,1, \ldots, 1) \neq 0$ if and only if $f \not \equiv 0$. In the case $\mathbb{F}=\mathbb{C}$, it suffices to compute $f \circ^{s} \bar{f}(1,1, \ldots, 1)$ where $\bar{f}$ denotes the polynomial obtained by conjugating every coefficient of $f$.

We also recall a result of Ryser Rys63 that gives a $\Sigma^{\left[2^{n}\right]} \Pi^{[n]} \Sigma$ circuit for the Permanent polynomial of $n \times n$ symbolic matrix.
Lemma 1 (Ryser Rys63). For a matrix $X$ with variables $x_{i j}: 1 \leq i, j \leq n$ as entries,

$$
\operatorname{Perm}(X)=(-1)^{n} \sum_{S \subseteq[n]}(-1)^{|S|} \prod_{i=1}^{n}\left(\sum_{j \in S} x_{i j}\right) .
$$

Remark 2. We note here that Ryser's formula holds over all fields $\mathbb{F}$. Furthermore, if $X$ is a matrix of free noncommuting variables $y_{i j}: 1 \leq i, j \leq n$ as entries, then too Ryser's formula holds. More precisely, we have

$$
\operatorname{Perm}(X)=(-1)^{n} \sum_{S \subseteq[n]}(-1)^{|S|} \prod_{i=1}^{n}\left(\sum_{j \in S} y_{i j}\right),
$$

where the order of linear forms in each product gate is increasing order of index $i$.

The following simple lemma about the coefficient of a monomial in a product of homogeneous linear forms is important for the paper.

Lemma 2. For a degree-d monomial $m=x_{i_{1}} x_{i_{2}} \cdots x_{i_{d}}$ (where the variables can have repeated occurrences) and a homogeneous $\Pi \Sigma$ circuit $C=\prod_{j=1}^{d} L_{j}$, the coefficient of monomial $m$ in $C$ is given by:

$$
[m] C=\frac{1}{m!} \sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\sigma(j)}\right) .
$$

Proof. We assume without loss of generality that the monomial $m=$ $x_{i_{1}} x_{i_{2}} \cdots x_{i_{d}}$ is such that repeated variables are adjacent, where the first $e_{1}$ variables are $x_{j_{1}}$, and the next $e_{2}$ variables are $x_{j_{2}}$ and so on until the last $e_{q}$ variables are $x_{j_{q}}$, and the $x_{j_{k}}, 1 \leq k \leq q$ are distinct variables.

We notice that the monomial $m$ can be generated $C$ by first fixing an order $\sigma:[d] \mapsto[d]$ for multiplying the $d$ linear forms as $L_{\sigma(1)} L_{\sigma(2)} \cdots L_{\sigma(d)}$, and then multiplying the coefficients of variable $x_{i_{k}}, 1 \leq k \leq d$ picked successively from linear forms $L_{\sigma(k)}, 1 \leq k \leq d$. However, these $d$ ! orderings repeatedly count terms.

We claim that each distinct product of coefficients term is counted exactly $m!$ times. Let $E_{k} \subseteq[d]$ denote the interval $E_{k}=\left\{j \mid e_{k-1}+1 \leq j \leq e_{k}\right\}, 1 \leq$ $k \leq q$, where we set $e_{0}=0$.

Now, to see the claim we only need to note that two permutations $\sigma, \tau \in S_{d}$ give rise to the same product of coefficients term iff $\sigma\left(E_{k}\right)=\tau\left(E_{k}\right), 1 \leq k \leq q$. Thus, the number of permutations $\tau$ that generate the same term as $\sigma$ is $m$ !.

Therefore the actual coefficient $[m] C$, which is the sum of distinct product of coefficients is given by $\frac{1}{m!} \sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\sigma(j)}\right)$, which completes the proof.

## Perfect Hash Functions

We recall the notion of perfect hash functions from [NSS95, AG10]. An $(n, k)-$ family of perfect hash functions is a collection of functions $\mathcal{F}$ from $[n]$ to $[k]$ such that for every subset $S \subseteq[n]$ of size $k$, there exists at least one function $f \in \mathcal{F}$ such that $f$ is one-one on $S$. Explicit deterministic construction of $(n, k)$-family of perfect hash function is well-known [NSS95, AG10]. For the best known construction, the size of the family is $e^{k} k^{O(\log k)} \log n$, and the running time of the construction is $O\left(e^{k} k^{O(\log k)} \log n\right)$.

## 4 PIT for $\Sigma \Pi \Sigma$ circuits over $\mathbb{Q}$ and $\mathbb{C}$

We first outline the main ideas of the PIT algorithm over $\mathbb{Q}$. For two polynomials $f$ and $g$ of degree $d$, consider their Hadamard product $f \circ g=$ $\sum_{m}[m] f \cdot[m] g \cdot m$. Clearly, since $f \circ f$ has nonnegative coefficients, $f \equiv 0$ if and only if $f \circ f(1, \ldots, 1)=0$. Thus, given a circuit computing a polynomial $f$, if we can compute a circuit for $f \circ f$ then we can check if $f \equiv 0$. Actually, we will use a slightly different product which we call the scaled Hadamard product defined as

$$
f \circ^{s} g=\sum_{m} m!\cdot[m] f \cdot[m] g \cdot m .
$$

Notice that computing a circuit for $f \circ^{s} f$ also suffices to solve the PIT problem. Clearly, $f \equiv 0$ if and only if $f \circ^{s} f(1 \ldots, 1)=0$.

As already observed, we can assume w.l.o.g. that the given circuit is homogeneous. Given a $\Sigma^{[s]} \Pi^{[d]} \Sigma$ circuit computing a homogeneous polynomial $f$, our aim is to compute a circuit for $f \circ^{s} f$ efficiently. Since the scaled Hadamard product distributes over addition, it suffices to compute the scaled Hadamard product of two $\Pi^{[d]} \Sigma$ circuits $C_{1}$ and $C_{2}$. We will obtain a $\Sigma^{\left[2^{d}\right]} \Pi^{[d]} \Sigma$ circuit of size $2^{d} \operatorname{poly}(s, n, d)$ for $C_{1} \circ^{s} C_{2}$. Surprisingly, we can use Ryser's $2^{d}$ poly $(d)$ sized depth-3 formula for the permanent of a $d \times d$ matrix to obtain a depth-3 circuit for $C_{1} \circ^{s} C_{2}$.

For the $\mathbb{F}=\mathbb{C}$ case a modification of the above method works. Given a circuit $C$ computing $f \in \mathbb{C}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, we first construct a circuit $\bar{C}$ computing $\bar{f} \in \mathbb{C}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, obtained by conjugating coefficients of the linear forms in $C$. The coefficients $C \circ^{s} \bar{C}$ are squares of the absolute values of the coefficients of $f$. Hence, evaluating $C \circ^{s} \bar{C}$ at $(1,1, \ldots, 1)$ yields the desired PIT.

Now we are ready to prove Theorem 1.
Proof of Theorem 1. We present the proof only for $\mathbb{F}=\mathbb{Q}$. For $\mathbb{C}$, we only need a minor modification as explained in Remark 3. Given the circuit $C$ we compute $C \circ^{s} C$ and evaluate at $(1,1, \ldots, 1)$ point. Notice that over rationals, $C \circ^{s} C$ has non-negative coefficients. This also implies that $C \equiv 0$ if and only if $C \circ^{s} C(1,1, \ldots, 1)=0$. So it is sufficient to show that $C \circ^{s} C(1, \ldots, 1)$ can be computed deterministically in time $2^{d}$ poly $(s, n)$. Since the scaled Hadamard Product distributes over addition, we only need to show that the scaled Hadamard Product of two $\Pi \Sigma$ circuits can be computed efficiently.

Lemma 3. Given two homogeneous $\Pi^{[d]} \Sigma$ circuits $C_{1}=\prod_{i=1}^{d} L_{i}$ and $C_{2}=$ $\prod_{i=1}^{d} L^{\prime}{ }_{i}$ we have:

$$
C_{1} \circ^{s} C_{2}=\sum_{\sigma \in S_{d}} \prod_{i=1}^{d}\left(L_{i} \circ^{s} L_{\sigma(i)}^{\prime}\right) .
$$

Proof. We prove the formula monomial by monomial. Let $m=x_{i_{1}} x_{i_{2}} \ldots x_{i_{d}}$ be a monomial in $C_{1}$ (Note that $i_{1}, i_{2}, \ldots, i_{d}$ need not be distinct).

Now let $m$ be a monomial that appears in both $C_{1}$ and $C_{2}$. From Lemma 2 the coefficients are

$$
[m] C_{1}=\alpha_{1}=\frac{1}{m!}\left(\sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left[x_{i_{j}}\right] L_{\sigma(j)}\right)
$$

and

$$
[m] C_{2}=\alpha_{2}=\frac{1}{m!}\left(\sum_{\pi \in S_{d}} \prod_{j=1}^{d}\left[x_{i_{j}}\right] L_{\pi(j)}^{\prime}\right)
$$

respectively.
From the definition 2 we have

$$
[m]\left(C_{1} \circ^{s} C_{2}\right)=m!\cdot \alpha_{1} \cdot \alpha_{2}
$$

Now let us consider the matrix $T$ where $T_{i j}=L_{i} \circ^{s} L_{j}^{\prime}: 1 \leq i, j \leq d$ and $\operatorname{Perm}(T)=\sum_{\sigma \in S_{d}} \prod_{i=1}^{d} L_{i} \circ^{s} L^{\prime}{ }_{\sigma(i)}$. The coefficient of $m$ in $\operatorname{Perm}(T)$ is

$$
[m] \operatorname{Perm}(T)=\sum_{\sigma \in S_{d}}[m]\left(\prod_{j=1}^{d} L_{j} \circ^{s} L^{\prime}{ }_{\sigma(j)}\right) .
$$

Similar to Lemma 2, we notice the following.

$$
\begin{gathered}
{[m] \operatorname{Perm}(T)=\sum_{\sigma \in S_{d}} \frac{1}{m!} \sum_{\pi \in S_{d}} \prod_{j=1}^{d}\left[x_{i_{j}}\right]\left(L_{\pi(j)} \circ^{s} L^{\prime}{ }_{\sigma(\pi(j))}\right)} \\
=\frac{1}{m!} \sum_{\sigma \in S_{d}} \sum_{\pi \in S_{d}} \prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\pi(j)}\right) \cdot\left(\left[x_{i_{j}}\right] L_{\sigma(\pi(j))}^{\prime}\right) \\
=\frac{1}{m!} \sum_{\sigma \in S_{d}} \sum_{\pi \in S_{d}} \prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\pi(j)}\right) \cdot \prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\sigma(\pi(j))}^{\prime}\right) \\
=\sum_{\pi \in S_{d}}\left(\prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\pi(j)}\right) \cdot \frac{1}{m!} \sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\sigma(\pi(j)))}^{\prime}\right)\right. \\
=m!\cdot \frac{1}{m!} \sum_{\pi \in S_{d}}\left(\prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\pi(j)}\right) \cdot \frac{1}{m!} \sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left(\left[x_{i_{j}}\right] L_{\sigma(\pi(j))}^{\prime}\right)\right) .
\end{gathered}
$$

Clearly, for any fixed $\pi \in S_{d}$, we have that $\sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left[x_{i_{j}}\right] L^{\prime}{ }_{\sigma(\pi(j))}=m!\alpha_{2}$. Hence, $[m] \operatorname{Perm}(T)=m!\cdot \alpha_{1} \cdot \alpha_{2}$ and the lemma follows.

Lemma 4. Given two $\Pi^{[d]} \Sigma$ circuits $C_{1}$ and $C_{2}$ we can compute a $\Sigma^{\left[2^{d}\right]} \Pi^{[d]} \Sigma$ for $C_{1} \circ^{s} C_{2}$ in time $2^{d} \operatorname{poly}(n, d)$.

Proof. From Lemma 3 we observe that $\operatorname{Perm}(T)$ gives a circuit for $C_{1} \circ^{s} C_{2}$. A $\Sigma^{\left[2^{d}\right]} \Pi^{[d]} \Sigma$ circuit for $\operatorname{Perm}(T)$ can be computed in $2^{d}$ poly $(n, d)$ time using Lemma 1

Now we show how to take the scaled Hadamard Product of two $\Sigma \Pi \Sigma$ circuits.
Lemma 5. Given two $\Sigma \Pi^{[d]} \Sigma$ circuits $C=\sum_{i=1}^{s} P_{i}$ and $\widetilde{C}=\sum_{i=1}^{\tilde{s}} \widetilde{P}_{i}$ We can compute $a \Sigma^{\left[2^{d} s \tilde{s}\right]} \Pi^{[d]} \Sigma$ circuit for $C \circ^{s} \widetilde{C}$ in time $2^{d} \operatorname{poly}(s, \tilde{s}, d, n)$.

Proof. We first note that by distributivity,

$$
C \circ^{s} \widetilde{C}=\sum_{i=1}^{s} \sum_{j=1}^{\tilde{s}} P_{i} \circ^{s} \widetilde{P_{j}} .
$$

Using Lemma 4 for each pair $P_{i} \circ^{s} \widetilde{P_{j}}$ we get a $\Sigma^{\left[2^{d}\right]} \Pi^{[d]} \Sigma$ circuit $P_{i j}$. Now the formula $\sum_{i=1}^{s} \sum_{j=1}^{\tilde{s}} P_{i j}$ is a $\Sigma^{\left[2^{d} s \tilde{s}\right]} \Pi^{[d]} \Sigma$ formula which can be computed in $2^{d} \operatorname{poly}(s, \tilde{s}, d, n)$ time.

Now given a $\Sigma^{[s]} \Pi{ }^{[d]} \Sigma$ circuit $C$ we can compute $C{ }^{s} C$ using Lemma 5 and finally evaluating $C \circ^{s} C(1,1, \ldots, 1)$ completes the PIT algorithm. Clearly all the computation can be done in $2^{d} \operatorname{poly}(s, n)$ time. This completes the proof of Theorem 1 .

Remark 3. To adapt the algorithm over $\mathbb{C}$, we need to just compute $C \circ^{s} \bar{C}$ where $\bar{C}$ is the polynomial obtained from $C$ by conjugating each coefficient. Note that a circuit computing $\bar{C}$ can be obtained from $C$ by just conjugating the scalars that appear in the linear forms of $C$. This follows from the fact that the conjugation operation distributes over addition and multiplication. Now we have $[m]\left(C \circ^{s} \bar{C}\right)=|[m] C|^{2}$, so the coefficients are all positive and thus evaluating $C \circ^{s} \bar{C}(1,1, \ldots, 1)$ is sufficient for the PIT algorithm.

## 5 PIT for $\Sigma \Pi \Sigma$ circuits over finite fields

In this section we present the PIT algorithms for $\Sigma \Pi \Sigma$ circuits over finite fields in two subsections: the $\operatorname{Char}(\mathbb{F})>d$ case and the $\operatorname{Char}(\mathbb{F}) \leq d$ case respectively, where $d$ is the formal degree of the given $\Sigma \Pi \Sigma$ circuit.

### 5.1 Over large characteristic

We first outline the algorithm for fields $\mathbb{F}$ such that $\operatorname{Char}(\mathbb{F})>d$, where $d$ is the formal degree of the given $\Sigma \Pi \Sigma$ circuit. Since $\operatorname{Char}(\mathbb{F})=p>d$, it turns out that the notion of scaled Hadamard product is still useful for us, as $m!\neq 0$ $(\bmod p)$ in $\mathbb{F}$. However, we cannot simply evaluate the circuit at some specific
point to perform the PIT since the final sum could be zero (for instance, a multiple of $p$ ).

At this point, we will apply ideas from noncommutative computation.
Suppose the PIT instance is a homogeneous degree- $d$ polynomial $f \in$ $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ given by circuit $C$. As explained in Section 3 , we can consider the corresponding noncommutative circuit $C^{n c}$ which computes a noncommutative homogeneous degree- $d$ polynomial $f^{\prime} \in \mathbb{F}\left\langle y_{1}, y_{2}, \ldots, y_{n}\right\rangle$.

Every monomial $m$ of $f$ can appear as different noncommutative monomials $m^{\prime}$ in $f^{\prime}$. We use the notation $m^{\prime} \rightarrow m$ to denote that $m^{\prime} \in Y^{*}$ will be transformed to $m$ by substituting $x_{i}$ for $y_{i}, 1 \leq i \leq n$. Then, we observe that

$$
\begin{equation*}
[m] f=\sum_{m^{\prime} \rightarrow m}\left[m^{\prime}\right] f^{\prime} \tag{1}
\end{equation*}
$$

Clearly, the noncommutative circuit $C^{n c}$ is not directly useful for PIT, because $C^{n c}$ may compute a nonzero polynomial even when $C \equiv 0$. However, we observe that the following symmetrization trick will preserve identity. We first explain how permutations $\sigma \in S_{d}$ act on the set of degree- $d$ monomials $Y^{d}$ (and hence, by linearity, act on homogeneous degree- $d$ polynomials).

For each monomial $m^{\prime}=y_{i_{1}} y_{i_{2}} \cdots y_{i_{d}}$, the permutation $\sigma \in S_{d}$ maps $m^{\prime}$ to the monomial $m^{\prime \sigma}$ which is defined as $m^{\prime \sigma}=y_{i_{\sigma(1)}} y_{i_{\sigma(2)}} \cdots y_{i_{\sigma(d)}}$. Consequently, by linearity, $f^{\prime}=\sum_{m^{\prime} \in Y^{d}}\left[m^{\prime}\right] f^{\prime} \cdot m^{\prime}$ is mapped by $\sigma$ to the polynomial $f^{\prime \sigma}=$ $\sum_{m^{\prime} \in Y^{d}}\left[m^{\prime}\right] f^{\prime} \cdot m^{\prime \sigma}$.

The following proposition tells us a simple way of transforming PIT for commutative circuits to PIT for noncommutative circuits.

Proposition 1. Suppose Char $(\mathbb{F})>d$. For a homogeneous degree $d$ polynomial $f \in \mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ given by circuit $C$, and the corresponding noncommutative circuit $C^{n c}$ computing $f^{\prime} \in \mathbb{F}\left\langle y_{1}, y_{2}, \ldots, y_{n}\right\rangle$ consider the "symmetrized" polynomial

$$
f^{*}=\sum_{\sigma \in S_{d}} f^{\prime \sigma}
$$

Then the commutative polynomial $f$ is identically zero iff the noncommutative polynomial $f^{*} \in \mathbb{F}\left\langle y_{1}, y_{2}, \ldots, y_{n}\right\rangle$ is identically zero.

Proof. Let $f=\sum_{m}[m] f \cdot m$ and $f^{\prime}=\sum_{m^{\prime}}\left[m^{\prime}\right] f^{\prime} \cdot m^{\prime}$. Notice that

$$
[m] f=\sum_{m^{\prime} \rightarrow m}\left[m^{\prime}\right] f^{\prime}
$$

Now, we write

$$
f^{*}=\sum_{m^{\prime \prime}}\left[m^{\prime \prime}\right] f^{*} \cdot m^{\prime \prime}
$$

The group $S_{d}$ acts on $Y^{d}$ (degree $d$ monomials in $Y$ ) by permuting the coordinates. Suppose $m=x_{i_{1}}^{e_{1}} \cdots x_{i_{q}}^{e_{q}}$ is a type $e=\left(e_{1}, \ldots, e_{q}\right)$ degree- $d$ monomial over $X$ and $m^{\prime \prime} \rightarrow m$. Then, by the Orbit-Stabilizer lemma the orbit $O_{m^{\prime \prime}}$ of $m^{\prime \prime}$ has size $\frac{d!}{m!}$. It follows that $\left[m^{\prime \prime}\right] f^{*}=\sum_{m^{\prime} \in O_{m^{\prime \prime}}} m!\cdot\left[m^{\prime}\right] f^{\prime}=m!\cdot[m] f$. Thus, $\left[m^{\prime \prime}\right] f^{*}=0$ if and only if $[m] f=0$, which proves the proposition.

Thus, in order to check if the polynomial $f$ computed by a commutative circuit $C$ is identically zero, we can instead check if the noncommutative polynomial $f^{*} \equiv 0$. Clearly, if we have a small algebraic branching program (ABP) for $f^{*}$, we can use the deterministic identity testing algorithm of Raz and Shpilka RS05 to do PIT for $f^{*}$ and hence for $f$. We manage to do precisely this in the next result. Now we are ready to prove Theorem 2.

Proof of Theorem 2. We can write $f=\sum_{i=1}^{s} \prod_{j=1}^{d} L_{i j}$, for homogeneous linear forms $L_{i j}$. Now, the corresponding noncommutative polynomial $f^{\prime}$ is defined by the natural order of the $j$ indices.

We claim that the noncommutative polynomial $f^{*}$ defined in Proposition 1 has a noncommutative $\Sigma^{\left[2^{d} \cdot s\right]} \Pi^{[d]} \Sigma$ formula. Once we prove the claim we are done, because we can apply the Raz-Shpilka deterministic PIT algorithm to this formula and obtain the desired PIT, as a consequence of Proposition 1.

Now, consider one of the $\Pi \Sigma$ subcircuits of $C$, say, $P_{i}=L_{i 1} L_{i 2} \cdots L_{i d}$. Then $P_{i}^{\prime}=L_{i 1}^{\prime} L_{i 2}^{\prime} \cdots L_{i d}^{\prime}$, where $L_{i j}^{\prime}$ is obtained from $L_{i j}$ by replacing variables $x_{k}$ with the noncommutative variable $y_{k}$ for each $k$. Now, we claim the following.

## Claim 1.

$$
P_{i}^{*}=\sum_{\sigma \in S_{d}} L_{i \sigma(1)}^{\prime} L_{i \sigma(2)}^{\prime} \cdots L_{i \sigma(d)}^{\prime}
$$

Proof. Let us proof the claim monomial by monomial. Fix a monomial $m^{\prime \prime}$ in $P_{i}^{*}$ such that $m^{\prime \prime} \rightarrow m$. Suppose $m^{\prime \prime}=y_{k_{1}} y_{k_{2}} \ldots y_{k_{d}}$. Note that, $m=x_{k_{1}} x_{k_{2}} \ldots x_{k_{d}}$. Recall from Proposition 1, $\left[m^{\prime \prime}\right] P_{i}^{*}=m!\cdot[m] P_{i}$. Now, the coefficient of $m^{\prime \prime}$ in $\sum_{\sigma \in S_{d}} \prod_{j=1}^{d} L_{i \sigma(j)}^{\prime}$ is

$$
\left[m^{\prime \prime}\right]\left(\sum_{\sigma \in S_{d}} \prod_{j=1}^{d} L_{i \sigma(j)}^{\prime}\right)=\sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left[y_{k_{j}}\right] L_{i \sigma(j)}^{\prime}
$$

Let us notice that, $\left[y_{k_{j}}\right] L_{i \sigma(j)}^{\prime}=\left[x_{k_{j}}\right] L_{i \sigma(j)}$. Hence,

$$
\left[m^{\prime \prime}\right]\left(\sum_{\sigma \in S_{d}} \prod_{j=1}^{d} L_{i \sigma(j)}^{\prime}\right)=\sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left[x_{k_{j}}\right] L_{i \sigma(j)}
$$

Now, the claim directly follows from Lemma 2 as $\sum_{\sigma \in S_{d}} \prod_{j=1}^{d}\left[x_{k_{j}}\right] L_{i \sigma(j)}=$ $m!\cdot[m] P_{i}$.

Now define the $d \times d$ matrix $T_{i}$ such that each row of $T_{i}$ is just the linear forms $L_{i 1}^{\prime}, L_{i 2}^{\prime}, \ldots, L_{i d}^{\prime}$ appearing in $P_{i}$. The (noncommutative) permanent of $T_{i}$ is given by

$$
\operatorname{Perm}\left(T_{i}\right)=\sum_{\sigma \in S_{d}} \prod_{j=1}^{d} L_{i \sigma(j)}^{\prime}
$$

which is just $P_{i}^{*}$.
We now apply Ryser's formula given by Lemma 1 (noting the fact that it holds for the noncommutative permanent too), to express $\operatorname{Perm}\left(T_{i}\right)$ as a
depth-3 homogeneous noncommutative $\Sigma^{\left[2^{d}\right]} \Pi^{[d]} \Sigma$ formula. It follows that $f^{*}=\sum_{i=1}^{s} \operatorname{Perm}\left(T_{i}\right)$ has a $\Sigma^{\left[2^{d} \cdot s\right]} \Pi^{[d]} \Sigma$ noncommutative formula.

Now we apply the identity testing algorithm of Raz and Shpilka for noncommutative ABPs to this $\Sigma^{\left[2^{d} \cdot s\right]} \Pi^{[d]} \Sigma$ noncommutative formula to get the desired result RS05. The bound on $\gamma$ comes from Theorem 4 of their paper RS05. This completes the proof of Theorem 2 .

Notice that, the statement of Claim 1 does not hold for an arbitrary polynomial over finite fields $\mathbb{F}$ where $\operatorname{Char}(\mathbb{F})=p \leq d$. To be more precise, for a given homogeneous degree $d$ polynomial $f$ over $\mathbb{F}_{p}$, if $f$ has a monomial $m$ of form $x_{i_{1}}^{e_{1}} x_{i_{2}}^{e_{2}} \ldots x_{i_{q}}^{e_{q}}$ where $e_{i} \geq p$ for some $i \in[q]$ then $m!=0(\bmod p)$ and for each $m^{\prime \prime}$ such that $m^{\prime \prime} \rightarrow m,\left[m^{\prime \prime}\right] f^{*}=0$. Hence, this strategy of applying the noncommutative identity testing algorithm of Raz and Shpilka RS05 to conclude the identity of $f$ fails in small characteristics.

Remark 4. If the given $\Sigma \Pi^{[d]} \Sigma$ circuit computes a multilinear polynomial then $m!=1$ for every monomial and Theorem (2) works for fields of small characteristic also.

### 5.2 Over small characteristic

In this section we extend the PIT results over finite fields $\mathbb{F}$ of small characteristic such that $\operatorname{Char}(\mathbb{F}) \leq d$ where $d$ is the formal degree of the given circuit.

Over finite fields $\mathbb{F}$ of small characteristic such that Char $(\mathbb{F})=p \leq d$ where $d$ is the formal degree of the given $\Sigma \Pi \Sigma$ circuit, the previous strategy of applying the noncommutative identity testing algorithm of Raz and Shpilka RS05 to conclude the identity of $f$ fails in general.

Inspired by Remark 4 we reduce the problem of identity testing of general $\Sigma \Pi \Sigma$ circuit over $\mathbb{F}_{p}$ (which is given as an input) to many instances of PIT of multilinear $\Sigma \Pi \Sigma$ circuits and invoke the algorithm of Theorem 2 to solve the problem over the fields of small characteristic. To do this, we partition the monomials by their types. Let $f$ be a polynomial and $\boldsymbol{e}$ be fixed type, we define $f_{e}$ as the restriction of $f$ on the monomials of that type. Clearly that reduces the PIT problem of general depth-3 circuits to identity testing of each $f_{\boldsymbol{e}}$. To do PIT on $f_{\boldsymbol{e}}$, we first construct a $\Sigma \Pi \Sigma \wedge$ circuit that computes $f_{\boldsymbol{e}}$ with some spurious terms. Then we encode the circuit to a $\Sigma \Pi \Sigma$ circuit computing a multilinear polynomial and use Hadamard product and perfect hash families to get multilinear circuits each covering some parts of $f_{\boldsymbol{e}}$. By the exhaustiveness property of perfect hash families, we ensure that if $f_{e}$ has nonzero monomial one of the multilinear circuits detects it.

Before going into the details let us first introduce the notion of type of a monomial.

Definition 3. Let $m=x_{i_{1}}^{e_{1}} x_{i_{2}}^{e_{2}} \ldots x_{i_{q}}^{e_{q}}$ be a monomial of total degree $d$ over the variables $x_{1}, \ldots, x_{n}$ where $e_{1} \leq e_{2} \leq \ldots \leq e_{q}$ and each $i_{j}$ is distinct. Then the type of $m$ is the q-tuple $\boldsymbol{e}=\left(e_{1}, e_{2}, \ldots, e_{q}\right)$.

The notion of types is helpful in the following sense. Let $X_{d}$ be the set of all monomials of degree $d$ over $\left\{x_{1}, \ldots, x_{n}\right\}$. Define $X_{d, \boldsymbol{e}}$ as the set of monomials
of type $\boldsymbol{e}$ in $X_{d}$. For a homogeneous degree $d$ polynomial $f, f_{e}$ is defined as $f_{e}=\sum_{m \in X_{d, e}}[m] f \cdot m$. Moreover, if we define $T$ as the set of all types for degree $d$ monomials then

$$
X_{d}=\bigcup_{e \in T}^{+} X_{d, e}
$$

i.e. $X_{d}$ is the disjoint union of each $X_{d, e}$. Therefore, $f=\sum_{e \in T} f_{e}$. We make the following important observation.

Observation 1. $f \equiv 0$ if and only if $f_{\boldsymbol{e}} \equiv 0$ for each $\boldsymbol{e} \in T$.
To effectively use typed part of a polynomial for a specific type, the following notion of Hadamard Product is very useful. Given two linear forms $L_{1}=$ $\sum_{i=1}^{n} a_{i} x_{i}$ and $L_{2}=\sum_{i=1}^{n} b_{i} x_{i}$, define

$$
L_{1} \circ^{p} L_{2}=\sum_{i=1}^{n} a_{i} \cdot b_{i} x_{i}^{2} .
$$

We can naturally extend the notion to define $L_{1} \circ^{p} \ldots \circ^{p} L_{d}$.
Given a type $\boldsymbol{e}=\left(e_{1}, e_{2}, \ldots, e_{q}\right)$ and a product of linear forms $L_{1} L_{2} \cdots L_{d}$ where $L_{i}$ may be same as $L_{j}$ for distinct $i, j$, we define

$$
L_{j, e_{j}}=L_{e_{[j-1]}+1} \circ^{p} L_{e_{[j-1]}+2} \circ^{p} \ldots \circ^{p} L_{e_{[j-1]}+e_{j}}
$$

where $e_{[j-1]}=\sum_{t=1}^{j-1} e_{t}$. For any $\sigma \in S_{d}$ we define,

$$
L_{j, e_{j}}^{\sigma}=L_{\sigma\left(e_{[j-1]}+1\right)} \circ^{p} L_{\sigma\left(e_{[j-1]}+2\right)} \circ^{p} \ldots \circ^{p} L_{\sigma\left(e_{[j-1]}+e_{j}\right)} .
$$

For a fixed type $\boldsymbol{e}=\left(e_{1}, e_{2}, \ldots, e_{q}\right)$, from the proof of Lemma 2 we recall the definition of $E_{k} \subseteq[d]$ which denotes the interval $E_{k}=\left\{j \mid e_{k-1}+1 \leq\right.$ $\left.j \leq e_{k}\right\}, 1 \leq k \leq q$, where we set $e_{0}=0$. We say that $\sigma, \pi \in S_{d}$ are identical permutations with respect to the type $\boldsymbol{e}$ if $\sigma\left(E_{k}\right)=\pi\left(E_{k}\right)$ for $1 \leq k \leq q$.

Clearly the above relation is an equivalence relation on $S_{d}$ which partitions the set of permutations. We construct the set $A_{e}$ of distinct permutations by choosing one permutation from each equivalence class.

Lemma 6. For any monomial $m=x_{i_{1}}^{e_{1}} x_{i_{2}}^{e_{2}} \ldots x_{i_{q}}^{e_{q}}$ of degree d and of type $\boldsymbol{e}=$ $\left(e_{1}, e_{2}, \ldots, e_{q}\right)$ and a homogeneous $\Pi^{[d]} \Sigma$ circuit $P=\prod_{j=1}^{d} L_{j}$ we have:

$$
[m] P=\sum_{\sigma \in A_{e}} \prod_{j=1}^{d}\left[x_{i_{j}}\right] L_{\sigma(j)}=\sum_{\sigma \in A_{e}} \prod_{j=1}^{q}\left[x_{i_{j}}^{e_{j}}\right] L_{j, e_{j}}^{\sigma} .
$$

Proof. The proof directly follows from Lemma 2.
Now we apply a diagonal trick to carefully merge the linear forms in a $\Pi \Sigma$ circuit and obtain a $\Pi \Sigma \wedge$ circuit. For each product gate $P_{i}=\prod_{j=1}^{d} L_{i j}$, we define the polynomial

$$
P_{i, e}=\sum_{\sigma \in A_{e}} \prod_{j=1}^{q} L_{i j, e_{j}}^{\sigma} .
$$

Notice that, all the monomials of $P_{i, e}$ are of form $x_{i_{1}}^{e_{1}} x_{i_{2}}^{e_{2}} \ldots x_{i_{q}}^{e_{q}}$ where each $i_{j}$ may not be distinct, but for those monomials $m$ where each $i_{j}$ is distinct, $[m] P_{i, \boldsymbol{e}}=[m] P$ from Lemma 6 .

Now we give the proof of Theorem 3.
Proof of Theorem 3. Given the $\Sigma \Pi \Sigma$ circuit $C=\sum_{i=1}^{s} P_{i}$, we construct the following $\Sigma \Pi \Sigma \wedge$ circuit $C_{e}=\sum_{i=1}^{s} P_{i, e}$. Now we introduce a set of new variables $\left\{z_{i, e_{j}}\right\}_{i \in[n], j \in[q]}$ to make $C_{\boldsymbol{e}}$ multilinear. We replace $x_{i}^{e_{j}}$ with $z_{i, e_{j}}$ at the bottom of the circuit $C_{e}$ and get a multilinear $\Sigma \Pi \Sigma$ circuit, call it $C_{e}^{\prime}$. Now for a monomial $m_{z}=z_{i_{1}, e_{i_{1}}} z_{i_{2}, e_{i_{2}}} \ldots z_{i_{q}, e_{i}}$, if $i_{1}, i_{2}, \ldots, i_{q}$ are distinct then $m_{z}$ is uniquely decoded into the monomial $m_{x}=x_{i_{1}}^{e_{i_{1}}} x_{i_{2}}^{e_{i_{2}}} \ldots x_{i_{q}}^{e_{i_{q}}}$ and Lemma 6 tells us that

$$
\left[m_{z}\right] C_{\boldsymbol{e}}^{\prime}=\left[m_{x}\right] C_{\boldsymbol{e}}=\left[m_{x}\right] C .
$$

Hence, we are only left with the following problem. Given a $\Sigma \Pi^{[q]} \Sigma$ circuit $C_{\boldsymbol{e}}^{\prime}$ computing a multilinear homogeneous polynomial over $\left\{z_{i, e_{j}}\right\}_{i \in[n], j \in[q]}$, we want to get another $\Sigma \Pi^{[q]} \Sigma$ circuit $\hat{C}_{\boldsymbol{e}}$ keeping only the monomials of the form $z_{i_{1}, e_{1}} z_{i_{2}, e_{2}} \ldots z_{i_{q}, e_{q}}$ with distinct $i_{j}$. We do not extract all these monomials at once, instead we use a $(n, q)$-perfect hash family $\mathcal{F}$ and extract those multilinear monomials that are hashed by a function $\zeta \in \mathcal{F}$. We achieve this by creating a $\Pi^{[q]} \Sigma$ circuit that contains monomials hashed by $\zeta$ and take Hadamard Product with $C_{e}^{\prime}$.

For a fixed type $\boldsymbol{e}=\left(e_{1}, e_{2}, \ldots, e_{q}\right)$, define $E$ as the set of distinct $e_{j}$ 's. For each type $\boldsymbol{e}$ and each function $\zeta \in \mathcal{F}$ we construct the following $\Pi \Sigma$ circuit:

$$
P_{\zeta, e}=\prod_{j=1}^{q}\left(\sum_{\hat{e} \in E} \sum_{i \in \zeta^{-1}(j)} z_{i, \hat{e}}\right) .
$$

Note that all monomials of $P_{\zeta, e}$ have distinct first indices, and using Lemma 3 we construct

$$
C_{\zeta, e}^{\prime}=C_{e}^{\prime} \circ^{s} P_{\zeta, e}
$$

Now $C_{\zeta, e}^{\prime}$ is a $\Sigma \Pi^{[q]} \Sigma$ circuit computing a multilinear polynomial and from Remark 4 we know that we can apply Theorem 2 to do PIT . The correctness of the algorithm follows from the following claim.
Claim 2. $C \equiv 0$ if and only if $C_{\zeta, \boldsymbol{e}}^{\prime} \equiv 0$ for each $\boldsymbol{e} \in T$ and for each $\zeta \in \mathcal{F}$.
Proof. From observation 1 we know that $C \equiv 0$ if and only if $f_{e} \equiv 0$ for each $\boldsymbol{e} \in T$. Now each $C_{\zeta, \boldsymbol{e}}^{\prime}$ contains encodings of monomials of $f_{\boldsymbol{e}}$ that are hashed by $\zeta$, and by the property of the perfect hash family the collection $\left\{C_{\zeta, e}^{\prime}\right\}_{\zeta \in \mathcal{F}}$ covers every monomial of $f_{\boldsymbol{e}}$. Thus if $C$ has a non-zero monomial $m$ of type $\boldsymbol{e}$, its encoding $m_{z}$ is also present in some $C_{\zeta, \boldsymbol{e}}^{\prime}$ with $\left[m_{z}\right] C_{\zeta, \boldsymbol{e}}^{\prime}=[m] C$.

Our algorithm computes circuits $C_{\zeta \cdot \boldsymbol{e}}^{\prime}$ for each $\boldsymbol{e} \in T$ and $\zeta \in \mathcal{F}$ and runs the algorithm of Raz and Shpilka $\operatorname{RS05}$ on $C_{\zeta, e,}^{\prime}$. If the size of $C$ is $s$ then the size of $C_{\zeta, e}^{\prime}$ is $2^{d \log d} s$, the algorithm of Raz and Shpilka RS05 on each of these takes $2^{\gamma d \log d} \operatorname{poly}(n, d, s)$ time. We need to do PIT for each $C_{\zeta, \boldsymbol{e}}^{\prime}$ and there are $|T| \cdot|\mathcal{F}| \leq 2^{2 d \log d}$ many circuits. Thus the running time of the algorithm is $2^{(\gamma+2) d \log d} \operatorname{poly}(n, s, d)$. This completes the proof of Theorem 3 .
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