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#### Abstract

We prove two new results about the inability of low-degree polynomials to uniformly approximate constant-depth circuits, even to slightly-better-than-trivial error. First, we prove a tight $\tilde{\Omega}\left(n^{1 / 2}\right)$ lower bound on the threshold degree of the SURJECTIVITY function on $n$ variables. This matches the best known threshold degree bound for any $\mathrm{AC}^{0}$ function, previously exhibited by a much more complicated circuit of larger depth (Sherstov, FOCS 2015). Our result also extends to a $2^{\tilde{\Omega}\left(n^{1 / 2}\right)}$ lower bound on the sign-rank of an $\mathrm{AC}^{0}$ function, improving on the previous best bound of $2^{\Omega\left(n^{2 / 5}\right)}$ (Bun and Thaler, ICALP 2016).

Second, for any $\delta>0$, we exhibit a function $f:\{-1,1\}^{n} \rightarrow\{-1,1\}$ that is computed by a circuit of depth $O(1 / \delta)$ and is hard to approximate by polynomials in the following sense: $f$ cannot be uniformly approximated to error $\varepsilon=1-2^{-\Omega\left(n^{1-\delta}\right)}$, even by polynomials of degree $n^{1-\delta}$. Our recent prior work (Bun and Thaler, FOCS 2017) proved a similar lower bound, but which held only for error $\varepsilon=1 / 3$.

Our result implies $2^{\Omega\left(n^{1-\delta}\right)}$ lower bounds on the complexity of $\mathrm{AC}^{0}$ under a variety of basic measures such as discrepancy, margin complexity, and threshold weight. This nearly matches the trivial upper bound of $2^{O(n)}$ that holds for every function. The previous best lower bound on $\mathrm{AC}^{0}$ for these measures was $2^{\Omega\left(n^{1 / 2}\right)}$ (Sherstov, FOCS 2015). Additional applications in learning theory, communication complexity, and cryptography are described.


[^0]
## 1 Introduction

The threshold degree of a Boolean function $f:\{-1,1\}^{n} \rightarrow\{-1,1\}$, denoted $\operatorname{deg}_{ \pm}(f)$, is the least degree of a real polynomial $p$ that sign-represents $f$, i.e., $p(x) \cdot f(x)>0$ for all $x \in\{-1,1\}^{n}$. A closely related notion is the $\varepsilon$-approximate degree of $f$, $\operatorname{denoted}_{\operatorname{deg}_{\varepsilon}}(f)$, which is the least degree of a real polynomial $p$ such that $|p(x)-f(x)| \leq \varepsilon$ for all $x \in\{-1,1\}^{n}$.

The parameter setting $\varepsilon=1$ is a degenerate case: $\widetilde{\operatorname{deg}_{1}}(f)=0$ because the constant 0 function approximates any Boolean $f$ to error $\varepsilon=1$. However, as soon as $\varepsilon$ is strictly less than $1, \varepsilon$-approximate degree is a highly non-trivial notion with a rich mathematical theory. In particular, it is easily seen that

$$
\operatorname{deg}_{ \pm}(f)=\lim _{\varepsilon \nearrow 1} \widetilde{\operatorname{deg}}_{\varepsilon}(f)
$$

In other words, threshold degree is equivalent to the notion of $\varepsilon$-approximate degree when $\varepsilon$ is permitted to be arbitrarily close to (but strictly less than) 1. ${ }^{1}$

In this paper, we are concerned with proving $\varepsilon$-approximate degree lower bounds when either:

- $\varepsilon$ is arbitrarily close to 1 , or
- $\varepsilon$ is exponentially close to 1 (i.e., $\varepsilon=1-2^{-n^{1-\delta}}$ for some constant $\delta>0$ ).

The former parameter regime captures threshold degree, while we refer to the latter as large-error approximate degree. While the approximate and threshold degree of a function $f$ capture simple statements about its approximability by polynomials, these quantities relate intimately to the complexity of computing $f$ in concrete computational models. Specifically, the query complexity models $\mathbf{U P P}{ }^{\mathrm{dt}}$ and $\mathbf{P P}^{\mathrm{dt}}$, and the communication models $\mathbf{U P} \mathbf{P}^{\mathrm{cc}}, \mathbf{P} \mathbf{P}^{\mathrm{cc}}$, are all defined (cf. Section 2) as natural analogs of the Turing machine class PP, which in turn captures probabilistic computation with arbitrarily small advantage over random guessing. It is known that the threshold degree of $f$ is equivalent to its complexity $\operatorname{UPP}^{\mathrm{dt}}(f)$, while a fundamental matrix-analytic analog of threshold degree known as sign-rank characterizes UPP ${ }^{c c}$. Similarly, large-error approximate degree characterizes the query complexity measure $\mathbf{P P}{ }^{\mathrm{dt}}$, in the following sense: for any $d>0, \operatorname{deg}_{1-2^{-d}}(f) \geq \Omega(d) \Longleftrightarrow \mathbf{P P}^{\mathrm{dt}}(f) \geq \Omega(d)$. Section 2 elaborates on these models and their many applications in learning theory, circuit complexity, and cryptography.

Our Results in a Nutshell. We prove two results about the threshold degree and large-error approximate degree of functions in $\mathrm{AC}^{0} .^{2}$ First, we prove a tight $\tilde{\Omega}\left(n^{1 / 2}\right)$ lower bound on the threshold degree (i.e., UPP ${ }^{\mathrm{dt}}$ complexity) of a natural function called SURJECTIVITY, which is computed by a depth three circuit with logarithmic bottom fan-in. This matches the previous best threshold degree lower bound for any $\mathrm{AC}^{0}$ function, due to Sherstov [She15]. Our analysis is much simpler than Sherstov's, which takes up the bulk of a (70+)-page manuscript [She 15]. An additional advantage of our analysis is that our lower bound on the threshold degree of SURJECTIVITY "lifts" to give a lower bound for the communication analog UPP ${ }^{\text {cc }}$ as well. In particular, we obtain an $\Omega\left(n^{1 / 2}\right)$ UPP $^{\text {cc }}$ lower bound for a related $\mathrm{AC}^{0}$ function; this improves over the previous best UPP ${ }^{\text {cc }}$ lower bound for $\mathrm{AC}^{0}$, of $\Omega\left(n^{2 / 5}\right)$ [BT16b].

Second, we give nearly optimal bounds on the large-error approximate degree (and hence, $\mathbf{P P}^{\text {dt }}$ complexity) of $\mathrm{AC}^{0}$. For any constant $\delta>0$, we show that there is an $\mathrm{AC}^{0}$ function with $\varepsilon$-approximate degree

[^1]$\Omega\left(n^{1-\delta}\right)$, where $\varepsilon=1-2^{-\Omega\left(n^{1-\delta}\right)}$. This result lifts to an analogous $\mathbf{P}{ }^{c c}$ lower bound. It also gives us optimism that our techniques may extend in the near future to yield a nearly optimal threshold degree lower bound for $\mathrm{AC}^{0}$.

To summarize our results succinctly:

- We prove a $\tilde{\Omega}\left(n^{1 / 2}\right)$ lower bound on the UPP complexity of SURJECTIVITY in the query setting, and of a related $\mathrm{AC}^{0}$ function in the communication setting.
- We prove a $\Omega\left(n^{1-\delta}\right)$ lower bound on the $\mathbf{P P}$ complexity of some $\mathrm{AC}^{0}$ circuit of depth $O(1 / \delta)$, in both the query and communication settings.

Table 1 compares our new lower bounds for $\mathrm{AC}^{0}$ to the long line of prior works with similar goals.
Context and Prior Work. The study of both large-error approximate degree and threshold degree has led to many breakthrough results in theoretical computer science, especially in the algorithmic and complexitytheoretic study of constant depth circuits. For example, threshold degree upper bounds are at the core of many of the fastest known PAC learning algorithms. This includes the notorious case of polynomial size CNF formulas on $n$ variables, for which the fastest known algorithm [KS04a] runs in time $\exp \left(\tilde{O}\left(n^{1 / 3}\right)\right)$ owing to a $\tilde{O}\left(n^{1 / 3}\right)$ upper bound on the threshold degree of any such formula. This upper bound is tight, matching a classic $\Omega\left(n^{1 / 3}\right)$ lower bound of Minsky and Papert [MP69] for the following read-once CNF: $\mathrm{AND}_{n^{1 / 3}} \circ \mathrm{OR}_{n^{2 / 3}}$ (here, we use subscripts to clarify the number of inputs on which a function is defined).

In complexity theory, breakthrough results of Sherstov [She09, She11a] and Buhrman et al. [BVdW07] used lower bounds on large-error approximate degree to show that there are $\mathrm{AC}^{0}$ functions with polynomial $\mathbf{P} \mathbf{P}^{\text {cc }}$ complexity. One notable implication of these results is that Allender's [All89] classic simulation of $\mathrm{AC}^{0}$ functions by depth-three majority circuits is optimal. (This resolved an open problem of Krause and Pudlák [KP97].) A subsequent, related breakthrough of Razborov and Sherstov [RS10] used Minsky and Papert's lower bound on the threshold degree of $\mathrm{AND}_{n^{1 / 3}} \circ \mathrm{OR}_{n^{2 / 3}}$ to prove the first polynomial UPP ${ }^{\text {cc }}$ lower bound for a function in $\mathrm{AC}^{0}$, answering an old open question of Babai et al. [BFS86].

These breakthrough lower bounds raised the intriguing possibility that $\mathrm{AC}^{0}$ functions could be maximally hard for the $\mathbf{U P} \mathbf{P}^{\mathrm{cc}}$ and $\mathbf{P} \mathbf{P}^{\mathrm{cc}}$ communication models, as well as for related complexity measures. Nevertheless, the quantitative parameters achieved in these works are far from actually showing that this is the case. Indeed, the following basic questions about the complexity of $\mathrm{AC}^{0}$ remain open.

Open Problem 1. Is there an $\mathrm{AC}^{0}$ function $F:\{-1,1\}^{n \times n} \rightarrow\{-1,1\}$ with $\mathbf{U P P}{ }^{\text {cc }}$ complexity $\Omega(n)$ ?
Open Problem 2. Is there an $\mathrm{AC}^{0}$ function $F:\{-1,1\}^{n \times n} \rightarrow\{-1,1\}$ with $\mathbf{P P}^{\mathrm{cc}}$ complexity $\Omega(n)$ ?
An affirmative answer to either question would be tight: Every function $F:\{-1,1\}^{n} \times\{-1,1\}^{n} \rightarrow$ $\{-1,1\}$ has $\mathbf{U P P}{ }^{\text {cc }}$ and $\mathbf{P} \mathbf{P}^{\text {cc }}$ complexity at most $n$. Obtaining an affirmative answer to Open Problem 1 is harder than for Open Problem 2, since $\mathbf{U P} \mathbf{P}^{\text {cc }}(f) \leq \mathbf{P} \mathbf{P}^{\text {cc }}(f)$ for all $f$.

Guided by these open problems, a sequence of works has established quantitatively stronger and more general lower bounds for $\mathrm{AC}^{0}$ functions [BT13, BT15, She14, She15, BT16a, BT16b, BT17]. In addition to making partial progress toward resolving these questions, the techniques developed in these works have found fruitful applications in new domains. For example, Bouland et al. [ $\left.\mathrm{BCH}^{+} 17\right]$ built on techniques from a number of aforementioned works [BT13, BT15, She14, BT16b] to resolve several old open questions about the relativized power of statistical zero knowledge proofs and their variants. As another example, our recent prior works [BT17, BKT18] built on the same line of work to resolve or nearly resolve a number of longstanding open questions in quantum query complexity. Finally, large-error and threshold degree lower
bounds on $\mathrm{AC}^{0}$ functions have recently proved instrumental in the development of cryptographic secretsharing schemes with reconstruction procedures in $\mathrm{AC}^{0}$ [BIVW16, BW17, CIL17]. We thus believe that the new techniques developed in this work will find further applications, perhaps in unexpected areas.

Prior to our work, the best known result toward a resolution of Open Problem 1 was a $\Omega\left(n^{2 / 5}\right)$ lower bound on UPP ${ }^{\text {cc }}$ complexity of an $\mathrm{AC}^{0}$ function [BT16b], while the best known result toward Open Problem 2 was a $\Omega\left(n^{1 / 2}\right)$ bound on the $\mathbf{P} \mathbf{P}^{\text {cc }}$ complexity of a very complicated $\mathrm{AC}^{0}$ circuit [She15].

### 1.1 Our Results In Detail

### 1.1. Resolving the Threshold Degree of SURJECTIVITY

Surjectivity and its History. Let $R$ be a power of 2 and $n=N \log R$. The function SURJECTIVITY ${ }_{n}$ (SURJ $_{R, N}$ for short) is defined as follows. Given an input in $\{-1,1\}^{n}$, $\operatorname{SURJ}_{R, N}$ interprets the input as a list of $N$ numbers $\left(s_{1}, \ldots, s_{N}\right)$ from a range $[R]:=\{1, \ldots, R\}$, and evaluates to -1 if and only if every element of the range $[R]$ appears at least once in the list. ${ }^{3}$ SURJ $_{R, N}$ is computed by an $\mathrm{AC}^{0}$ circuit of depth three and logarithmic bottom fan-in, since it is equivalent to the $\mathrm{AND}_{R}$ (over all range items $r \in[R]$ ) of the $\mathrm{OR}_{N}$ (over all inputs $i \in[N]$ ) of "Is input $s_{i}$ equal to $r$ ?", where the quoted question is computed by a conjunction of width $\log R$ over the input bits.
$\operatorname{SURJ}_{R, N}$ has been studied extensively in the contexts of quantum query complexity and approximate degree. Beame and Machmouchi [BM12] showed that computing SURJ ${ }_{R, N}$ for $R=N / 2+1$ requires $\tilde{\Omega}(n)$ quantum queries, making it the only known $\mathrm{AC}^{0}$ function with linear quantum query complexity. Meanwhile, the (1/3)-approximate degree of $\operatorname{SUR} \mathrm{J}_{R, N}$ was recently shown to be $\tilde{\Theta}\left(R^{1 / 4} \cdot N^{1 / 2}\right)$. The lower bound is from our prior work [BKT18], while the upper bound was shown by Sherstov [She 18], with a different proof given in [BKT18]. In particular, when $R=N / 2, \widetilde{\operatorname{deg}}_{1 / 3}\left(\operatorname{SURJ}_{R, N}\right)=\tilde{\Theta}\left(N^{3 / 4}\right)$. Our prior works [BT17, BKT18] built directly on the approximate degree lower bound for $\operatorname{SURJ} J_{R, N}$ to give near-optimal lower bounds on the ( $1 / 3$ )-approximate degree of $\mathrm{AC}^{0}$ (see Section 3.3 for details).
Our Result. In spite of the progress described above, the threshold degree $\operatorname{SURJ}_{R, N}$ remained open. For $R<N / 2$, an upper bound of $\tilde{O}\left(\min \left\{R, N^{1 / 2}\right\}\right)$ follows from standard techniques (we prove this in Appendix A for completeness). The best known lower bound was $\Omega\left(\min \left\{R, N^{1 / 3}\right\}\right)$, obtained by a reduction to Minsky and Papert's threshold degree lower bound for $\mathrm{AND}_{n^{1 / 3}} \circ \mathrm{OR}_{n^{2 / 3}}$. In this work, we settle the threshold degree of $\operatorname{SURJ}_{R, N}$, showing that the known upper bound is tight up to logarithmic factors.

Theorem 1. For $R<N / 2$, the threshold degree of $\operatorname{SURJ}_{R, N}$ is $\tilde{\Theta}\left(\min \left\{R, N^{1 / 2}\right\}\right)$. In particular, if $R=$ $N^{1 / 2}, \operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{R, N}\right)=\tilde{\Theta}\left(N^{1 / 2}\right)$.

In addition to resolving a natural question in its own right, Theorem 1 matches the best prior threshold degree lower bound for $\mathrm{AC}^{0}$, previously proved in [She15] for a much more complicated function computed by a circuit of strictly greater depth. Furthermore, with some extra effort, our lower bound for $\operatorname{SURJ}_{R, N}$ extends to give a $\tilde{\Omega}\left(n^{1 / 2}\right)$ lower bound on the UPP ${ }^{\text {cc }}$ complexity of a related $\mathrm{AC}^{0}$ function, yielding progress on Open Question 1 (cf. Section 1). In contrast, Sherstov's $\Omega\left(n^{1 / 2}\right)$ threshold degree lower bound for $\mathrm{AC}^{0}$ [She15] is not known to extend to UPP ${ }^{\text {cc }}$ complexity. As stated in Section 1, the best previous UPP ${ }^{\text {cc }}$ lower bound for an $\mathrm{AC}^{0}$ function was $\Omega\left(n^{2 / 5}\right)$.

Corollary 2. There is an $A C^{0}$ function $F:\{-1,1\}^{n \times n} \rightarrow\{-1,1\}$ such that $\mathbf{U P P}^{c c}(F) \geq \tilde{\Omega}\left(n^{1 / 2}\right)$.

[^2]| Reference | $\mathbf{P P}^{\mathrm{dt}}$ and $\log ($ threshold weight $)$ | $\begin{gathered} \mathbf{P} \mathbf{P}^{\mathrm{cc}} \\ \approx \log (1 / \text { discrepancy }) \end{gathered}$ | $\begin{gathered} \mathbf{U P P}^{\mathrm{dt}} \\ =\text { threshold degree } \end{gathered}$ | $\begin{gathered} \mathbf{U P P}^{\mathrm{cc}} \\ \approx \log (\text { sign-rank }) \end{gathered}$ | Circuit <br> Depth |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [MP69] | - | - | $\Omega\left(n^{1 / 3}\right)$ | - | 2 |
| [KP97] | $\Omega\left(n^{1 / 3}\right)$ | - | - | - | 3 |
| [For01] | - | $\Omega\left(\log ^{k}(n)\right)$ | - | $\Omega\left(\log ^{k}(n)\right)$ | $O(k)$ |
| [OS10] | $\Omega\left(n^{1 / 3} \log ^{k} n\right)$ | - | $\Omega\left(n^{1 / 3} \log ^{k}(n)\right)$ | - | $O(k)$ |
| [She09] | - | $\Omega\left(n^{1 / 5}\right)$ | - | - | 3 |
| [BVdW07, She11a] | - | $\Omega\left(n^{1 / 3}\right)$ | - | - | 3 |
| [RS10] | - | - | - | $\Omega\left(n^{1 / 3}\right)$ | 3 |
| [BT15] | $\Omega\left(n^{2 / 5}\right)$ | $\Omega\left(n^{2 / 5}\right)$ | - | - | 3 |
| [She14] | $\Omega\left(n^{1 / 2-\delta}\right)$ | $\Omega\left(n^{1 / 2-\delta}\right)$ | $\Omega\left(n^{1 / 2-\delta}\right)$ | - | $O(1 / \delta)$ |
| [She15] | $\Omega\left(n^{3 / 7}\right)$ | - | $\Omega\left(n^{3 / 7}\right)$ | - | 3 |
| [She15] | $\Omega\left(n^{1 / 2}\right)$ | $\Omega\left(n^{1 / 2}\right)$ | $\Omega\left(n^{1 / 2}\right)$ | - | 4 |
| [BT16b] | - | - | - | $\Omega\left(n^{2 / 5}\right)$ | 3 |
| [BT16a] | $\Omega\left(n^{1 / 2-\delta}\right)$ | $\Omega\left(n^{1 / 2-\delta}\right)$ | - | - | 3 |
| This work | $\bar{\Omega}\left(n^{1 / 2}\right)$ | $\bar{\Omega}\left(n^{1 / 2}\right)$ | $\widetilde{\Omega}\left(n^{1 / 2}\right)$ | - | 3 |
| This work | - | - | - | $\widetilde{\Omega}\left(n^{1 / 2}\right)$ | 7 |
| This work | $\Omega\left(n^{1-\delta}\right)$ | $\Omega\left(n^{1-\delta}\right)$ | - | - | $O(1 / \delta)$ |

Table 1: Comparison of our new bounds for $\mathrm{AC}^{0}$ to prior work in roughly chronological order. The circuit depth column lists the depth of the Boolean circuit used to exhibit the bound, $\delta$ denotes an arbitrarily small positive constant, and $k$ an arbitrary positive integer. All Boolean circuits are polynomial size.

### 1.1.2 $\quad \mathbf{A C}^{0}$ Has Nearly Maximal PP ${ }^{\text {cc }}$ Complexity

In our second result, for any constant $\delta>0$, we exhibit an $\mathrm{AC}^{0}$ function $f:\{-1,1\}^{n} \rightarrow\{-1,1\}$ with $\widetilde{\operatorname{deg}}_{\varepsilon}(f)=\Omega\left(n^{1-\delta}\right)$ for some $\varepsilon=1-2^{-\Omega\left(n^{1-\delta}\right)}$. This is a major strengthening of our prior works [BT17, BKT18], which proved a similar result for $\varepsilon=1 / 3$. By combining this large-error approximate degree lower bound with a "query-to-communication lifting theorem" for PP [She11a], we obtain a $\Omega\left(n^{1-\delta}\right)$ bound on the $\mathbf{P P}^{\text {cc }}$ complexity of an $\mathrm{AC}^{0}$ function, nearly resolving Open Question 2 from the previous section.

Theorem 3. For any constant $\delta>0$, there is an $A C^{0}$ function $F:\{-1,1\}^{n \times n} \rightarrow\{-1,1\}$ with $\mathbf{P P}^{c c}(F)=$ $\Omega\left(n^{1-\delta}\right)$.

The best previous lower bound for the $\mathbf{P} \mathbf{P}^{\text {cc }}$ complexity of an $\mathrm{AC}^{0}$ function was $\Omega\left(n^{1 / 2}\right)$ [She15].

## 2 Algorithmic and Complexity-Theoretic Applications

To introduce the applications of our results, we begin by defining the query complexity quantities UPP ${ }^{\mathrm{dt}}$ and $\mathbf{P} \mathbf{P}^{\mathrm{dt}}$ and the communication complexity quantities $\mathbf{U P} \mathbf{P}^{\mathrm{cc}}$ and $\mathbf{P} \mathbf{P}^{\mathrm{cc}}$.
Query Models. In randomized query complexity, an algorithm aims to evaluate a known Boolean function $f$ on an unknown input $x \in\{-1,1\}^{n}$ by reading as few bits of $x$ as possible. We say that the query cost of a randomized algorithm is the maximum number of bits it queries for any input $x$.

- UPP ${ }^{\text {dt }}$ considers "unbounded error" randomized algorithms, which means that on any input $x$, the algorithm outputs $f(x)$ with probability strictly greater than $1 / 2$. UPP ${ }^{\mathrm{dt}}(f)$ is the minimum query cost of any unbounded error algorithm for $f$.
- $\mathbf{P P}^{\mathrm{dt}}(f)$ captures "large" (rather than unbounded) error algorithms. If a randomized query algorithm outputs $f(x)$ with probability $1 / 2+\beta$ for all $x$, then the $\mathbf{P P}$-cost of the algorithm is the sum of the query cost and $\log (1 / \beta) . \mathbf{P} \mathbf{P}^{\mathrm{dt}}(x)$ is the minimum $\mathbf{P P}$-cost of any randomized query algorithm for $f$.

Communication Models. UPP ${ }^{\text {cc }}$ and $\mathbf{P P}^{\text {cc }}$ consider the standard two-party setup where Alice holds an input $x$ and Bob holds an input $y$, and they run a private-coin randomized communication protocol to compute a function $f(x, y)$, while minimizing the number of bits they exchange. In direct analogy to the query complexity measures above, we say that the communication cost of a randomized protocol is the maximum number of bits Alice and Bob exchange on any input $(x, y)$.

- $\mathbf{U P P}^{\text {cc }}(f)$ [PS86] is the minimum communication cost of any randomized protocol that outputs $f(x, y)$ with probability strictly greater than $1 / 2$ on all inputs $(x, y)$.
- $\mathbf{P} \mathbf{P}^{\mathrm{cc}}(f)$ [BFS86] is the minimum $\mathbf{P P}$-cost of a protocol for $f$, where the $\mathbf{P P}$-cost of a protocol that outputs $f(x, y)$ with probability $1 / 2+\beta$ for all $(x, y)$ is the sum of the communication cost and $\log (1 / \beta)$.

We now give an overview of the applications of Theorem 3 and Corollary 2. Further technical background and details are given in Section 8.

### 2.1 Applications of Theorem 3

$\mathbf{P P}^{\mathrm{cc}}$ is known to be equivalent to two measures of central importance in learning theory and communication complexity, namely margin complexity [LS09] and discrepancy [Kla01]. Hence, Theorem 3 implies that $\mathrm{AC}^{0}$ has nearly maximal complexity under both measures. Below, we highlight four additional applications.

- Communication Complexity. The $\mathbf{P}{ }^{\text {cc }}$ communication model can efficiently simulate almost every two-party communication model, including $\mathbf{P}$ (i.e., deterministic communication), BPP (randomized communication), BQP (quantum), and $\mathbf{P}^{\mathbf{N P}}$. The only well-studied exceptions are $\mathbf{U P P}{ }^{\text {cc }}$, and communication analogs of the polynomial hierarchy (the latter of which we do not know how to prove lower bounds against). Hence, in showing that $\mathrm{AC}^{0}$ has essentially maximal $\mathbf{P P}^{\mathrm{cc}}$ complexity, we subsume or nearly subsume all previous results on the communication complexity of $\mathrm{AC}^{0}$.
- Cryptography. Bogdanov et al. [BIVW16] observed that for any $f:\{-1,1\}^{n} \rightarrow\{-1,1\}$ and $d>0$, if one shows that $\widetilde{\operatorname{deg}}_{\varepsilon}(f) \geq d$, then one obtains a scheme for sharing a secret bit $b \in\{-1,1\}$ among $n$ parties such that any subset of $d$ shares provides no reconstruction advantage, yet applying $f$ to all $n$ shares yields $b$ with probability at least $1 / 2+\varepsilon / 2$. They combined this with known approximate degree lower bounds for $\mathrm{AC}^{0}$ functions to get secret sharing schemes with reconstruction procedures in $\mathrm{AC}^{0}$. Via this connection, an immediate corollary of Theorem 3 is a nearly optimal secret sharing scheme in $\mathrm{AC}^{0}$ : for any desired constant $\delta>0$, any subset of $n^{1-\delta}$ shares provides no reconstruction advantage, yet all $n$ shares can be successfully reconstructed (by applying an $\mathrm{AC}^{0}$ function) with probability $1-2^{-n^{1-\delta}}$.
- Learning Theory. Valiant [Fel08] introduced the evolvability model in an effort to quantify how (and which) mechanisms can evolve in realistic population sizes within realistic time periods. Feldman [Fel08] showed that the "weak evolvability" of a class of functions $\mathcal{F}=\left\{\phi_{1}, \ldots, \phi_{|\mathcal{F}|}\right\}$ is characterized by the $\mathbf{P} \mathbf{P}^{\mathrm{cc}}$ complexity of the function $F(x, y)=\phi_{x}(y)$. Hence, a consequence of Theorem 3 is that there are $\mathrm{AC}^{0}$ functions that are nearly maximally hard to evolve (i.e., for any constant $\delta>0$, there are $\mathrm{AC}^{0}$ functions that require either $2^{n^{1-\delta}}$ generations, or populations of size $2^{n^{1-\delta}}$ to evolve, even if one only wants to evolve a mechanism that has advantage just $2^{-n^{1-\delta}}$ over random guessing).

We also obtain a nearly optimal $2^{n^{1-\delta}}$ lower bound on the threshold weight of an $\mathrm{AC}^{0}$ function. Threshold weight is another central quantity underlying many algorithmic results in learning theory. Our results rule out the possibility that algorithms based on threshold weight bounds can PAC learn $\mathrm{AC}^{0}$ in time significantly faster than $2^{n}$.

- Circuit Complexity. If $\mathbf{P} P^{c c}(f) \geq d$, then $f$ is not computable by Majority-of-Threshold circuits of size $2^{\Omega(d)}$ [Nis94]. Hence, by showing that $\mathrm{AC}^{0}$ has nearly maximal $\mathbf{P} \mathbf{P}^{\mathrm{cc}}$ complexity, we show that there are $\mathrm{AC}^{0}$ functions that are not computed by Majority-of-Threshold circuits of size $2^{n^{1-\delta}}$. That is, $\mathrm{AC}^{0}$ has essentially no non-trivial simulation by Majority-of-Threshold circuits (in contrast, $\mathrm{AC}^{0}$ can be efficiently simulated by depth-three Majority circuits [All89]).


### 2.2 Applications of Corollary 2

As indicated in Section 1, $\mathbf{U P P}^{\text {cc }}(F)$ is known to be characterized by (the logarithm of) of the sign-rank of the matrix $[F(x, y)]_{x, y \in\{-1,1\}^{n \times n}}\left[\right.$ PS86]. ${ }^{4}$ Hence, Corollary 2 implies an $\exp \left(\tilde{\Omega}\left(n^{1 / 2}\right)\right)$ lower bound on the sign-rank of $\mathrm{AC}^{0}$ function. Below, we highlight two additional applications of Corollary 2, based on the following connections between communication complexity, circuit complexity, and learning theory.

In communication complexity, $\mathbf{U P P}^{\text {cc }}$ is the most powerful two-party model against which we know how to prove lower bounds. In circuit complexity, if $\mathbf{U P P}^{\text {cc }}(f) \geq d$, then $f$ cannot be computed by Threshold-of-Majority circuits of size $2^{\Omega(d)}\left[\mathrm{FKL}^{+} 01\right]$. (Threshold-of-Majority circuits represent the most powerful class of threshold circuits against which we can prove superpolynomial lower bounds.) In learning theory, it is commonly assumed that data can be classified by a halfspace in many dimensions; the UPP ${ }^{\text {cc }}$ complexity of a concept class precisely captures how many dimensions are needed. To connect this to a previously mentioned example, Klivans and Servedio [KS04b] observed that an upper bound of $d$ on the UPP ${ }^{\text {cc }}$ complexity of a concept class $\mathcal{C}$ yields a PAC learning for $\mathcal{C}$ running in time $2^{O(d)}$. They used this result to give a $2^{\tilde{O}\left(n^{1 / 3}\right)}$-time algorithm for PAC-learning CNFs. This remains the state-of-the-art algorithm for this fundamental problem. Accordingly, Corollary 2 has the following implications.

- Circuit Complexity. There are $\mathrm{AC}^{0}$ functions that are not computable by Threshold-of-Majority Circuits of size $2^{\tilde{\Omega}\left(n^{1 / 2}\right)}$.
- Learning Theory. UPP ${ }^{\text {cc }}$-based learning algorithms cannot learn $\mathrm{AC}^{0}$ in time better than $2^{\tilde{\Omega}\left(n^{1 / 2}\right)}$.


## 3 Techniques

### 3.1 The SURJECTIVITY Lower Bound

For a function $f_{n}$, let $f \leq N$ denote the partial function obtained by restricting $f$ to the domain of inputs of Hamming weight at most $N$. The $\varepsilon$-approximate degree of $f \leq N$, denoted $\widetilde{\operatorname{deg}}_{\varepsilon}(f \leq N)$, is the least degree of a real polynomial $p$ such that

$$
\begin{equation*}
|p(x)-f(x)| \leq \varepsilon \text { for all inputs } x \text { of Hamming weight at most } N . \tag{1}
\end{equation*}
$$

Note that Property (1) allows $p$ to behave arbitrarily on inputs $x$ of Hamming weight more than $N$. Similarly, the threshold degree of $f \leq N$ is the least degree of a real polynomial $p$ such that
$p(x) \cdot f(x)>0$ for all inputs $x$ of Hamming weight at most $N$.

[^3]Our prior work [BT17] showed the $\varepsilon$-approximate (respectively, threshold) degree of $\operatorname{SURJ}_{R, N}$ is equivalent to the the $\varepsilon$-approximate (respectively, threshold) degree of $\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}$. Hence, the main technical result underpinning our threshold degree lower bound for SURJ is the following theorem about the threshold degree of $\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}$ (we have made no effort to optimize the logarithmic factors).
Theorem 4. Let $R=N^{1 / 2}$. Then $\operatorname{deg}_{ \pm}\left(\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}\right)=\Omega\left(N^{1 / 2} / \log ^{3 / 2} N\right)$.
Discussion. Theorem 4 is a substantial strengthening of the classic result of Minsky and Papert [MP69] mentioned above, which established that the total function $\mathrm{MP}_{N^{1 / 2}, N}:=\mathrm{AND}_{N^{1 / 2}} \circ \mathrm{OR}_{N}$ on $n=N^{3 / 2}$ inputs has threshold degree $\Omega\left(N^{1 / 2}\right)$. Theorem 4 establishes that Minsky and Papert's lower bound holds even under the promise that the input has Hamming weight at most $N=n^{2 / 3}$. That is, any polynomial that sign-represents $\mathrm{AND}_{n^{1 / 3}} \circ \mathrm{OR}_{n^{2 / 3}}$ on inputs of Hamming weight at most $n^{2 / 3}$ has degree $\tilde{\Omega}\left(n^{1 / 3}\right)$, even when $p$ is allowed to behave arbitrarily on inputs of Hamming weight larger than $n^{2 / 3}$.
Proof overview for Theorem 4 and comparison to prior work. Like much recent work on approximate and threshold degree lower bounds, our proof makes use of dual polynomials. A dual polynomial is a dual solution to a certain linear program capturing the approximate or threshold degree of any function, and acts as a certificate of the high approximate or threshold degree of the function.

A dual polynomial that witnesses the fact that $\operatorname{deg}_{ \pm}\left(f_{M}\right) \geq d$ is a function $\psi:\{-1,1\}^{M} \rightarrow\{-1,1\}$ satisfying three properties:

- $\psi(x) \cdot f(x) \geq 0$ for all $x \in\{-1,1\}^{M}$. If $\psi$ satisfies this condition, we say $\psi$ agrees in sign with $f$.
- $\sum_{x \in\{-1,1\}^{M}}|\psi(x)|=1$. If $\psi$ satisfies this condition, it is said to have $\ell_{1}$-norm equal to 1 .
- For all polynomials $p:\{-1,1\}^{M} \rightarrow \mathbb{R}$ of degree at most $d, \sum_{x \in\{-1,1\}^{M}} p(x) \cdot \psi(x)=0$. If $\psi$ satisfies this condition, it is said to have pure high degree at least $d$.
A dual witness for the fact that $\widetilde{\operatorname{deg}_{\varepsilon}}\left(f_{M}\right) \geq d$ is similar, except that the first condition is replaced with:
- $\sum_{x \in\{-1,1\}}{ }^{M} \psi(x) \cdot f(x)>\varepsilon$. If $\psi$ satisfies this condition, it is said to be $\varepsilon$-correlated with $f$. If $\psi(x) \cdot f(x)<0$, we say that $\psi$ makes an error at $x$.

Sherstov [She15] reproved Minsky and Papert's result by constructing an explicit dual witness for $\mathrm{MP}_{N^{1 / 2}, N}$, via a two-step process. First, Sherstov started with a dual witness $\psi_{\text {base }}$ for the fact that

$$
\widetilde{\operatorname{deg}_{\varepsilon}}\left(\mathrm{MP}_{N^{1 / 2}, N}\right)=\Omega\left(N^{1 / 2}\right), \text { for } \varepsilon=1-2^{-N^{1 / 2}} .
$$

The function $\psi_{\text {base }}$ was introduced in our prior work [BT15], where it was constructed by combining a dual witness for $\mathrm{AND}_{N^{1 / 2}}$ with a dual witness for $\mathrm{OR}_{N}$ via a technique called dual block composition [SZ09, Lee 09 , She 13 ] (see Section 5.8 for details of this very important technique for combining dual witnesses).

Unfortunately, $\psi_{\text {base }}$ falls short of witnessing Minsky and Papert's threshold degree lower bound because it makes errors on some inputs. In the second step of Sherstov's construction [She15], he adds in a correction term that zeros out the errors of $\psi_{\text {base }}$, without disturbing the sign of $\psi_{\text {base }}$ on any other inputs, and without lowering its pure high degree.

Theorem 4 asserts that $\mathrm{MP}_{N^{1 / 2}, N}^{\leq N}$ satisfies the same threshold degree lower bound as $\mathrm{MP}_{N^{1 / 2}, N}$ itself. To prove Theorem 4, we need to construct a dual witness $\psi$ that not only reproves Minsky and Papert's classic lower bound for $\mathrm{MP}_{N^{1 / 2}, N}$, but also satisfies the extra condition that:

$$
\begin{equation*}
\psi(x)=0 \text { for all inputs } x \text { of Hamming weight more than } N . \tag{2}
\end{equation*}
$$

To accomplish this, we apply a novel strategy that can be thought of as a three-step process. First, like Sherstov, we start with $\psi_{\text {base }}$. Second, we modify $\psi_{\text {base }}$ to obtain a dual witness $\psi_{\text {base }}^{\prime}$ that places significant mass on all inputs of Hamming weight at most $d$, for some $d=\tilde{\Omega}\left(N^{1 / 2}\right)$ (details of the construction of $\psi_{\text {base }}^{\prime}$ are described two paragraphs hence). More specifically, we ensure that $\psi_{\text {base }}^{\prime}$ satisfies:

$$
\begin{equation*}
\left|\psi_{\text {base }}^{\prime}(x)\right| \gg n^{-d} \text { for all inputs } x \text { of Hamming weight at most } d \text {. } \tag{3}
\end{equation*}
$$

We refer to this property by saying that $\psi_{\text {base }}^{\prime}$ is "smooth" or "large" on all inputs of Hamming weight at most $d$. Note that, in modifying $\psi_{\text {base }}$ to obtain $\psi_{\text {base }}^{\prime}$, we do not correct the errors that $\psi_{\text {base }}$ makes, nor do we ensure that $\psi_{\text {base }}^{\prime}$ is supported on inputs of Hamming weight at most $N$.

Third, we add in a correction term, very different than Sherstov's correction term, that not only zeros out the errors of $\psi_{\text {base }}^{\prime}$, but also zeros out any mass it places on inputs of Hamming weight more than $N$. While the general technique we use to construct this correction term appeared in our prior works [BT17, BKT18], the novelty in our construction and analysis is two-fold. First, the technique was used in our prior work only to zero out mass placed on inputs of Hamming weight more than $N$ (i.e., to ensure that Equation (2) is satisfied), not to correct errors. Second, and more importantly, we crucially exploit the largeness of $\psi_{\text {base }}^{\prime}$ on inputs of Hamming weight at most $d$ to ensure that the correction term does not disturb the sign of $\psi_{\text {base }}^{\prime}$ on any inputs other than those on which it is deliberately being zeroed out. This is what enables us to obtain a threshold degree lower bound, whereas our prior works [BT17, BKT18] were only able to obtain $\varepsilon$-approximate degree lower bounds for $\varepsilon$ bounded away from 1 .

Our "smoothing followed by correction" approach appears to be significantly more generic than the correction technique of [She 15]. For example, prior work of Bouland et al. [ $\mathrm{BCH}^{+} 17$ ] proved an $\Omega\left(n^{1 / 4}\right)$ lower bound on the threshold degree of a certain function denoted GAPMAJ $\mathrm{n}^{1 / 4} \circ \mathrm{PTP}_{n^{3 / 4}}$, and used this result to give an oracle separating the oracle complexity classes SZK and UPP, thereby answering an open question of Watrous from 2002. Our techniques can be used to give a much simpler proof of this result, as well as several others appearing in the literature (for brevity, we omit the details of these simpler proofs of prior results). We are confident that our technique will find additional applications in the future.

Details of the smoothing step. As stated above, the dual witness $\psi_{\text {base }}$ from our prior work does not satisfy the property we need (cf. Equation (3)) of being "large" on all inputs of Hamming weight at most $d=\tilde{\Omega}\left(N^{1 / 2}\right)$.

Fortunately, we observe that although $\psi_{\text {base }}$ is not large on all inputs of Hamming weight at most $d$, it is large on one very special input of low Hamming weight, namely the ALL-FALSE input. That is, $\psi_{\text {base }}(\mathbf{1}) \geq 2^{-d}$. So we just need a way to "bootstrap" this largeness property on $\mathbf{1}$ to a largeness property on all inputs of Hamming weight at most $d$. Put another way, we need to be able to treat other inputs of Hamming weight at most $d$ as if they actually have Hamming weight 0 . But $\mathrm{MP}_{N^{1 / 2}, N}:=\mathrm{AND}_{N^{1 / 2}} \circ \mathrm{OR}_{N}$ has a property that enables precisely this: we can fix the inputs to any constant fraction $c$ of the OR gates to an arbitrary value in $\mathrm{OR}^{-1}(-1)$, and the remaining function of the unrestricted inputs is $\mathrm{AND}_{(1-c) \cdot R} \circ \mathrm{OR}_{N}$. This is "almost" the same function as $\mathrm{AND}_{R} \circ \mathrm{OR}_{N}$; we have merely slightly reduced the top fan-in, which does not substantially lower the threshold degree of the resulting function.

We exploit the above observation to achieve the following: for each input $x$ of Hamming weight at most $d$, we build a dual witness $\nu_{x}$ targeted at $x$ (i.e., that essentially treats $x$ as if it is the ALL-FALSE input). We do this as follows. Let $T$ be the set of all OR gates that are fed one or more -1 s by $x$, and let $S \subseteq\left[N^{1 / 2} \cdot N\right]$ be the union of the inputs to each of the OR gates in $T$. Let $\psi_{\text {base }}$ be the dual witness for
$\mathrm{AND}_{N^{1 / 2}-|T|} \circ \mathrm{OR}_{N}$ given in our prior work [BT15]. We let

$$
\nu_{x}(y)= \begin{cases}\psi_{\text {base }}\left(y_{\bar{S}}\right) & \text { if } y_{S}=x_{S} \\ 0 & \text { otherwise }\end{cases}
$$

where $y_{\bar{S}}$ denotes the set of all the coordinates of $y$ other than those in $S$.
The dual witness $\psi_{\text {base }}^{\prime}$ is then defined to be the average of the $\nu_{x}$ 's, over all inputs $x$ of Hamming weight at most $d$. This averaged dual witness $\psi_{\text {base }}^{\prime}$ has all of the same useful properties as $\psi_{\text {base }}$, and additionally satisfies the key requirement captured by Equation (3).

### 3.2 Extension to UPP ${ }^{\text {cc. }}$ : Proof of Corollary 2

Building on the celebrated framework of Forster [For01], Razborov and Sherstov [RS10] developed techniques to translate threshold degree lower bounds into sign-rank lower bounds. Specifically, they showed that, in order for a threshold degree lower bound of the form $\operatorname{deg}_{ \pm}\left(f_{n}\right) \geq d$ to translate into a $\mathbf{U P P}^{\text {cc }}$ lower bound for a related function $F$, it suffices for the threshold degree lower bound for $f_{n}$ to be exhibited by a dual witness $\phi$ satisfying the following smoothness condition:

$$
\begin{equation*}
|\phi(x)| \geq 2^{-O(d)} \cdot 2^{-n} \text { for all but a } 2^{-O(d)} \text { fraction of inputs } x \in\{-1,1\}^{n} . \tag{4}
\end{equation*}
$$

Note that this is a different smoothness condition than the one satisfied by the dual witness $\psi_{\text {base }}^{\prime}$ discussed above for $\mathrm{MP}_{N^{1 / 2, N}}$ (cf. Equation (3)): on inputs $x$ of Hamming weight at most $d,\left|\psi_{\text {base }}^{\prime}(x)\right|$ is always at least $n^{-d} \gg 2^{-d} \cdot 2^{-n}$, whereas on inputs $x$ of Hamming weight more than $d,\left|\psi_{\text {base }}^{\prime}(x)\right|$ may be 0 . In words, $\left|\psi_{\text {base }}^{\prime}(x)\right|$ is very large on inputs $x$ of Hamming weight at most $d$, but may not be large at all on inputs of larger Hamming weight. In contrast, Equation (4) requires a dual witness to be "somewhat large" (within a $2^{-O(d)}$ factor of uniform) on nearly all inputs.

In summary, our construction of a dual witness for $\mathrm{MP}_{N^{1 / 2}, N}^{\leq N}$ that is sketched in the previous subsection is not sufficient to apply Razborov and Sherstov's framework to $\mathrm{SURJ}_{R, N}$, for two reasons. First, the dual witness we construct for $\mathrm{MP}_{N^{1 / 2}, N}^{\leq N}$ is not smooth in the sense of Equation (4), as it is only "large" on inputs of Hamming weight at most $d$. Second, to apply Razborov and Sherstov's framework to $\operatorname{SURJ}_{R, N}$, we actually need to give a smooth dual witness for $\operatorname{SURJ}_{R, N}$ itself, not for $\mathrm{MP}_{N^{1 / 2}, N}^{\leq N}$. Note that $\operatorname{SURJ}_{R, N}$ is defined over the domain $\{-1,1\}^{n}$ where $n=N \log R$, while $\operatorname{MP}_{N^{1 / 2}, N}^{\leq N}$ is defined over subset of $\{-1,1\}^{N R}$ consisting of inputs of Hamming weight at most $N$.

We address both of the above issues as follows. First, we show how to turn our dual witness $\mu$ for $\mathrm{MP}_{N^{1 / 2}, N}^{\leq N}$ into a dual witness $\hat{\sigma}$ for the fact that $\operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{R, N}\right) \geq d$, such that $\hat{\sigma}$ inherits the "largeness" property of $\mu$ on inputs of Hamming weight at most $d$. Second, we transform $\hat{\sigma}$ into a dual witness $\tau$ for the fact that $\operatorname{deg}_{ \pm}\left(S U R J_{R, N} \circ \mathrm{AND}_{\log ^{2} n} \circ \mathrm{PARITY} \mathrm{log}^{3} n\right) \geq d$, such that $\tau$ satisfies the smoothness condition given in Equation (4). We conclude that $\mathrm{SURJ}_{R, N} \circ \mathrm{AND}_{\log ^{2}{ }_{n}} \circ \mathrm{PARITY}_{\log ^{3}{ }_{n}}$ can be transformed into a related function $F\left(\right.$ on $\tilde{O}(n)$ inputs, and which is also in $\left.\mathrm{AC}^{0}\right)$ that has sign-rank $\exp \left(\tilde{\Omega}\left(n^{1 / 2}\right)\right)$.

### 3.3 The PP ${ }^{\text {cc }}$ Bound: Proof of Theorem 3

As mentioned in Section 1.1.2, the core of Theorem 3 is to exhibit an $\mathrm{AC}^{0}$ function $f$ such that $\widetilde{\operatorname{deg}}_{\varepsilon}(f)=$ $\Omega\left(n^{1-\delta}\right)$ for some $\varepsilon=1-2^{-\Omega\left(n^{1-\delta}\right)}$. To accomplish this, we prove a hardness amplification theorem that should be understood in the context of a weaker result from our prior work [BT17].

As stated in Section 3.1, for $\varepsilon=1 / 3$, our prior work [BT17] showed how to take any Boolean function $f_{n}$ in $\mathrm{AC}^{0}$ with $\varepsilon$-approximate degree $d$ and transform it into a related function $g$ on roughly the same number of variables, such that $g$ is still in $\mathrm{AC}^{0}$, and $g$ has significantly higher $\varepsilon^{\prime}$-approximate degree for some $\varepsilon^{\prime} \approx 1 / 3$. This was done in a two-step process. First, we showed that in order to construct a "harder" function $g$, it is sufficient to identify an $\mathrm{AC}^{0}$ function $G$ defined on poly $(n)$ inputs such that for some $\ell=n \cdot \operatorname{polylog}(n), \widetilde{\operatorname{deg}}_{\varepsilon^{\prime}}\left(G^{\leq \ell}\right) \gg d .{ }^{5}$ Second, we exhibited such a $G$. In our prior works [BT17, BKT18], for general functions $f_{n}$, the function $G$ was $f_{n} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m^{\prime}}$, where $r=10 \log n$, and $m^{\prime}=\Theta(n / d)$.

We would like to prove a similar result, but we require that $G$ have larger $\varepsilon^{\prime}$-approximate degree than $f_{n}$, where $\varepsilon^{\prime}$ is exponentially closer to 1 than is $\varepsilon$ itself. Unfortunately, the definition of $G$ from our prior works [BT17, BKT18] does not necessarily result in such a function. For example, if $f_{n}=\mathrm{OR}_{n}$ (or any polylogarithmic DNF for that matter), then the function $G=f_{n} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m^{\prime}}$ is also a DNF of polylogarithmic width, and it is not hard to see that all such DNFs have $\varepsilon$-approximate degree at most polylog(n) for some $\varepsilon=1-1 / n^{\text {polylog }(n)}$.

To address this situation, we change the definition of $G$. Rather than defining $G:=f_{n} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m^{\prime}}$, we define $G=\mathrm{GAPMAJ}_{t} \circ f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ for appropriately chosen settings of the parameters $t, z, r$, and $m$. Here, GAPMAJ ${ }_{t}$ denotes any function evaluating to 1 on inputs of Hamming weight at most $t / 3,-1$ on inputs of Hamming weight at least $2 t / 3$, and taking any value in $\{-1,1\}$ on all other inputs (such functions are also called approximate majorities, and it is known that there are approximate majorities computable in $\left.\mathrm{AC}^{0}\right)$. GAPMAJ has also played an important role in related prior work [ $\left.\mathrm{BCH}^{+} 17, \mathrm{BT} 17\right]$.

In order to show that $\operatorname{deg}_{\varepsilon^{\prime}}\left(G^{\leq \ell}\right) \gg \widetilde{\operatorname{deg}}_{\varepsilon}\left(f_{n}\right)$ for an $\varepsilon^{\prime}$ that is exponentially closer to 1 than is $\varepsilon$, we require a more delicate construction of a dual witness than our prior works [BT17, BKT18]. After all, our prior works only required a dual witness for $G^{\leq \ell}$ with correlation at least $1 / 3$ with $G^{\ell}$, while we require a dual witness achieving correlation with $G^{\leq \ell}$ that is exponentially close to 1 . Roughly speaking, whereas our prior works [BT17,BKT18] were able to get away with exclusively using the simple and clean technique called dual block composition (described in Section 5.8) for constructing dual witnesses, we use a closely related but more involved construction introduced by Sherstov [She11b]. (Sherstov introduced his construction to prove that approximate degree satisfies a type of direct-sum theorem.)

More specifically, suppose that for some positive integer $k$, $f_{z}$ has $\varepsilon(z)$-approximate degree at least $d(z)=z^{k /(k+1)}$, where $\varepsilon(z)=1-2^{-z^{k /(k+1)}}$. In our definition of $G$, we set $t=n^{1 /(k+2)}, z=n^{(k+1) /(k+2)}$, $r=10 \log n$, and $m=n^{2 /(k+2)}$, and we build a dual witness for $G^{\leq \ell}$ via a multi-step construction.

In Step 1, we take dual witnesses $\psi_{f_{z}}, \psi_{\mathrm{AND}_{r}}$, and $\psi_{\mathrm{OR}_{m}}$ for $f_{z}, \mathrm{AND}_{r}$, and $\mathrm{OR}_{m}$ respectively, and we combine them using the technique of Sherstov [She11b], to give a dual witness $\gamma$ for $f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ satisfying the following properties: $\gamma$ has pure high degree at least $D(n)=n^{(k+1) /(k+2)}=d(n)^{(k+1) / k} \gg$ $d(n)$, and $\gamma$ 's correlation with with $f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ is $\varepsilon^{\prime \prime} \approx \varepsilon(z)$. That is, $\gamma$ witnesses the fact that the $\varepsilon^{\prime \prime}$-approximate degree of $f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ is much larger than the $\varepsilon(n)$-approximate degree of $f_{n}$ itself.

This step of the construction is in contrast to our prior work, which constructed a dual witness for $f_{n}$ 。 $\mathrm{AND}_{r} \circ \mathrm{OR}_{m^{\prime}}$ via direct dual block composition of $\psi_{f_{n}}, \psi_{\mathrm{AND}_{r}}$, and $\psi_{\mathrm{OR}_{m}}$. Direct dual block composition does not suffice for us because it would yield a dual witness with significantly worse correlation with $f_{z} \circ$ $\mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ than $\varepsilon(z)$.

While achieving correlation $\varepsilon^{\prime \prime} \approx \varepsilon(z)$ is an improvement over what would obtain from direct dual block composition, it is still significantly farther from 1 than is $\varepsilon(n)$, i.e., $1-\varepsilon^{\prime \prime} \gg 1-\varepsilon(n)$. And we ultimately need to construct a dual witness for $G^{\leq \ell}$ that is significantly closer to 1 than is $\varepsilon(n)$. To address this issue, in Step 2 of our construction, we use dual block composition to turn $\gamma$ into a dual witness $\eta$ for $G=\mathrm{GAPMAJ}_{t} \circ f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ satisfying the following properties: $\eta$ has the same pure high degree as

[^4]$\gamma$, and moreover $\eta$ has correlation at least $\varepsilon^{\prime}=1-2^{-\Omega\left(n^{(k+1) /(k+2)}\right)}$ with $G$.
However, after Step 2, we are still not done, because $\eta$ places some mass on inputs of Hamming weight as large as $t \cdot z \cdot r \cdot m \gg \ell$. Hence $\eta$ is only a dual witness to the high $\varepsilon^{\prime}$-approximate degree of $G$, not the high $\varepsilon^{\prime}$-approximate degree of $G^{\leq \ell}$ (recall that any dual witness witness for $G^{\leq \ell}$, must evaluate to 0 on all inputs of Hamming weight larger than $\ell$, cf. Equation (2)). Nonetheless, as in our prior work [BT17, BKT18], we are able to argue that $\eta$ places very little mass on inputs of Hamming weight more than $\ell$, and thereby invoke techniques from our prior work [BT17, BKT18] to zero out this mass. The reason this final step of the argument is not immediate from our prior work [BT17, BKT18] is as follows. Although prior work has developed a precise understanding of how much mass is placed on inputs of Hamming weight more than $\ell$ by dual witnesses constructed via basic dual block composition, the dual witness $\gamma$ for $f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ that we constructed in Step 1 was not built by invoking pure dual block composition. Our key observation is that Sherstov's technique that we invoked to construct $\gamma$ is "similar enough" to vanilla dual block composition that the precise understanding of dual block composition developed in our prior work can be brought to bear on our dual witness $\eta$.

In summary, there are two main technical contributions in our proof of Theorem 3. The first is the identification of a hardness amplification construction for $\varepsilon$-approximate degree that not only amplifies the degree against which the lower bound holds, but also the error parameter $\varepsilon$. The second is constructing a dual polynomial to witness the claimed lower bound, using techniques more involved and delicate than the vanilla dual block composition technique that sufficed in our prior works [BT17, BKT18].

## 4 Open Problems and Directions for Future Work

The main glaring open question left by our work is to strengthen our large-error approximate degree lower bound for $\mathrm{AC}^{0}$ to a threshold degree lower bound. That is, for any constant $\delta>0$, can we exhibit a function in $\mathrm{AC}^{0}$ of threshold degree $\Omega\left(n^{1-\delta}\right)$ ? Ideally, the proof of such a result will extend to an $\exp \left(n^{1-\delta}\right)$ signrank lower bound for an $\mathrm{AC}^{0}$ function, which would nearly resolve Open Problem 1 from Section 1.

We suspect that the hardness amplification construction that we introduced to prove our large-error approximate degree lower bound for $\mathrm{AC}^{0}$ (cf. Theorem 27 in Section 7) in fact amplifies threshold degree, and not only $\varepsilon$-approximate degree. That is, it is possible that if $f$ has threshold degree $d=n^{k /(k+1)}$, then the function obtained by applying Theorem 27 to $f$ (derived from $G^{\leq n}$, where $G=$ GAPMAJ $_{t} \circ f_{z} \circ$ $\mathrm{AND}_{r} \circ \mathrm{OR}_{m}$ for appropriate settings of $t, z, r$, and $m$ ) has threshold degree $d^{\prime}=\tilde{\Omega}\left(n^{(k+1) /(k+2)}\right)$. At a minimum, setting $f=\operatorname{SURJ}_{N / 2, N}$ in the above construction yields a compelling candidate for a threshold degree lower bound of $\tilde{\Omega}\left(n^{2 / 3}\right)$.

Unfortunately, we have not yet found a way to to prove this via the technique that we introduced to resolve the threshold degree of $\operatorname{SURJ}_{N^{1 / 2}, N}$ (cf. Theorem 4). The key issue seems to be the following. Our techniques can yield a dual witness $\mu$ for $G$ satisfying any two of the following three properties: (a) $\mu$ has pure high degree at least $d^{\prime}$, (b) $\mu$ has correlation at least $1-2^{-d^{\prime}}$ with $G$, and (c) $|\mu(x)|$ is sufficiently large on inputs $x$ of Hamming weight at most $d^{\prime}$. However, to prove a threshold degree lower bound for $G \leq n$, we need the dual witness to satisfy all three properties simulataneously, and a new idea seems required to accomplish this. Nonetheless, we are highly optimistic that a relatively modest extension of our "smoothing followed by correction" technique will suffice to establish this result.

We would also like to highlight the question of proving sublinear upper bounds on the threshold degree of $\mathrm{AC}^{0}$. Given the surprising $O\left(R^{1 / 4} \cdot N^{1 / 2}\right)$ upper bound on the (1/3)-approximate degree of $\mathrm{SURJ}_{R, N}$ from recent works [She18, BKT18], we have begun to seriously entertain the possibility that for every $\mathrm{AC}^{0}$ function $f$, there is some constant $\delta>0$ such that the threshold degree (and possibly even (1/3)-
approximate degree) of $f$ is $O\left(n^{1-\delta}\right)$. Unfortunately, we cannot currently even show that this is true for depth three circuits of quadratic size. Any progress in this direction would be very interesting, and we believe that such progress would likely lead to new circuit lower bounds.
Outline for the rest of the paper. Section 5 covers technical preliminaries. Section 6 contains the proof of our tight threshold degree lower bound for SURJECTIVITY (Theorem 1) and its extension to a sign-rank lower bound for a related function in $\mathrm{AC}^{0}$ (Corollary 2). Section 7 proves our nearly optimal bound on the discrepancy of $\mathrm{AC}^{0}$ (Theorem 3). Section 8 elaborates on applications of these results in communication complexity, circuit complexity, learning theory, and cryptography.

## 5 Preliminaries

### 5.1 Notation

For a natural number $N$, let $[N]=\{1,2, \ldots, N\}$ and $[N]_{0}=\{0,1,2, \ldots, N\}$. All logarithms in this paper are taken in base 2 unless otherwise noted via the notation $\ln$, which refers to base $e$. For $x \in \mathbb{R}$, define $\operatorname{sgn}(x)=-1$ if $x<0$ and 1 otherwise. For any set $S$, the notation $x \sim S$ means that $x$ is drawn uniformly at random from $S$.

As mentioned in Section 1, we sometimes use subscripts to indicate the number of variables on which a function is defined. For example, we denote OR: $\{-1,1\}^{n} \rightarrow\{-1,1\}$ by $\mathrm{OR}_{n}$.

For any input $x \in\{-1,1\}^{n},|x|=\left|\left\{i: x_{i}=-1\right\}\right|$ denotes the Hamming weight of $x$. For any $d \leq n$, the set $\mathcal{H}_{n}^{\leq d}:=\left\{x \in\{-1,1\}^{n}:|x| \leq d\right\}$. Similarly, $\mathcal{H}_{n}^{>d}:=\left\{x \in\{-1,1\}^{n}:|x|>d\right\}$. Given a Boolean function $f_{n}$, we denote by $f_{n}^{\leq d}$ the partial function obtained by restricting the domain of $f_{n}$ to $\mathcal{H}_{n}^{\leq d}$.

### 5.2 Threshold Degree and its Dual Formulation

Definition 5. Let $D \subseteq\{-1,1\}^{n}$, and let $f$ be a function mapping $D$ to $\{-1,1\}$. The threshold degree of $f$, denoted $\operatorname{deg}_{ \pm}(f)$, is the least degree of a real polynomial $p:\{-1,1\}^{n} \rightarrow \mathbb{R}$ such that $p(x) \cdot f(x)>0$ when $x \in \mathcal{D}$. No constraint is placed on $p(x)$ for any $x \in\left(\{-1,1\}^{n} \backslash D\right)$.

In this paper, we make essential use of a (standard) dual formulation of threshold degree. To describe this dual formulation, we need to introduce some terminology.

Definition 6. Let $\psi:\{-1,1\}^{n} \rightarrow \mathbb{R}$ be any real-valued function on the Boolean hypercube. Given another function $p:\{-1,1\}^{n} \rightarrow \mathbb{R}$, we let $\langle\psi, p\rangle:=\sum_{x \in\{-1,1\}^{n}} \psi(x) \cdot p(x)$, and refer to $\langle\psi, p\rangle$ as the correlation of $\psi$ with $p$. If $\langle\psi, p\rangle=0$ for all polynomials $p$ of degree at most $d$, we say that $\psi$ has pure high degree at least d. We let $\|\psi\|_{1}:=\sum_{x \in\{-1,1\}^{n}}|\psi(x)|$, and refer to $\|\psi\|_{1}$ as the $\ell_{1}$-norm of $\psi$.

The following theorem provides the aforementioned dual formulation of threshold degree.
Theorem 7. Let $f: D \rightarrow\{-1,1\}$ with $D \subseteq\{-1,1\}^{n}$. Then $\operatorname{deg}_{ \pm}(f)>d$ if and only if there is a real function $\psi:\{-1,1\}^{n} \rightarrow \mathbb{R}$ such that:

1. (Pure high degree): $\psi$ has pure high degree at least $d$.
2. (Non-triviality): $\|\psi\|_{1}>0$.
3. (Sign Agreement): $\psi(x) \cdot f(x) \geq 0$ for all $x \in\{-1,1\}^{n}$.
4. (Appropriate Support): $\psi(x)=0$ for all $x \in\{-1,1\}^{n} \backslash D$.

We refer to functions mapping $\{-1,1\}^{n} \rightarrow \mathbb{R}$ as dual polynomials. For a function $f: D \rightarrow\{-1,1\}$, we refer to any $\psi$ satisfying the properties of Theorem 7 as a threshold degree dual polynomial for $f$, or alternatively as a dual witness to the fact that $\operatorname{deg}_{ \pm}(f) \geq d$. Along the way to constructing a threshold degree dual polynomial for $f$, we will often construct dual polynomials that almost satisfy the Sign Agreement and Appropriate Support conditions, and it will be convenient to give names to the inputs on which these two conditions are violated. To this end, given a dual polynomial $\psi:\{-1,1\}^{n} \rightarrow \mathbb{R}$, let $\mathcal{E}(\psi, f)=\{x \in D: \psi(x) \cdot f(x)<0\}$, and let $\mathcal{W}(\psi, f):=\left\{x \in\{-1,1\}^{n} \backslash D:|\psi(x)|>0\right\}$. For each input $x \in \mathcal{E}$, we say that $\psi$ makes an error on $x$. We will let $E(\psi, f):=\sum_{x \in \mathcal{E}(\psi, f)}|\psi(x)|$ and $W(\psi, f):=\sum_{x \in \mathcal{W}(\psi, f)}|\psi(x)|$.

### 5.3 Approximate Degree and Its Dual Formulation

Definition 8. Let $D \subseteq\{-1,1\}^{n}$, and let $f$ be a function mapping $D$ to $\{-1,1\}$. The $\varepsilon$-approximate degree of $f$, denoted $\operatorname{deg}_{\varepsilon}(f)$, is the least degree of a real polynomial $p:\{-1,1\}^{n} \rightarrow \mathbb{R}$ such that $|p(x)-f(x)| \leq \varepsilon$ when $x \in \mathcal{D}$. No constraint is placed on $p(x)$ for any $x \in\left(\{-1,1\}^{n} \backslash D\right) .{ }^{6}$

The following theorem provides a standard dual formulation of approximate degree.
Theorem 9. Let $f: D \rightarrow\{-1,1\}$ with $D \subseteq\{-1,1\}^{n}$. Then $\widetilde{\operatorname{deg}_{\varepsilon}}(f)>d$ if and only if there is a real function $\psi:\{-1,1\}^{n} \rightarrow \mathbb{R}$ such that:

1. (Pure high degree): $\psi$ has pure high degree at least d.
2. (Non-triviality): $\|\psi\|_{1}>0$.
3. (Correlation): $\sum_{x \in\{-1,1\}^{n}} \psi(x) \cdot f(x) \geq \varepsilon \cdot\|\psi\|_{1}$.
4. (Appropriate Support): $\psi(x)=0$ for all $x \in\{-1,1\}^{n} \backslash D$.

We will also frequently use the following simple fact, which is immediate from linearity.
Fact 10. Suppose that $\psi_{1}, \ldots, \psi_{k}:\{-1,1\}^{n} \rightarrow \mathbb{R}$ all have pure high degree at least $d$. Then their sum, $\psi_{1}+\cdots+\psi_{k}$, has pure high degree at least $d$.

### 5.4 The Surjectivity Function

Definition 11. For $N \geq R$, define the function $\operatorname{SURJ}_{R, N}:[R]^{N} \rightarrow\{-1,1\}$ by $\operatorname{SURJ}_{R, N}\left(s_{1}, \ldots, s_{N}\right)=$ -1 iff for every $j \in[R]$, there exists an $i$ such that $s_{i}=j$.

When $N$ and $R$ are clear from context, we will refer to the function SURJ without the explicit dependence on these parameters. It will often be convenient to think of the input to $S U R J_{R, N}$ as a function mapping $\{-1,1\}^{n} \rightarrow\{-1,1\}$ rather than $[R]^{N} \rightarrow\{-1,1\}$. When needed, we assume that $R$ is a power of 2 and an element of $[R]$ is encoded in binary using $\log R$ bits. In this case we will view Surjectivity as a function on $n=N \log R$ bits, i.e., SURJ : $\{-1,1\}^{n} \rightarrow\{-1,1\}$.

For technical reasons, when proving lower bounds, it will be more convenient to work with a variant of SURJ where the range $[R]$ is augmented by a "dummy element" 0 that is simply ignored by the function.

[^5]That is, while any of the items $s_{1}, \ldots, s_{N}$ may take the dummy value 0 , the presence of a 0 in the input is not required for the input to be deemed surjective. We denote this variant of Surjectivity by dSURJ. More formally:

Definition 12. For $N \geq R$, define the function $\operatorname{dSURJ}_{R, N}:[R]_{0}^{N} \rightarrow\{-1,1\}$ by $\operatorname{dSURJ}_{R, N}\left(s_{1}, \ldots, s_{N}\right)=$ -1 iff for every $j \in[R]$, there exists an $i \in[N]$ such that $s_{i}=j$.

The following simple proposition shows that a lower bound on the approximate degree of dSURJ implies a lower bound for SURJ itself.

Proposition 13 (Bun, Kothari, and Thaler [BKT18]). Let $\varepsilon>0$ and $N \geq R$. Then

$$
\widetilde{\operatorname{deg}}_{\varepsilon}\left(\operatorname{dSURJ}_{R, N}\right) \leq \widetilde{\operatorname{deg}_{\varepsilon}}\left(\operatorname{SURJ}_{R+1, N+1}\right) \cdot \log (R+1) .
$$

We will also use two additional simple properties of $\operatorname{SUR} \mathrm{J}_{R, N}$. The first roughly says that increasing the range size can only make SURJECTIVITY harder to approximate (so long as the domain size remains significantly larger than the range size).

Proposition 14. Let $\varepsilon>0$. Then for any $R^{\prime} \geq R, \widetilde{\operatorname{deg}}_{\varepsilon}\left(\operatorname{SURJ}_{R, N}\right) \leq \widetilde{\operatorname{deg}_{\varepsilon}}\left(\operatorname{SURJ}_{R^{\prime}, N+R^{\prime}-R}\right)$.
Proof. Let $p:\{-1,1\}^{\left(N+R^{\prime}-R\right) \cdot \log \left(R^{\prime}\right)} \rightarrow\{-1,1\}$ be a polynomial of degree $d$ that $\varepsilon$-approximates $\operatorname{SURJ}_{R^{\prime}, N+R^{\prime}-R}$. We will use to $p$ to construct a polynomial of degree $d$ that $\varepsilon$-approximates $\operatorname{SURJ}_{R, N}$. Recall that an input to $\operatorname{SURJ}_{R, N}$ takes the form $\left(s_{1}, \ldots, s_{N}\right)$ where each $s_{i}$ is the binary representation of a number in $[R]$. For every $\left(s_{1}, \ldots, s_{N}\right) \in[R]^{N}$, observe that

$$
\operatorname{SURJ}_{R, N}\left(s_{1}, \ldots, s_{N}\right)=\operatorname{SURJ}_{R^{\prime}, N+R^{\prime}-R}\left(s_{1}, \ldots, s_{N}, R+1, R+2, \ldots, R^{\prime}\right)
$$

Hence, the polynomial

$$
p\left(s_{1}, \ldots, s_{N}, R+1, R+2, \ldots, R^{\prime}\right)
$$

has degree at most $d$ and $\varepsilon$-approximates $\operatorname{SURJ}_{R, N}$. This assumes that for each element $r$ of $[R]$, each bit of the encoding of $r$ in $\{-1,1\}^{\log R^{\prime}}$ (i.e. when $r$ is viewed as an element of $\left[R^{\prime}\right]$ ), is a degree- 1 function of its encoding in $\{-1,1\}^{\log R}$ (i.e., when $r$ is viewed as an element of $[R]$ ). This property holds for the natural binary encoding. Even if some encoding were used that did not satisfy this property, then $p\left(s_{1}, \ldots, s_{N}, R+\right.$ $1, R+2, \ldots, R^{\prime}$ ) will have degree no larger than $d \cdot \log \left(R^{\prime}\right)$.

The second says that increasing the domain size can only make SURJECTIVITY harder to approximate.

Proposition 15. Let $\varepsilon>0$. If $N^{\prime}>N$, then $\widetilde{\operatorname{deg}_{\varepsilon}}\left(\operatorname{SURJ}_{R, N}\right) \leq \widetilde{\operatorname{deg}_{\varepsilon}}\left(\operatorname{SURJ} J_{R+1, N^{\prime}}\right)$.
Proof. For every $\left(s_{1}, \ldots, s_{N}\right) \in[R]^{N}$, observe that

$$
\operatorname{SURJ}_{R, N}\left(s_{1}, \ldots, s_{N}\right)=\operatorname{SURJ}_{R+1, N^{\prime}}\left(s_{1}, \ldots, s_{N}, R+1, R+1, \ldots, R+1\right)
$$

where the element $R+1$ is repeated $N^{\prime}-N$ times. Hence, if $p:\{-1,1\}^{N^{\prime} \cdot\lceil\log (R+1)\rceil} \rightarrow\{-1,1\}$ is a polynomial of degree $d$ that $\varepsilon$-approximates $\operatorname{SURJ}_{R+1, N^{\prime}}$, then $p\left(s_{1}, \ldots, s_{N}, R+1, R+1, \ldots, R+1\right)$ is a degree $d$ polynomial that $\varepsilon$-approximates $\operatorname{SURJ}_{R, N}$.

### 5.5 A Useful Auxiliary Function

The following lemma, due to Razborov and Sherstov [RS10], gives a function that we will use many times in this paper to "zero out" mass that intermediate dual witnesses $\psi$ place on the "bad" sets $\mathcal{E}(\psi, f)$ and $\mathcal{W}(\psi, f)$.

Lemma 16 (cf. [RS10, Proof of Lemma 3.2]). Let $D, n \in \mathbb{N}$ with $0 \leq D \leq n-1$. Then for every $y \in\{-1,1\}^{n}$ with $|y|>D$, there exists a function $\phi_{y}:\{-1,1\}^{n} \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
& \phi_{y}(y)=1  \tag{5}\\
& |x|>D, x \neq y \Longrightarrow \phi_{y}(x)=0  \tag{6}\\
& \operatorname{deg} p<D \Longrightarrow\left\langle\phi_{y}, p\right\rangle=0  \tag{7}\\
& \sum_{|x| \leq D}\left|\phi_{y}(x)\right| \leq 2^{D}\binom{|y|}{D} \tag{8}
\end{align*}
$$

### 5.6 A Dual Witness for OR

We will repeatedly make use of a dual witness for the high approximate degree of the OR function. The dual witness itself was essentially first constructed by Špalek [Š08], but we require an analysis of it due to Bun, Kothari, and Thaler [BKT18].

Proposition 17 (cf. [BKT18]). There exist constants $c_{1}, c_{2} \in(0,1)$ for which the following holds. Let $T \in \mathbb{N}$ and $1 / T \leq \delta \leq 1 / 2$. Then there is a function $\omega:[T]_{0} \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
& \omega(0)-\sum_{t=1}^{T} \omega(t) \geq 1-\delta  \tag{9}\\
& \omega(0) \geq(1-\delta) / 2  \tag{10}\\
& \sum_{t=0}^{T}|\omega(t)|=1 \tag{11}
\end{align*}
$$

For all univariate polynomials $q: \mathbb{R} \rightarrow \mathbb{R}, \operatorname{deg} q<c_{1} \sqrt{\delta T} \Longrightarrow \sum_{t=0}^{T} \omega(t) \cdot q(t)=0$

$$
\begin{equation*}
|\omega(t)| \leq \frac{170 \exp \left(-c_{2} t \sqrt{\delta} / \sqrt{T}\right)}{\delta \cdot t^{2}} \quad \forall t=1, \ldots, T \tag{12}
\end{equation*}
$$

Proposition 18. Let $T, N \in \mathbb{N}$ with $T \leq N$, and let $\delta>1 / T$. Define $\omega$ as in Proposition 17. Define the function $\psi:\{-1,1\}^{N} \rightarrow\{-1,1\}$ by $\psi(x)=\omega(|x|) /\binom{N}{|x|}$ for $x \in \mathcal{H}_{N}^{\leq T}$ and $\psi(x)=0$ otherwise. Then $\psi$
satisfies:

$$
\begin{align*}
& \left\langle\psi, \mathrm{OR}_{N}\right\rangle \geq 1-\delta  \tag{14}\\
& \psi\left(\mathbf{1}_{N}\right) \geq(1-\delta) / 2  \tag{15}\\
& \|\psi\|_{1}=1 \tag{16}
\end{align*}
$$

For any polynomial $p:\{-1,1\}^{N} \rightarrow \mathbb{R}, \operatorname{deg} p<c_{1} \sqrt{\delta T} \Longrightarrow\langle\psi, p\rangle=0$

$$
\begin{equation*}
\sum_{|x|=t}|\psi(x)| \leq \frac{170 \exp \left(-c_{2} t \sqrt{\delta} / \sqrt{T}\right)}{\delta \cdot t^{2}} \quad \forall t=1, \ldots, T \tag{17}
\end{equation*}
$$

### 5.7 Block Composition of Functions

Definition 19. For functions $f: Y^{n} \rightarrow Z$ and $g: X \rightarrow Y$, define the block composition $f \circ g: X^{n} \rightarrow Z$ by $(f \circ g)\left(x_{1}, \ldots, x_{n}\right)=f\left(g\left(x_{1}\right), \ldots, g\left(x_{n}\right)\right)$, for all $x_{1}, \ldots, x_{n} \in X$.

### 5.8 Dual Block Composition

We now define the dual block method [SZ09, Lee09, She13] for combining dual witnesses for functions $f$, $g$ in order to obtain a dual witness for $f \circ g$. We then state two basic properties that the method satisfies.

Definition 20. Let $\Psi:\{-1,1\}^{M} \rightarrow \mathbb{R}$ and $\psi:\{-1,1\}^{m} \rightarrow \mathbb{R}$ be functions that are not identically zero. Let $x=\left(x_{1}, \ldots, x_{M}\right) \in\left(\{-1,1\}^{m}\right)^{M}$. Define the dual block composition of $\Psi$ and $\psi$, denoted $\Psi \star \psi:\left(\{-1,1\}^{m}\right)^{M} \rightarrow \mathbb{R}$, by

$$
(\Psi \star \psi)\left(x_{1}, \ldots, x_{M}\right)=2^{M} \cdot \Psi\left(\ldots, \operatorname{sgn}\left(\psi\left(x_{i}\right)\right), \ldots\right) \cdot \prod_{i=1}^{M}\left|\psi\left(x_{i}\right)\right| .
$$

Proposition 21 ([She13, BT17]). The dual block composition satisfies the following properties:
Preservation of $\ell_{1}$-norm: Assume that $\psi$ has pure high degree at least 1. If $\|\Psi\|_{1}=1$ and $\|\psi\|_{1}=1$, then

$$
\begin{equation*}
\|\Psi \star \psi\|_{1}=1 . \tag{19}
\end{equation*}
$$

Multiplicativity of pure high degree: If $\langle\Psi, P\rangle=0$ for every polynomial $P:\{-1,1\}^{M} \rightarrow\{-1,1\}$ of degree less than $D$, and $\langle\psi, p\rangle=0$ for every polynomial $p:\{-1,1\}^{m} \rightarrow\{-1,1\}$ of degree less than $d$, then for every polynomial $q:\{-1,1\}^{m \cdot M} \rightarrow\{-1,1\}$,

$$
\begin{equation*}
\operatorname{deg} q<D \cdot d \Longrightarrow\langle\Psi \star \psi, q\rangle=0 \tag{20}
\end{equation*}
$$

Associativity: For every $\zeta:\{-1,1\}^{m_{\zeta}} \rightarrow \mathbb{R}, \varphi:\{-1,1\}^{m_{\varphi}} \rightarrow \mathbb{R}$, and $\psi:\{-1,1\}^{m_{\psi}} \rightarrow \mathbb{R}$, we have

$$
\begin{equation*}
(\zeta \star \varphi) \star \psi=\zeta \star(\varphi \star \psi) . \tag{21}
\end{equation*}
$$

Given three dual witnesses $\zeta, \varphi$, and $\psi$, the associativity property allows us to write $\zeta \star \varphi \star \psi$ without ambiguity.

Next, we state an important lemma that follows directly from an analysis Bun, Kothari, and Thaler [BKT18, Proof of Proposition 31]. This lemma shows that if $\psi$ is the dual witness for $\mathrm{OR}_{N}$ from Proposition 18, then for any $\Phi:\{-1,1\}^{R} \rightarrow\{-1,1\}, \xi=\Phi \star \psi$ places an exponentially small amount of mass on inputs outside of $\mathcal{H}_{N \cdot R}^{\leq N}$.

Lemma 22 ([BKT18]). Fix a parameter $1 \leq \alpha \leq R^{2}$, and assume that $N \geq\lceil 20 \sqrt{\alpha}\rceil$. For any $\beta \in(0,1)$ assume that $\Phi:\{-1,1\}^{R} \rightarrow \mathbb{R}$ satisfies $\|\Phi\|_{1}=1$. Furthermore, let $\psi:\{-1,1\}^{N} \rightarrow \mathbb{R}$ be symmetric (meaning $\psi(x)$ depends only on $|x|$ ) and assume that $\psi$ satisfies the following conditions:

$$
\begin{align*}
& \sum_{t=0}^{N} \sum_{|x|=t} \psi(x)=0,  \tag{22}\\
& \sum_{t=0}^{N} \sum_{|x|=t}|\psi(x)|=1,  \tag{23}\\
& \sum_{|x|=t}|\psi(x)| \leq \alpha \exp (-\beta t) / t^{2} \quad \forall t=1,2, \ldots, N . \tag{24}
\end{align*}
$$

Then for sufficiently large $R$,

$$
\begin{equation*}
\sum_{\substack{x \notin \mathcal{H}_{N \cdot R}^{\leq N}}}|(\Phi \star \psi)(x)| \leq \frac{2}{\beta} \exp \left(-\frac{\beta N}{6 \ln R}\right) . \tag{25}
\end{equation*}
$$

In particular, if $\psi$ is the dual witness for $\mathrm{OR}_{N}$ obtained from Proposition 18 with constant parameter $\delta \in(0,1)$ and with $T=N / \log ^{3}(N)$, then there is a constant $c_{3}>0$ such that

$$
\begin{equation*}
\sum_{\substack{x \notin \mathcal{H} \\ \leq N \cdot R}}|(\Phi \star \psi)(x)| \leq 2^{-c_{3} \cdot \sqrt{N \log N}} . \tag{26}
\end{equation*}
$$

### 5.9 Hard Functions and Hamming Weight Promises

In our prior work [BT17], we identified a natural class of functions satisfying the following property: for any function $h:\{-1,1\}^{n} \rightarrow\{-1,1\}$ in the class, there is a related function $H:\{-1,1\}^{\operatorname{poly}(n)} \rightarrow\{-1,1\}$ such that $\widetilde{\operatorname{deg}}_{\varepsilon}(h)=\tilde{\Theta}\left(\widetilde{\operatorname{deg}}_{\varepsilon}(\mathcal{H} \leq N)\right)$ for some $N=\tilde{\Theta}(n)$. This enables one to prove $\varepsilon$-approximate degree (respectively, threshold degree) lower bounds on $h$ by lower bounding the $\varepsilon$-approximate degree (threshold degree) of the related function $H$, which is defined on significantly more variables than $h$ itself, under the promise that the Hamming weight of $H$ 's input is at most $n$.

In more detail, this connection is as follows. Fix $R, N \in \mathbb{N}$, let $f:\{-1,1\}^{R} \rightarrow\{-1,1\}$ and let $g:\{-1,1\}^{N} \rightarrow\{-1,1\}$. Suppose $g$ is a symmetric function, in the sense that for any $x \in\{-1,1\}^{N}$ and any permutation $\sigma:[N] \rightarrow[N]$, we have

$$
g\left(x_{1}, \ldots, x_{N}\right)=g\left(x_{\sigma(1)}, \ldots, x_{\sigma(N)}\right)
$$

Equivalently, the value of $g$ on any input $x$ depends only on its Hamming weight $|x|$.

[^6]The functions $f$ and $g$ give rise to two functions. The first, denoted by $F^{\text {prop }:[R]_{0} \rightarrow\{-1,1\} \text {, is a }}$ certain property of a list of numbers $s_{1}, \ldots, s_{N} \in[R]_{0}$. The second, which we denote by $F^{\leq N}: \mathcal{H}_{<N}^{N \cdot R} \rightarrow$ $\{-1,1\}$, is the block composition of $f$ and $g$ restricted to inputs of Hamming weight at most $N$. Formally, these functions are defined as:

$$
\begin{aligned}
& F^{\text {prop }}\left(s_{1}, \ldots, s_{N}\right)=f\left(g\left(\mathbb{1}\left[s_{1}=1\right], \ldots, \mathbb{1}\left[s_{N}=1\right]\right), \ldots, g\left(\mathbb{1}\left[s_{1}=R\right], \ldots, \mathbb{1}\left[s_{N}=R\right]\right)\right) \\
& F^{\leq N}\left(x_{1}, \ldots, x_{R}\right)= \begin{cases}f\left(g\left(x_{1}\right), \ldots, g\left(x_{R}\right)\right) & \text { if } x_{1}, \ldots, x_{R} \in\{-1,1\}^{N},\left|x_{1}\right|+\cdots+\left|x_{R}\right| \leq N . \\
\text { undefined } & \text { otherwise. }\end{cases}
\end{aligned}
$$

Observe that for $F=\mathrm{AND}_{R} \circ \mathrm{OR}_{N}, F^{\text {prop }}=\mathrm{dSURJ}_{R, N}$. That is, $\mathrm{dSURJ}_{R, N}$ can be expressed as an $\mathrm{AND}_{R}$ (over all range items $r \in[R]$ ) of the $\mathrm{OR}_{N}$ (over all inputs $i \in[N]$ ) of "Is input $x_{i}$ equal to $r$ ?".

The following proposition relates the approximate degrees of the two functions $F^{\text {prop }}$ and $F^{\leq N}$.
Theorem 23 (Bun and Thaler [BT17]). Let $f:\{-1,1\}^{R} \rightarrow\{-1,1\}$ be any function and let $g:\{-1,1\}^{N} \rightarrow$ $\{-1,1\}$ be a symmetric function. Then for $F^{\text {prop }}$ and $F^{\leq N}$ defined above, we have

$$
\widetilde{\operatorname{deg}}_{\varepsilon}\left(F^{\text {prop }}\right) \geq \widetilde{\operatorname{deg}}_{\varepsilon}\left(F^{\leq N}\right) .
$$

In addition,

$$
\operatorname{deg}_{ \pm}\left(F^{\text {prop }}\right) \geq \operatorname{deg}_{ \pm}\left(F^{\leq N}\right)
$$

## 6 The Threshold Degree of Surjectivity

The key technical result established in this section is Theorem 4, restated here for the reader's convenience.
Theorem 4. Let $R=N^{1 / 2}$. Then $\operatorname{deg}_{ \pm}\left(\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}\right)=\Omega\left(N^{1 / 2} / \log ^{3 / 2} N\right)$.
By combining Theorems 23, 13, and 4, we obtain the desired lower bound on the threshold degree of SURJ.

Corollary 24. For $R=N^{1 / 2}, \operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{R, N}\right)=\Omega\left(N^{1 / 2} / \log ^{5 / 2} N\right)$.
In fact, combining Corollary 24 with Proposition 14 resolves the threshold degree of $\operatorname{SURJ}_{R, N}$ up to logarithmic factors, for all settings of $R$ and $N$.

Corollary 25 (Restatement of Theorem 1). For any constant $c<1$, if $1<R<c N$, then $\operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{R, N}\right)=$ $\tilde{\Omega}\left(\min \left(R, N^{1 / 2}\right)\right)$.

Proof. If $N^{1 / 2} \leq R \leq c N$, let $N^{\prime}=\Theta(N)$ be such that $N=N^{\prime}+R-\left(N^{\prime}\right)^{1 / 2}$. Then Proposition 14 implies that $\operatorname{deg}_{ \pm}\left(\operatorname{SURJ} J_{R, N}\right) \geq \operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{\left(N^{\prime}\right)^{1 / 2}, N^{\prime}}\right)=\tilde{\Omega}\left(N^{1 / 2}\right)$, where the final equality holds by Corollary 24.

If $R<N^{1 / 2}$, then Proposition 15 implies that $\operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{R, N}\right) \geq \operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{R-1,(R-1)^{2}}\right)=\tilde{\Omega}(R)$, where the final equality holds by Corollary 24.

Proof of Theorem 4. Let $d=N^{1 / 2} /\left(c \log ^{3 / 2} N\right)$ for a sufficiently large constant $c$ to be chosen later. Let $\psi$ be the dual witness for $\mathrm{OR}_{N}$ from Proposition 18 with $T=N / \log ^{3} N$ and $\delta=1 / 4$. Then $\psi$ has pure high degree at least $d$. Fix any positive integer $r$, and define $\Phi:\{-1,1\}^{r} \rightarrow \mathbb{R}$ as follows:

$$
\Phi_{r}(w)= \begin{cases}-1 / 2 & \text { if } w=(-1,-1, \ldots,-1) \\ 1 / 2 & \text { if } w=(1,1, \ldots, 1) \\ 0 & \text { otherwise }\end{cases}
$$

Observe that $\Phi_{r}$ has pure high degree 1 , and also $\left\|\Phi_{r}\right\|_{1}=1$. We remark that the dual block composition $\Phi_{r} \star \psi$ is essentially the same dual witness constructed in our prior work [BT15] to show that deg ${ }_{\varepsilon}\left(\mathrm{AND}_{r} \circ\right.$ $\left.\mathrm{OR}_{N}\right)=\Omega\left(N^{1 / 2}\right)$ for $\varepsilon=1-2^{-r}$ (cf. Inequality (29) below). This dual witness was also used in subsequent works [She14, BCH ${ }^{+}$17, BKT18].

We collect the following properties satisfied by $\Phi_{r} \star \psi$.

$$
\begin{equation*}
\left\|\Phi_{r} \star \psi\right\|_{1}=1 \tag{27}
\end{equation*}
$$

$\Phi_{r} \star \psi$ has pure high degree at least $d$.

$$
\begin{equation*}
E\left(\Phi_{r} \star \psi, \mathrm{AND}_{r} \circ \mathrm{OR}_{N}\right) \leq 2^{-r} \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
\left(\Phi_{r} \star \psi\right)\left(\mathbf{1}_{r \cdot N}\right) \geq \frac{1}{2} \cdot(3 / 4)^{r} \tag{30}
\end{equation*}
$$

$$
\begin{equation*}
\left(\Phi_{r} \star \psi\right)(y) \geq 0 \text { for all } y \in \mathcal{H}_{r \cdot N}^{\leq r} . \tag{31}
\end{equation*}
$$

$$
\begin{equation*}
\text { There is some constant } c_{3}>0 \text { such that } W\left(\Phi_{r} \star \psi,\left(\mathrm{AND}_{r} \circ \mathrm{OR}_{N}\right)^{\leq N}\right) \leq 2^{-c_{3} \sqrt{N \log N}} \tag{32}
\end{equation*}
$$

Justification for Properties (27)-(32). Equation (27) follows from Proposition 21 (cf. Equation (19)) and the fact that $\left\|\Phi_{r}\right\|_{1}=\|\psi\|_{1}=1$. Equation (28) follows from Proposition 21 (cf. Equation (20)), and the fact that the pure high degree of $\Phi_{r}$ is at least 1 , and the pure high degree of $\psi$ is at least $d$. Inequality (29) is an immediate consequence of [BT15, Theorem 1]. Inequality (30) is immediate from the definition of dual block composition and the fact that $\psi\left(\mathbf{1}_{N}\right) \geq 3 / 8$ (cf. Inequality (15)).

Property (31) holds because $\left(\Phi_{r} \star \psi\right)(x)<0$ only if $\psi\left(x_{i}\right)<0$ for all $i=1, \ldots, r$, and $\psi\left(x_{i}\right)<0$ implies that $\left|x_{i}\right| \geq 1$ (cf. Inequality (15)). Hence, $\left(\Phi_{r} \star \psi\right)(x)<0 \Longrightarrow|x| \geq r$.

Finally, Property (32) is immediate from Lemma 22 (cf. Inequality (26)) by choosing $c_{3}$ sufficiently large.

Definitions of auxiliary functions $\nu_{x}$. Fix any $x \in \mathcal{H}_{R \cdot N}^{\leq d}$. We think of $x$ as consisting of $R$ blocks, each of length $N$. Accordingly, denote $x=\left(x_{1}, \ldots, x_{R}\right)$, where each $x_{i} \in\{-1,1\}^{N}$. Let $\mathcal{I}=\left\{i: x_{i}=\mathbf{1}_{N}\right\}$, and let $r(x)=|\mathcal{I}|$. Enumerate the set $\mathcal{I}$ as $\mathcal{I}=\left\{i_{1}, i_{2}, \ldots, i_{r(x)}\right\}$. Since $|x| \leq d, r(x) \geq R-d$. Define the function $\nu_{x}:\left(\{-1,1\}^{N}\right)^{R} \rightarrow \mathbb{R}$ by

$$
\nu_{x}\left(y_{1}, \ldots, y_{R}\right)= \begin{cases}\left(\Phi_{r(x)} \star \psi\right)\left(y_{i_{1}}, \ldots, y_{i_{r(x)}}\right) & \text { if } y_{i}=x_{i} \text { for all } i \notin \mathcal{I} \\ 0 & \text { otherwise }\end{cases}
$$

We collect the following properties satisfied by $\nu_{x}$.

$$
\begin{equation*}
\left\|\nu_{x}\right\|_{1}=1 \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
\nu_{x} \text { has pure high degree at least } d . \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
E\left(\nu_{x}, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)=E\left(\Psi_{r(x)} \star \psi, \mathrm{AND}_{r(x)} \circ \mathrm{OR}_{N}\right) \leq 2^{-r(x)} . \tag{35}
\end{equation*}
$$

$$
\begin{equation*}
\nu_{x}(x) \cdot\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)(x)=\left(\Phi_{r(x)} \star \psi\right)\left(\mathbf{1}_{R \cdot N}\right) \geq 1 / 2 \cdot(3 / 4)^{r(x)} \geq 1 / 2 \cdot(3 / 4)^{R} . \tag{36}
\end{equation*}
$$

$$
\begin{equation*}
\nu_{x}(y) \geq 0 \text { for all } y \in \mathcal{H}_{R N}^{\leq d} . \tag{37}
\end{equation*}
$$

$$
\begin{equation*}
W\left(\nu_{x},\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N+d}\right) \leq 2^{-c_{3} \sqrt{N \log N}} . \tag{38}
\end{equation*}
$$

Justification for Properties (33)-(38). Equations (33) and (34) are immediate from Equations (27) and (28) respectively.

We now derive Expression (35). The first equality holds by the following reasoning. Since $x_{i} \neq \mathbf{1}_{N}$ for all $i \notin \mathcal{I}, z_{i}=x_{i}$ for all $i \notin \mathcal{I} \Longrightarrow \mathrm{AND}_{R} \circ \mathrm{OR}_{N}(z)=\left(\mathrm{AND}_{r(x)} \circ \mathrm{OR}_{N}\right)\left(z_{i_{1}}, \ldots, z_{i_{r(x)}}\right)$. The inequality in Expression (35) follows from Inequality (29).

Expression (36) is immediate from the definition of dual block composition and the fact that $\operatorname{sgn}\left(\psi\left(\mathbf{1}_{N}\right)\right)>$ 0 (cf. Expression (15)). Property (37) is immediate from Property (31) and the fact that $2 d \leq R$. Inequality (38) is immediate from Inequality (32), the definition of $\nu_{x}$, and the fact that $|x| \leq d$.

Another intermediate dual witness. Let $T=\left|\mathcal{H}_{R N}^{\leq d}\right|=\sum_{i=0}^{d}\binom{R N}{i}$. Consider the dual witness $\eta=$


We collect the following properties satisfied by $\eta$.

$$
\begin{equation*}
\|\eta\|_{1} \leq 1 . \tag{39}
\end{equation*}
$$

$$
\begin{equation*}
\|\eta\|_{1} \geq 1-2^{1-r_{\min }} \tag{40}
\end{equation*}
$$

$\eta$ has pure high degree at least $d$.

$$
\begin{equation*}
E\left(\eta, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right) \leq 2^{-r_{\min }} \tag{42}
\end{equation*}
$$

For all $y \in \mathcal{H}_{R}^{\leq d}{ }^{d}, \eta(y) \geq(1 / T) \cdot 1 / 2 \cdot(3 / 4)^{R}$.

$$
\begin{equation*}
W\left(\eta,\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N+d}\right) \leq 2^{-c_{3} \sqrt{N \log N}} \tag{44}
\end{equation*}
$$

Justification for Properties (39)-(44). To justify Inequality (39), observe that

$$
\begin{array}{r}
\sum_{y \in\{-1,1\}^{R N}}|\eta(y)| \leq \sum_{y \in\{-1,1\}^{R N}} \frac{1}{T} \sum_{x \in \mathcal{H}_{R}^{\leq d}}\left|\nu_{x}(y)\right|=\frac{1}{T} \sum_{x \in \mathcal{H}_{-}^{\leq d}} \sum_{y \in\{-1,1\}^{R N}}\left|\nu_{x}(y)\right| \\
=\frac{1}{T} \sum_{x \in \mathcal{H}_{R}^{\leq d}}\left\|\nu_{x}\right\|_{1}=1
\end{array}
$$

where the final inequality is an immediate consequence of Equation (33).
To justify Inequality (40), observe that

$$
\begin{aligned}
& \sum_{y \in\{-1,1\}^{R N}}|\eta(y)|=\frac{1}{T} \sum_{y \in\{-1,1\}^{R N}}\left|\sum_{x \in \mathcal{H}_{R N}^{\leq d}} \nu_{x}(y)\right| \\
& \geq \frac{1}{T}\left(\left(\sum_{\substack{ }} \sum_{\substack{x \in \mathcal{H} \leq d \\
y \in\{-1,1\}^{R N} \\
y \notin \mathcal{E}\left(\nu_{x}, \mathrm{AND}_{R} \mathrm{OOR}_{N}\right)}}\left|\nu_{x}(y)\right|\right)-\left(\sum_{\substack{x \in \mathcal{H} \leq d \\
y \in\{-1,1\}^{R N} \\
y \in \mathcal{E}\left(\nu_{x}, \mathrm{AND}_{R} \mathrm{OOR}_{N}\right)}}\left|\nu_{x}(y)\right|\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{T}\left(\left(\sum_{x \in \mathcal{H}_{\bar{R} N}^{\leq d}}\left(1-E\left(\nu_{x}, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)\right)\right)-\left(\sum_{x \in \mathcal{H} \frac{\leq d}{\Omega} N} E\left(\nu_{x}, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)\right)\right) \\
& =\frac{1}{T} \sum_{\substack{x \in \mathcal{H}_{R N}^{\leq d}}} 1-2 \cdot E\left(\nu_{x}, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right) \geq 1-2^{1-r_{\text {min }}},
\end{aligned}
$$

where the final inequality holds by Expression (35).
Equation (41) is immediate from Equation (34) and Fact 10.
Expressions (42) and (44) are respectively immediate from Expressions (35) and (38) and the triangle inequality.

Expression (43) follows from Expressions (36) and (37).
Let $\zeta:=\eta /\|\eta\|_{1}$. By the definition of $\zeta$, and Equations (39)-(44), $\zeta$ satisfies the following properties.

$$
\begin{equation*}
\|\zeta\|=1 \tag{45}
\end{equation*}
$$

$\zeta$ has pure high degree at least $d$.

$$
\begin{align*}
& E\left(\zeta, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right) \leq 2^{-r_{\min }} /\left(1-2^{-r_{\min }}\right) \leq 2^{1-r_{\min }}  \tag{47}\\
& W\left(\zeta,\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N+d}\right) \leq 2^{-c_{3} \sqrt{N \log N}} /\left(1-2^{-r_{\min }}\right) \leq 2^{1-c_{3} \sqrt{N \log N}} \tag{48}
\end{align*}
$$

$$
\begin{equation*}
\text { For all } x \in \mathcal{H}_{R}^{\leq d}, \zeta(x) \geq(1 / T) \cdot 1 / 2 \cdot(3 / 4)^{R} \tag{49}
\end{equation*}
$$

Let $s=(1 / T) \cdot 1 / 2 \cdot(3 / 4)^{R}$ denote the right hand side of Equation (49). Recalling that $T=$ $\sum_{i=0}^{d}\binom{R N}{i} \leq 1+(R N)^{i}$, and that $d=N^{1 / 2} /\left(c \log ^{3 / 2} N\right)$ for a constant $c$ of our choosing, choosing $c$ sufficiently large ensures that

$$
\begin{equation*}
s \geq 2^{-R / 5} \tag{50}
\end{equation*}
$$

The final dual witness. Let $f=\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N+d}$. We now modify $\zeta$ using Lemma 16 to zero out the mass on the "bad sets" $\mathcal{E}\left(\zeta, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)$ and $\mathcal{W}(\zeta, f)$, thereby constructing a threshold degree dual witness $\mu$ for $f$. Specifically, let $B=\mathcal{W}(\zeta, f) \cup \mathcal{E}\left(\zeta, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)$. By Expression (49), and the fact that $f(x)=1$ for all $x \in \mathcal{H}_{R N}^{\leq d}$, it holds that

$$
\begin{equation*}
B \subseteq\{-1,1\}^{R N} \backslash \mathcal{H}_{R}^{\leq d} . \tag{51}
\end{equation*}
$$

Hence, for every $x \in B$, we can invoke Lemma 16 with $D=d$ to obtain a function $\phi_{x}$ satisfying Properties (5)-(8). For every $x \in B$, define $\psi_{\text {corr }, x}:=\zeta(x) \cdot \phi_{x}$. Our final dual witness $\mu$ is

$$
\begin{equation*}
\mu:=\zeta-\sum_{x \in B} \psi_{\text {corr }, x} \tag{52}
\end{equation*}
$$

Analysis of $\mu$ : A Brief Overview. Since the correction terms in the definition of $\mu$ are specifically designed to have pure high degree $d$ and zero out all of the "bad" mass of $\zeta$, all that remains in order to show that $\mu$ witnesses a degree $d$ lower bound on the threshold degree of $f$ is show that the correction terms do not
disturb the sign of any inputs in their support. To accomplish this, we start by observing that the total $\ell_{1}$ mass of all the correction objects is at most $\left(W(\zeta, f)+E\left(\zeta, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)\right) \cdot 2^{d} \cdot\binom{R N}{d}$. Recalling that $R=N^{1 / 2}$ and $d=N^{1 / 2} /\left(c \log ^{3 / 2} N\right)$ for a constant $c$ of our choosing, by Properties (47) and (48) we can set $c$ sufficiently large to ensure that both $R-d \gg 4 R / 5$ and $\left(1-c_{3}\right) \cdot \sqrt{N \log N} \gg 4 R / 5$. Then

$$
\begin{equation*}
\left(W(\zeta, f)+E\left(\zeta, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)\right) \cdot 2^{d} \cdot\binom{R N}{d} \leq 2^{-4 R / 5} \cdot(R N)^{d} \leq 2^{-3 R / 5} \leq s / 2 \tag{53}
\end{equation*}
$$

where the final inequality holds by Property (50). Hence, for each $x \in \mathcal{H}_{\vec{R} N}^{\leq d}, \mu(x) \cdot f(x) \geq \zeta(x) \cdot f(x)-$ $s / 2>s / 2$, where the final inequality holds by Property (49). That is, the correction terms do not disturb the sign of any points in their support.
Analysis of $\mu$ : Details. We need to prove that $\mu$ satisfies the conditions of Theorem 7 with $f=\left(\mathrm{AND}_{R} \circ\right.$ $\left.\mathrm{OR}_{N}\right)^{\leq N}$.

- (Pure high degree). That $\mu$ has pure high degree at least $d$ follows from Fact 10, and the fact that $\zeta$ and each $\psi_{\text {corr }, x}$ have pure high degree at least $d$ (cf. Equations (46) and (7)).
- (Sign-Agreement). To establish sign-agreement, we consider three cases:
- $y \in B$. In this case $\mu(y)=\zeta(y)-\psi_{\text {corr }, y}(y)=\zeta(y)-\zeta(y)=0$. Here, the first equality holds because $B \subseteq \mathcal{H}_{R N}^{>d}$ (cf. Equation (51)), and for each $x \neq y, y$ is not in the support of $\psi_{\text {corr }, x}$ (as Equation (6) states that the support of $\psi_{\text {corr }, x}$ is a subset of $\mathcal{H}_{R N}^{\leq d} \cup\{x\}$ ).
- $y \notin\left(B \cup \mathcal{H}_{R N}^{\leq d}\right)$. In this case, $\mu(y) \cdot f(y)=\zeta(y) \cdot f(y) \geq 0$. The first equality holds because $y \notin B$, and since $y \notin \mathcal{H}_{R N}^{\leq d}, y$ is not in the support of any $\psi_{\text {corr }, x}$ for any $x \in B$ (cf. Equation (6)).
$-y \in \mathcal{H}_{R N}^{\leq d}$. In this case,

$$
\begin{align*}
\mu(y) & =\zeta(y)-\sum_{x \in B} \psi_{\text {corr }, x}(y) \geq \zeta(y)-\left|\sum_{x \in B} \psi_{\text {corr }, x}(y)\right| \geq \zeta(y)-\sum_{x \in B}\left\|\psi_{\text {corr }, x}\right\|_{1} \\
& \geq \zeta(y)-\left(E\left(\zeta, \operatorname{AND}_{R} \circ \mathrm{OR}_{N}\right)+W(\zeta, f)\right) \cdot 2^{d} \cdot\binom{R N}{d}>s-s / 2>0 \tag{54}
\end{align*}
$$

Here, the third to last inequality follows from the definition of $\psi_{\text {corr }, x}$ and Expression (8), and the penultimate inequality follows by Expressions (49) and (53).

- (Appropriate Support). The first case considered in the sign-agreement analysis above also establishes the appropriate support condition, since it shows that $\mu(x)=0$ for all $x \in B$, and by definition of $B, \mathcal{H}_{R N}^{>N+d} \subseteq B$.
- (Non-Triviality). The third case considered in the sign-agreement analysis also establishes nontriviality, since $\mu(x)>0$ for all $x \in \mathcal{H}_{\bar{R} N}^{\leq d}$.
By Theorem 7, $\mu$ witnesses the fact that for $R=N^{1 / 2}, \operatorname{deg}_{ \pm}\left(\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N+d}\right)=\Omega\left(N^{1 / 2} / \log ^{3 / 2} N\right)$. For any $t>0, \operatorname{deg}_{ \pm}\left(\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq t}\right)$ is clearly nondecreasing with $N$. Hence, $\operatorname{deg}_{ \pm}\left(\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N+d}\right)^{\leq N+d}\right)=$ $\Omega\left(N^{1 / 2} / \log ^{3 / 2} N\right)$. Since $d=o(N)$, setting $N^{\prime}=N+d$ implies that $\operatorname{deg}_{ \pm}\left(\left(\operatorname{AND}_{R} \circ \mathrm{OR}_{N^{\prime}}\right) \leq N^{\prime}\right)=$ $\Omega\left(\left(N^{\prime}\right)^{1 / 2} / \log ^{3 / 2}\left(N^{\prime}\right)\right)$ as desired.


## 7 The Large-Error Approximate Degree of $\mathbf{A C}^{0}$ Is Nearly Linear

Theorem 26. For any constant $\delta>0$, there is a function $h:\{-1,1\}^{n} \rightarrow\{-1,1\}$ computed by an $A C^{0}$ circuit of depth $O(1 / \delta)$ such that $\widetilde{\operatorname{deg}}_{\varepsilon}(h)=\tilde{\Omega}\left(n^{1-\delta}\right)$, for some $\varepsilon=1-2^{-\tilde{\Omega}\left(n^{1-\delta}\right)}$.

Theorem 26 is a consequence of the following hardness amplification result, which shows how to transform any function $f$ that is hard to approximate by low-degree polynomials into a function $F$ that is even harder to approximate, in terms of both the degree and the error that is achievable by polynomials of said degree.
Theorem 27. Fix a constant $k \geq 1$. Let $f_{n}:\{-1,1\}^{n} \rightarrow\{-1,1\}$ be any (infinite family of) functions satisfying $\widetilde{\operatorname{deg}_{\varepsilon}}\left(f_{n}\right) \geq \Omega\left(n^{k /(k+1)}\right)$ for some $\varepsilon=1-2^{-\Omega\left(n^{k /(k+1)}\right)}$. Then for some $N=\tilde{O}(n)$, there is an (explicitly given) function $F:\{-1,1\}^{N} \rightarrow\{-1,1\}$ such that $\widetilde{\operatorname{deg}_{\varepsilon}}(F) \geq \Omega\left(n^{(k+1) /(k+2)}\right)$ for some $\varepsilon=1-2^{-\Omega\left(n^{(k+1) /(k+2)}\right)}$. Moreover, if $f_{n}$ is computed by a polynomial size circuit of depth $\Delta$, then $F$ is computed by a polynomial size circuit of depth at most $\Delta+O(1)$.
Proof of Theorem 26 assuming Theorem 27. SURJ $N_{N, N^{1 / 2}}$ is a function on $n=\Theta(N \log N)$ input bits, which is computed by a polynomial size circuit of depth 3 , and Corollary 24 implies that $\operatorname{deg}_{ \pm}\left(\operatorname{SURJ}_{N, N^{1 / 2}}\right)=$ $\tilde{\Omega}\left(N^{1 / 2}\right)$. Applying Theorem 27 to $f=\operatorname{SURJ}_{N, N^{1 / 2}}$ with $k=1$ yields a function $F_{1}$ on $n \cdot \operatorname{polylog}(n)$ inputs that is computed by a polynomial size circuit of depth $3+O(1)=O(1)$, and satisfies $\widetilde{\operatorname{deg}}_{\varepsilon}\left(F_{1}\right) \geq$ $\tilde{\Omega}\left(n^{2 / 3}\right)$ for some $\varepsilon=1-2^{-\tilde{\Omega}\left(n^{2 / 3}\right)}$. Applying Theorem 27 yet again, with $f=F_{1}$ and $k=2$ yields a function $F_{2}$ in $\mathrm{AC}^{0}$ that is also defined on $n \cdot \operatorname{poly} \log (n)$ inputs, is computed by a polynomial size circuit of depth $O(1)$, and satisfies $\widetilde{\operatorname{deg}}_{\varepsilon}\left(F_{2}\right) \geq \tilde{\Omega}\left(n^{3 / 4}\right)$ for some $\varepsilon=1-2^{-\tilde{\Omega}\left(n^{3 / 4}\right)}$.

In general, for any constant $\delta \in(0,1)$, let $k$ be a constant such that $1-\delta \leq k /(k+1)$, i.e., $k \geq 1 / \delta-1$. Then iteratively applying Theorem $27 k-1$ times, starting with $f=\operatorname{SURJ}_{N, N^{1 / 2}}$, yields a function $h$ computed by an $\mathrm{AC}^{0}$ circuit of depth $O(k)=O(1 / \delta)$, defined on $n^{\prime}=n \log { }^{O(k)} n=\tilde{O}(n)$ input bits, such that $\widetilde{\operatorname{deg}}_{\varepsilon}(h)=\tilde{\Omega}\left(\left(n^{\prime}\right)^{1-\delta}\right)$ for some $\varepsilon=1-2^{-\tilde{\Omega}\left(\left(n^{\prime}\right)^{1-\delta}\right)}$. Theorem 26 follows.

Proof of Theorem 27. Theorem 23 implies that, in order to prove Theorem 27, it is sufficient to identify a function $G$ defined on poly $(n)$ inputs that is computed by a polynomial size circuit of depth $\Delta+O(1)$ such that for some $\ell=n \cdot \operatorname{polylog}(n), \operatorname{deg}_{\varepsilon}\left(G^{\leq \ell}\right) \geq n^{(k+1) /(k+2)}$ for some $\varepsilon=1-2^{-\Omega\left(n^{(k+1) /(k+2)}\right)}$. Indeed, if we accomplish this, then Theorem 27 follows by setting $F=G^{\text {prop }}$.

To define $G$, we need the following lemma, which follows from the techniques of [ABO84] (see [Kop13] for an exposition).
Lemma 28. There exists a Boolean circuit $C_{n}:\{-1,1\}^{n} \rightarrow\{-1,1\}$ with $n$ inputs, depth 3 , and size $\tilde{O}\left(n^{2}\right)$ satisfying the following two properties:

- $C_{n}(x)=1$ for all $x$ of Hamming weight at most $n / 3$.
- $C_{n}(x)=-1$ for all $x$ of Hamming weight at least $2 n / 3$.

We refer to the function computed by the circuit $C$ of Lemma 28 as GAPMAJ, short for a gapped majority function (such a function is sometimes also called an approximate majority function). ${ }^{8}$ We remark

[^7]that while the circuit $C$ from Lemma 28 is not explicitly constructed, explicit constructions of $\mathrm{AC}^{0}$ circuits satisfying the two bulleted properties of Lemma 28 are known [Vio09].
Definition of $G$. Let $t=n^{1 /(k+2)}, z=n^{(k+1) /(k+2)}, r=10 \log n$, and $m=n^{2 /(k+2)}$. Let $M=t \cdot z \cdot r \cdot m$. We define $G:\{-1,1\}^{M} \rightarrow\{-1,1\}$ to equal $\mathrm{GAPMAJ}_{t} \circ f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$. Here, $f_{z}$ denotes the function $f$ on $z$ variables whose existence is assumed by the hypothesis of the theorem.

We now begin the process of constructing a dual witness $\mu$ showing that $\widetilde{\operatorname{deg}_{\varepsilon}}\left(G^{\leq 10 n \log ^{4} n}\right)=\Omega\left(n^{(k+1) /(k+2)}\right)$ for some $\varepsilon=1-2^{-\Omega\left(n^{(k+1) /(k+2)}\right)}$.

For any appropriate constant $c>0$, let $\phi^{\prime}:\{-1,1\}^{z} \rightarrow \mathbb{R}$ be a dual witness for the fact that $\widetilde{\operatorname{deg}_{\varepsilon}}\left(f_{z}\right) \geq$ $c \cdot z^{k /(k+1)}=c \cdot n^{k /(k+2)}:=d$ as per Theorem 9 . Then $\phi:=\phi^{\prime} /\|\phi\|_{1}$ satisfies the following properties.

$$
\begin{equation*}
\|\phi\|_{1}=1 \tag{55}
\end{equation*}
$$

$\phi$ has pure high degree at least $d$.

$$
\begin{equation*}
\sum_{x \in\{-1,1\}^{n}} \phi(x) \cdot f_{z}(x) \geq 1-\delta^{\prime} \text { for some } \delta^{\prime}=2^{-\Omega(d)} \tag{57}
\end{equation*}
$$

Similar to the proof of Theorem 4, let $\psi$ be the dual witness for $\mathrm{OR}_{N}$ from Proposition 18 with $N=$ $T=m$ and $\delta=1 / 4$, and let

$$
\Phi_{r}(w)= \begin{cases}-1 / 2 & \text { if } w=(-1,-1, \ldots,-1) \\ 1 / 2 & \text { if } w=(1,1, \ldots, 1) \\ 0 & \text { otherwise }\end{cases}
$$

We remind the reader (cf. Equations (27)-(29) from the proof of Theorem 4) that $\Phi_{r} \star \psi$ satisfies the following properties.

$$
\begin{align*}
& \left\|\Phi_{r} \star \psi\right\|_{1}=1 .  \tag{58}\\
& \Phi_{r} \star \psi \text { has pure high degree at least that of } \psi, \text { which is } D^{\prime}:=\Omega\left(m^{1 / 2}\right)=\Omega\left(n^{1 /(k+2)}\right) .  \tag{59}\\
& E\left(\Phi_{r} \star \psi, \mathrm{AND}_{r} \circ \mathrm{OR}_{N}\right) \leq 2^{-r}=1 / n^{10} . \tag{60}
\end{align*}
$$

We now combine $\phi$ and $\Phi_{r} \star \psi$ to obtain an intermediate dual witness $\gamma$, which will witness the fact that $\widetilde{\operatorname{deg}}_{1-2^{-\Omega(d)}}\left(f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right)=\Omega(d \cdot \sqrt{m})$. The combining technique that we use is precisely the one introduced by Sherstov [She11b, Theorem 6.1] to establish a direct-sum theorem for approximate degree. Roughly speaking, [She11b, Theorem 6.1] showed that for any Boolean functions $f$ and $F$, if $\widetilde{\operatorname{deg}}_{\delta_{1}}(f) \geq d$ and $\widetilde{\operatorname{deg}}_{1 / n}(g) \geq d^{\prime}$, then $\widetilde{\operatorname{deg}}_{\delta_{2}}(f \circ g)=\Omega\left(d \cdot d^{\prime}\right)$ for some $\delta_{1} \approx \delta_{2}$. The $\gamma$ that we construct below is
(a normalized version of) the dual witness constructed in the proof of [She11b, Theorem 6.1] when applied with outer function $f$ and inner function $g=\mathrm{AND}_{r} \circ \mathrm{OR}_{m}$.

For a fixed even integer $j \in(d / 2-2, d / 2]$, let $P_{j}$ be the degree $j$ univariate polynomial given by $P_{j}(a)=\prod_{i=1}^{j}(a-i)$, and define $p_{j}:\{-1,1\}^{z} \rightarrow \mathbb{R}$ to be the unique multilinear polynomial such that $p_{j}(x)=P_{j}(|x|)$. We will need the following properties of $p_{j}$.

The sum of the absolute values of the Fourier coefficients of $p_{j}$ is at most $j!\binom{z+j}{j}$.

For any $c \in\left[1-1 / z^{2}, 1\right]$, it holds that $p_{j}(c, \ldots, c) \geq \frac{1}{2} j!\geq 1$.
Property (61) is precisely Lemma 3.1 (specifically, Property 3.2) of [She11b]. To see that Property (62) holds, first observe that $p_{j}(x) \geq 0$ for all $x \in\{-1,1\}^{z \cdot r \cdot m}$, owing to the fact that $j$ is even. Second, by the multilinearity of $p_{j}$, the value of $p_{j}(c, \ldots, c)$ is the expected value of $p_{j}$ under the distribution over $x \in\{-1,1\}^{z \cdot r \cdot m}$ in which each coordinate $i$ of $x$ is chosen independently from $\{-1,1\}$ such that the expected value of $x_{i}$ is $c$. Denoting this distribution as $B_{c}, \operatorname{Pr}_{x \sim B_{c}}\left[x=\mathbf{1}_{z}\right] \geq 1 / 2$. Hence, $p_{j}(c, \ldots, c) \geq$ $\operatorname{Pr}_{x \sim B_{c}}\left[x=\mathbf{1}_{z}\right] \cdot p_{j}\left(\mathbf{1}_{z}\right) \geq \frac{1}{2} j!$.

Let $\delta^{\prime \prime}=2 \cdot E\left(\mathrm{AND}_{r} \circ \mathrm{OR}_{m}, \Phi_{r} \star \psi\right) \leq 2 \cdot 2^{-r}=2 / n^{10}$. For $y \in\{-1,1\}^{r \cdot m}$, define ${ }^{9}$ :

$$
\alpha(y)= \begin{cases}1 & \text { if }\left(\mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right)(y)=\operatorname{sgn}\left(\left(\Phi_{r} \star \psi\right)(y)\right)=+1 \\ 1-2 \delta^{\prime \prime} & \text { if }\left(\mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right)(y)=\operatorname{sgn}\left(\left(\Phi_{r} \star \psi\right)(y)\right)=-1 \\ -1 & \text { otherwise } .\end{cases}
$$

For an input $x$ to $f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$, write $x=\left(x_{1}, \ldots, x_{z}\right)$ with each $x_{i} \in\{-1,1\}^{r \cdot m}$. Define:

$$
\gamma^{\prime}\left(x_{1}, \ldots, x_{z}\right)=p_{j}\left(\alpha\left(x_{1}\right), \ldots, \alpha\left(x_{z}\right)\right) \cdot\left(\phi \star \Phi_{r} \star \psi\right)(x),
$$

and let $\gamma=\gamma^{\prime} /\left\|\gamma^{\prime}\right\|_{1}$.
We collect the following properties of $\gamma^{\prime}$.

$$
\begin{equation*}
\left\|\gamma^{\prime}\right\|_{1}=p_{j}\left(\ldots, 1-2 \delta^{\prime \prime}, \ldots\right)>0 \tag{63}
\end{equation*}
$$

$\gamma^{\prime}$ has pure high degree at least $(d / 2) \cdot D^{\prime}$.
$\sum_{x \in\{-1,1\}^{z \cdot r \cdot m}} \gamma^{\prime}(x) \cdot\left(f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right)(x) \geq p_{j}\left(\ldots, 1-2 \delta^{\prime \prime}, \ldots\right) \cdot\left(\left(1-2 \delta^{\prime}\right)-\frac{2\left(\delta^{\prime \prime}\right)^{j+1}}{\left(1-\delta^{\prime \prime}\right)^{n}} \cdot\binom{n}{j+1}\right)$.

[^8]Property (63) is precisely Claim 6.2 from [She11b]. Equation (64) is immediate from [She11b, Equation 6.7], combined with the fact that $\Phi_{r} \star \psi$ has pure high degree at least $D^{\prime}$ (cf. Equation (59)) and $\phi$ has pure high degree at least $d$ (c.f. Equation (56)). Property (65) is precisely Claim 6.3 from [She11b].

Recall that we defined $\gamma=\gamma^{\prime} /\left\|\gamma^{\prime}\right\|_{1}$. Properties (63)-(65) imply that $\gamma$ satisfies the following properties.

$$
\begin{equation*}
\|\gamma\|_{1}=1 \tag{66}
\end{equation*}
$$

$\gamma$ has pure high degree at least $(d / 2) \cdot D^{\prime}$.

$$
\begin{align*}
\sum_{x \in\{-1,1\}^{z \cdot r \cdot m}} \gamma(x) \cdot\left(f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{t}\right)(x) & \geq\left(1-2 \delta^{\prime}\right)-\frac{2\left(\delta^{\prime \prime}\right)^{j+1}}{\left(1-\delta^{\prime \prime}\right)^{n}} \cdot\binom{n}{j+1} \\
& \geq\left(1-2 \delta^{\prime}-2^{-3 d}\right)=1-2^{-\Omega(d)} \tag{68}
\end{align*}
$$

In Property (68), the penultimate inequality holds because $\delta^{\prime \prime} \leq 2 \cdot 2^{-r}=2 / n^{10}$, and $j>d / 2-2$.
The final steps in the construction of $\mu$. Next, define $\zeta:\{-1,1\}^{t \cdot z \cdot r \cdot m} \rightarrow \mathbb{R}$ via:

$$
\zeta=\Phi_{t} \star \gamma
$$

For every $x \in \mathcal{W}\left(\zeta, G \leq 10 n \log ^{4} n\right)$, invoke Lemma 16 with $D=c^{\prime} \cdot n^{(k+1) /(k+2)}$ (for a sufficiently small constant $c^{\prime}$ to be chosen later) to obtain a function $\phi_{x}$ satisfying Properties (5)-(8), and define $\psi_{\text {corr }, x}:=$ $\zeta(x) \cdot \phi_{x}$. We define our final dual witness to be $\left.\mu:=\zeta-\sum_{x \in \mathcal{W}\left(\zeta, G \leq 10 n \log ^{4} n\right.}\right) \psi_{\text {corr }, x}$.
Analysis of $\zeta$ and $\mu$. We first collect the following properties satisfied by $\zeta$.

$$
\begin{equation*}
\|\zeta\|_{1}=1 \tag{69}
\end{equation*}
$$

$\zeta$ has pure high degree at least that of $\gamma$, which is at least $D^{\prime \prime}:=(d / 2) \cdot D^{\prime}$.
$\sum_{x \in\{-1,1\}^{t \cdot z \cdot r \cdot m}} \zeta(x) \cdot\left(\mathrm{GAPMAJ}_{t} \circ f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right) \geq 1-2^{-\Omega(d \cdot t)}$.

$$
\begin{equation*}
W\left(\zeta, G^{\leq 10 n \log ^{4} n}\right) \leq 2^{-\omega\left(n^{(k+1) /(k+2)} \log n\right)} \tag{72}
\end{equation*}
$$

Justification for Properties (69)-(72). Equation (69) follows from Proposition 21 (cf. Equation (19)), and the facts that $\left\|\Phi_{t}\right\|=1$ and $\|\gamma\|=1$ (cf. Equation (66)), and $\gamma$ has pure high degree at least 1. Equation (70) follows from Proposition 21 (cf. Equation (20)), the fact that $\Phi_{t}$ has pure high degree 1, and the fact that $\gamma$
has pure high degree at least $(d / 2) \cdot D^{\prime}$ (cf. Equation (67)). The validity of Inequality (71) is established via a standard, but somewhat lengthy, analysis that we defer to Appendix C.

We justify Inequality (72) as follows. Denote an input $x$ in $\{-1,1\}^{t \cdot z \cdot r \cdot m}$ as $x=\left(\ldots, x_{i, s}, \ldots\right)$ where $i$ ranges over $1, \ldots, t, s$ ranges over $1, \ldots, z$, and each $x_{i, s} \in\{-1,1\}^{r \cdot m}$. Since $p_{j}$ is non-negative on all inputs in $[-1,1]^{z}$ (this follows from the same reasoning as in the proof of Property (62)),

$$
\begin{align*}
|\zeta(x)| & =\left|\left(\Phi_{t} \star \phi \star \Phi_{r} \star \psi\right)(x) \cdot\left(\left\|\gamma^{\prime}\right\|_{1}\right)^{-t} \cdot \prod_{i=1}^{t} p_{j}\left(\alpha\left(x_{i, 1}\right), \ldots, \alpha\left(x_{i, z}\right)\right)\right| \\
& =\left|\left(\Phi_{t} \star \phi \star \Phi_{r} \star \psi\right)(x) \cdot p_{j}\left(\ldots, 1-2 \delta^{\prime \prime}, \ldots\right)^{-t} \cdot \prod_{i=1}^{t} p_{j}\left(\alpha\left(x_{i, 1}\right), \ldots, \alpha\left(x_{i, z}\right)\right)\right| \\
& \leq\left|\left(\Phi_{t} \star \phi \star \Phi_{r} \star \psi\right)(x) \cdot \prod_{i=1}^{t} p_{j}\left(\alpha\left(x_{i, 1}\right), \ldots, \alpha\left(x_{i, z}\right)\right)\right| \\
& \leq\left|\left(\Phi_{t} \star \phi \star \Phi_{r} \star \psi\right)(x)\right|\left(j!\binom{z+j}{j}\right)^{t} \\
& \leq\left|\left(\Phi_{t} \star \Phi_{r} \star \psi\right)(x)\right| \cdot z^{O(j t)} \\
& \leq\left|\left(\Phi_{t} \star \phi \star \Phi_{r} \star \psi\right)(x)\right| \cdot 2^{O(d t \log n)} . \tag{73}
\end{align*}
$$

Here, the second equality holds by Equation (63), the first inequality holds by Property (62), and the second inequality follows from Property (61) and the fact that $\left|\alpha\left(x_{i, s}\right)\right| \leq 1$ for all $i=1, \ldots, t$ and $s=1, \ldots z$.

Now invoke Lemma 22 (and associativity of dual block composition, cf. Equation (21)) to conclude that

$$
\begin{array}{r}
W\left(\left(\Phi_{t} \star \phi \star \Phi_{r}\right) \star \psi,\left(\mathrm{GAPMAJ}_{t} \circ f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right)^{\leq 10 n \log ^{4} n}\right) \leq \\
\left.2^{-\Omega\left(n \log ^{2} n / \sqrt{m}\right)} \leq 2^{-\Omega\left(n^{(k+1) /(k+2)} \log ^{2} n\right.}\right) . \tag{74}
\end{array}
$$

Combining Inequalities (73) and (74), we conclude that

$$
\begin{aligned}
W\left(\zeta,\left(\mathrm{GAPMAJ}_{t} \circ f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right)^{\leq 10 n \log ^{4} n}\right) & \leq 2^{-\Omega\left(n^{(k+1) /(k+2)} \log ^{2} n\right)} \cdot 2^{O(d t \log n)} \\
& \leq 2^{-\Omega\left(n^{(k+1) /(k+2)} \log ^{2} n\right)} \cdot 2^{O\left(n^{(k+1) /(k+2)} \log n\right)} \\
& \leq 2^{-\Omega\left(n^{(k+1) /(k+2)} \log ^{2} n\right)}
\end{aligned}
$$

where the final inequality holds for large enough $n$.
Finally, we collect properties satisfied by $\mu$.

$$
\begin{equation*}
\|\mu\|_{1} \leq 1+2^{-\omega\left(n^{(k+1) /(k+2)}\right)} . \tag{75}
\end{equation*}
$$

$\mu$ has pure high degree at least $\min \left(D^{\prime \prime}, D\right)=\Omega\left(n^{(k+1) /(k+2)}\right)$.

$$
\begin{equation*}
\sum_{x \in\{-1,1\}^{t \cdot z \cdot r \cdot m}} \mu(x) \cdot G(x) \geq 1-2^{-\Omega(t \cdot d)}=1-2^{-\Omega\left(n^{(k+1) /(k+2)}\right)} . \tag{77}
\end{equation*}
$$

$$
\begin{equation*}
\mu(x)=0 \text { for all } x \in \mathcal{H}_{t \cdot z \cdot \cdot \cdot \cdot m}^{>10 n \log ^{4} n} . \tag{78}
\end{equation*}
$$

Justification for Properties (75)-(78). For Inequality (75), observe that

$$
\begin{aligned}
\|\mu\|_{1} & \leq\|\zeta\|_{1}+\sum_{x \in \mathcal{W}\left(\zeta, G \leq 10 n \log ^{4} n\right)}\left\|\psi_{\text {corr }, x}\right\|_{1} \\
& \leq 1+W\left(\zeta, G^{\leq 10 n \log ^{4} n}\right) \cdot 2^{D} \cdot\binom{t \cdot z \cdot r \cdot m}{D} \\
& \leq 2^{-\omega\left(n^{(k+1) /(k+2)} \log n\right)}
\end{aligned}
$$

where the penultimate inequality holds by Expressions (8) and (69), and the final inequality holds by Inequality (72).

Equation (76) follows from Fact 10, Equation (46), and the fact that each term $\psi_{\text {corr }, x}$ has pure high degree at least $D$ (cf. Equation (7)).

Expression (77) holds because

$$
\begin{aligned}
\sum_{x \in\{-1,1\}^{t \cdot z \cdot r \cdot m}} \mu(x) \cdot G(x) & \geq \sum_{x \in\{-1,1\}^{t \cdot x \cdot r \cdot m}} \zeta(x) \cdot G(x)-\sum_{x \in \mathcal{W}\left(\zeta, G \leq 10 n \log ^{4} n\right)}\left\|\psi_{\text {corr }, x}\right\|_{1} \\
& \geq 1-2^{-\Omega(t d)}-2^{-\omega\left(n^{(k+1) /(k+2)}\right)} \geq 1-2^{-\Omega(t d)}
\end{aligned}
$$

where the penultimate inequality invokes Expressions (8) and (72).
Expression (78) holds because for any $x \in \mathcal{H}_{t \cdot z \cdot r \cdot m}^{>10 n \log ^{4} n}$, we have $\mu(x)=\zeta(x)-\psi_{\text {corr, } x}(x)=\zeta(x)-$ $\zeta(x)=0$. Here, the first equality holds because Property (6) ensures that, for any $x^{\prime} \in \mathcal{W}\left(\zeta, G^{\leq 10 n} \log ^{4} n\right)$ such that $x \neq x^{\prime}$, we have $\psi_{\text {corr }, x^{\prime}}(x)=0$.

It is immediate from Properties (75)-(78) that $\mu$ satisfies the properties required by Theorem 9 to witness the fact that $\widetilde{\operatorname{deg}}_{\varepsilon}\left(G^{\leq 10 n \log ^{4} n}\right)=\tilde{\Omega}\left(n^{(k+1) /(k+2)}\right)$ for some $\varepsilon=1-2^{-\tilde{\Omega}\left(n^{(k+1) /(k+2)}\right)}$.

## 8 Algorithmic and Complexity-Theoretic Applications

### 8.1 Complexity Measures

Throughout this section, for a function $F:\{-1,1\}^{n} \times\{-1,1\}^{n} \rightarrow\{-1,1\}$, we also view $F$ as a $2^{n} \times 2^{n}$ matrix whose $(x, y)$ 'th entry is given by $F(x, y)$.
Approximate Rank. For a matrix $F \in\{-1,1\}^{N \times N}$, the $\varepsilon$-approximate rank of $F$, denoted $\operatorname{rank}_{\varepsilon}(F)$, is the least rank of a matrix $A \in \mathbb{R}^{N \times N}$ such that $\left|A_{i j}-F_{i j}\right| \leq \varepsilon$ for all $(i, j) \in[N] \times[N]$. Approximate rank is a fundamental notion in learning theory and communication complexity. Meanwhile, the sign-rank of $F$ is the least rank of a matrix $A \in \mathbb{R}^{N \times N}$ such that $\left|A_{i j}-F_{i j}\right|<1$ for all $(i, j) \in[N] \times[N]$. Clearly, for any $F$, the exact (not just approximate) rank of $F$ is at most $N$.

Discrepancy. The discrepancy of $F$, denoted $\operatorname{disc}(F)$, is a combinatorial measure of the complexity of $F$ that roughly captures $F$ 's correlation with combinatorial rectangles (small discrepancy corresponds to high complexity).

Definition 29. A combinatorial rectangle of $X \times Y$ is a set of the form $A \times B$ with $A \subseteq X$ and $B \subseteq Y$. For a distribution $\mu$ over $X \times Y$, the discrepancy of $F$ with respect to $\mu$ is defined to be the maximum over all rectangles $R$ of the bias of $F$ on $R$. That is:

$$
\operatorname{disc}_{\mu}(F)=\max _{R}\left|\sum_{(x, y) \in R} \mu(x, y) F(x, y)\right| .
$$

The discrepancy of $F, \operatorname{disc}(F)$ is defined to be $\min _{\mu} \operatorname{disc}_{\mu}(F)$.
It is known that for any function $F:\{-1,1\}^{n} \times\{-1,1\}^{n} \rightarrow\{-1,1\}$, the discrepancy of $F$ is at least $2^{-O(n)}$. Discrepancy plays a central role in communication complexity because it characterizes $\mathrm{PP}^{c c}$, the class of communication problems efficiently solvable by small-bias protocols [Kla01]. Discrepancy is also important in circuit complexity, where it lower bounds the size of Majority-of-Threshold circuits computing $F$ [GHR92, $\mathrm{HMP}^{+} 93$,Nis 94 , She09]. Finally, discrepancy is known be to equivalent (up to a constant factor) to margin complexity [LS09], which is itself a fundamental notion in learning theory.
Threshold Weight. The weight of an $n$-variate polynomial $p$ is the sum of the absolute value of its coefficients. The length of $p$ is the number of non-zero coefficients of $p$. The threshold weight (respectively, length) of $F:\{-1,1\}^{N} \times\{-1,1\}^{N} \rightarrow\{-1,1\}$ is the least weight (respectively, length) of a polynomial $p$ with integer coefficients such that $p(x, y) \cdot F(x, y)>0$ for all $(x, y) \in\{-1,1\}^{N} \times\{-1,1\}^{N}$ (note that no restriction is placed on the degree of $p$ ). The threshold weight of $F$ is always at most $2^{O(n)}$, since Parseval's inequality implies that every Boolean function is always exactly computed by a polynomial of weight $2^{O(n)}$.

### 8.2 Nearly Optimal Bounds on Discrepancy, Threshold Weight, And More

Via well-known techniques, we now translate out approximate degree lower bounds into approximate rank, discrepancy, and threshold weight bounds in a black-box manner.

We start with the following theorem (from which Theorem 3 from Section 1.1.2 follows).
Theorem 30. For any constant $\delta>0$, there is an $A C^{0}$ function $F:\{-1,1\}^{n} \times\{-1,1\}^{n} \rightarrow\{-1,1\}$ with discrepancy at most $\exp \left(-\Omega\left(n^{1-\delta}\right)\right)$ and $\varepsilon$-approximate rank $\exp \left(\Omega\left(n^{1-\delta}\right)\right)$ for some $\varepsilon=1-2^{-\Omega\left(n^{1-\delta}\right)}$.

Proof. Let $f$ be the $\mathrm{AC}^{0}$ function with $\varepsilon$-approximate degree at least $n^{1-\delta}$ for some $\varepsilon=1-2^{-\Omega\left(n^{1-\delta}\right)}$ whose existence is guaranteed by Theorem 26. The pattern matrix method [She11a, Theorem 8.1] implies that for some $C=O(1)$, the function $F:\{-1,1\}^{C n} \times\{-1,1\}^{C n} \rightarrow\{-1,1\}$ given by

$$
F(x, y)=f\left(\ldots, \vee_{j=1}^{C}\left(x_{i, j} \wedge y_{i, j}\right) \ldots\right)
$$

satisfies $\operatorname{rank}_{\varepsilon^{\prime}}(F) \geq \exp \left(\Omega\left(n^{1-\delta}\right)\right)$, for some $\varepsilon^{\prime}=1-2^{-\Omega\left(n^{1-\delta}\right)}$. Moreover, by [She11a, Theorem 7.3] $F$ also satisfies $\operatorname{disc}(F) \leq \exp \left(-\Omega\left(n^{1-\delta}\right)\right) .{ }^{10}$ Moreover, if $f$ is computed by a Boolean circuit of depth $k$ and polynomial size, then $F$ is computed by a Boolean circuit of polynomial size and depth $k+2$. This completes the proof of the theorem for approximate rank and discrepancy.

[^9]Meanwhile, a result of Krause [Kra06] implies that the following function $F^{\prime}$ on $3 n$ inputs has threshold weight $2^{\Omega\left(n^{1-\delta}\right)}: F^{\prime}(x, y, z)=f\left(\ldots,\left(x_{i} \wedge \bar{z}_{i}\right) \vee\left(y_{i} \wedge z_{i}\right), \ldots\right)$ is at least $2^{\Omega\left(n^{1-\delta}\right)} .{ }^{11}$ Clearly, since $f$ is computed by a Boolean circuit of depth $k$ and polynomial size, $F^{\prime}$ is computed by a Boolean circuit of polynomial size and depth $k+2$.

Via established applications of discrepancy, we conclude from Theorem 30 that for any constant $\delta>0$, there is an $\mathrm{AC}^{0}$ function $F$ with margin complexity $\exp \left(\Omega\left(n^{1-\delta}\right)\right)$ [LS09], Majority-of-Threshold circuit size $\exp \left(\Omega\left(n^{1-\delta}\right)\right)$ [Nis94, She09], and $\mathrm{PP}^{c c}$ communication complexity $\Omega\left(n^{1-\delta}\right)$ [Kla01]. These bounds are all nearly tight, in the sense that any function has margin complexity $2^{O(n)}$, is computed by Majority-ofThreshold circuits of size $2^{O(n)}$, and has $\mathrm{PP}^{c c}$ communication complexity at most $n$.

### 8.3 Lower Bounds for Sign-Rank and Threshold Length

### 8.3.1 Threshold Length

Theorem 31. There is a function $F:\{-1,1\}^{n} \rightarrow\{-1,1\}$ computed by a polynomial size circuit of depth 3 and logarithmic bottom fan-in such that the threshold length of $F$ is $\exp \left(\Omega\left(n^{1 / 2}\right)\right)$.

Proof. Recall (cf. Corollary 24) that for $n=N \log \left(N^{1 / 2}\right), \operatorname{SURJ}_{N^{1 / 2}, N}:\{-1,1\}^{n} \rightarrow\{-1,1\}$, and $\operatorname{deg}_{ \pm}\left(\right.$SURJ $\left._{N^{1 / 2}, N}\right)=\Omega\left(n^{1 / 2}\right)$. Moreover, $\operatorname{SURJ}_{N^{1 / 2}, N}$ is computed by a quadratic size circuit of depth 3 , with an AND gate at the top, and logarithmic bottom fan-in.

Krause and Pudlák showed that if $\operatorname{deg}_{ \pm}(f) \geq d$, then the function $F:\{-1,1\}^{3 n} \rightarrow\{-1,1\}$ defined via $F(x, y, z):=f\left(\ldots,\left(x_{i} \wedge \bar{z}_{i}\right) \vee\left(y_{i} \wedge z_{i}\right), \ldots\right)$ has threshold length $2^{\Omega(d)}$. If $f=$ SURJ, then $F$ is clearly computed by a polynomial size circuit of depth 5 , with an AND where gates at the bottom two layers (just above the inputs) have fan-in 2 , and gates at the third-to-bottom layer have fan-in $O(\log n)$. Hence, each gate at the third layer from the bottom computes a function of just $O(\log n)$ inputs, and any such function can be computed by a polynomial size DNF and logarithmic width. Replacing each gate at the third-to-bottom layer with an equivalent polynomial size DNF of polynomial size and logarithmic width, and collapsing the two adjacent layers of OR gates, yields a depth three circuit of logarithmic bottom fan-in.

### 8.3.2 Sign-Rank

Recall that Corollary 2 from the introduction asserted the existence of an $\mathrm{AC}^{0}$ function $F(x, y):\{-1,1\}^{n} \times$ $\{-1,1\}^{n} \rightarrow\{-1,1\}$ such that the sign-rank of the matrix $[F(x, y)]$ is $\exp \left(\tilde{\Omega}\left(n^{1 / 2}\right)\right)$. We prove Corollary 2 in Appendix B.

Via established applications of sign-rank, we conclude as a consequence that there is a communication problem in $\mathrm{AC}^{0}$ with $\mathbf{U P P}{ }^{\text {cc }}$ communication complexity $\tilde{\Omega}\left(n^{1 / 2}\right)$ [PS86], and such that all Threshold-ofMajority circuits computing the function have size $2^{\tilde{\Omega}\left(n^{1 / 2}\right)}\left[\mathrm{FKL}^{+} 01\right]$.

### 8.4 Secret Sharing Schemes

Bogdanov et al. [BIVW16] observed that for any $f:\{-1,1\}^{n} \rightarrow\{-1,1\}$ and integer $d>0$, any dual polynomial $\mu$ for the fact that $\operatorname{deg}_{\varepsilon}(f) \geq d$ leads to a scheme for sharing a single secret bit $b \in\{-1,1\}$

[^10]among $n$ parties as follows. Decompose $\mu$ as $\mu_{+}-\mu_{-}$, where $\mu_{+}$and $\mu_{-}$are non-negative functions with $\left\|\mu_{+}\right\|_{1}=\left\|\mu_{0}\right\|_{1}=1 / 2$. Then in order to split $b$ among $n$ parties, one draws an input $x=\left(x_{1}, \ldots, x_{n}\right) \in$ $\{-1,1\}^{n}$ from the distribution $2 \cdot \mu_{b}$, and gives bit $x_{i}$ to the $i$ th party. In order to reconstruct $b$, one applies $f$ to $\left(x_{1}, \ldots, x_{n}\right)$.

Because $\mu$ is $\varepsilon$-correlated with $f$, the probability of correct reconstruction if the bit is chosen at random is at least $(1+\varepsilon) / 2$ (and the the reconstruction advantage, defined to equal $\operatorname{Pr}_{x \sim \mu_{+}}[f(x)=1]-$ $\operatorname{Pr}_{x \sim \mu_{-}}[f(x)=1]$, is at least $\varepsilon$ ). The fact that $\mu$ has pure high degree at least $d$ means that any subset of shares of size less than $d$ provides no information about the secret bit $b$. Hence, an immediate corollary of Theorem 26 is the following.

Corollary 32. For any arbitrarily small constant $\delta>0$, there is a secret sharing scheme that shares a single bit $b$ among $n$ parties by assigning $a$ bit $x_{i}$ to each party $i$. The scheme satisfies the following properties.

1. The reconstruction procedure is computed by an $\mathrm{AC}^{0}$ circuit.
2. The reconstruction advantage is at least $1-2^{-\Omega\left(n^{1-\delta}\right)}$.
3. Any subset of shares of size less than $d=\Omega\left(n^{1-\delta}\right)$ provides no information about the secret bit $b$.

The best previous results could only guarantee security against subsets of shares of size $d=\Theta\left(n^{1 / 2}\right)$, or could only guarantee reconstruction advantage bounded away from 1 [BIVW16, BT17]. Cheng et al. [CIL17] recently considered a relaxed notion of security, where even very small subsets of shares are allowed to provide (a bounded amount of) information about the secret bit $b$. Under this relaxed notion of security, they achieved perfect reconstruction and security against subsets of size $\Omega(n)$.
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## A Threshold Degree Upper Bound for $\operatorname{SURJ}_{R, N}$

For completeness, we prove a tight upper bound on the threshold degree of $\operatorname{SURJ}_{R, N}$. This upper bound follows from standard techniques.
Claim 33. The function $\operatorname{SURJ}_{R, N}$ has threshold degree $O\left(\min \left\{R \cdot \log R, N^{1 / 2} \cdot \log ^{3 / 2} R\right\}\right)$.
Proof. We assume throughout that $R \leq N$, the claim being trivial otherwise. This claim follows from two well-known facts, stated as Expressions (79) and (80) below.

$$
\begin{align*}
& \operatorname{deg}_{ \pm}\left(\mathrm{SUR}_{R, N}\right) \leq \operatorname{deg}_{ \pm}\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right) \cdot \log R  \tag{79}\\
& \operatorname{deg}_{ \pm}\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)=O\left(\min \left\{R,(N \log R)^{1 / 2}\right\}\right) \tag{80}
\end{align*}
$$

Expression (79) holds because, as mentioned in Section 1.1.1, $\operatorname{SURJ}_{R, N}$ is equivalent to the $\operatorname{AND}_{R}$ (over all range items $r \in[R]$ ) of the $\mathrm{OR}_{N}$ (over all inputs $i \in[N]$ ) of "Is input $s_{i}$ equal to $r$ ?", and the quoted question is computed by a conjunction of width $\log R$ over the input bits. That is, if

$$
y_{i, j}:=\left\{\begin{array}{l}
-1 \text { if } s_{i}=j \\
1 \text { otherwise },
\end{array},\right.
$$

then

$$
\operatorname{SUR}_{R, N}(x)=\operatorname{AND}_{R}\left(\operatorname{OR}_{N}\left(y_{1,1}, \ldots, y_{N, 1}\right), \ldots, \operatorname{OR}\left(y_{1, R}, \ldots, y_{N, R}\right)\right)
$$

Hence, if $p$ sign-represents $\mathrm{AND}_{R} \circ \mathrm{OR}_{N}$, then $p\left(y_{1,1}, \ldots, y_{N, R}\right)$ is a polynomial of degree $\operatorname{deg}(p) \cdot \log R$ that sign-represents $\operatorname{SURJ}_{R, N}$.

Equation (80) holds by the following standard analysis. To show that

$$
\operatorname{deg}_{ \pm}\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right) \leq O\left((N \log N)^{1 / 2}\right)
$$

we exploit the well-known fact that $\widetilde{\operatorname{deg}}_{1 /(3 R)}\left(\mathrm{OR}_{N}\right)=\Theta(\sqrt{N \log R})$ [KLS96,BCDWZ99]. Let $p$ be a minimal degree polynomial that uniformly approximates OR to error $1 /(3 R)$. For inputs $x=\left(x_{1}, \ldots, x_{R}\right) \in$
$\left(\{-1,1\}^{N}\right)^{R}$, the polynomial $\sum_{j=1}^{R} p\left(x_{j}\right)+R-1$ sign-represents $\mathrm{AND}_{R} \circ \mathrm{OR}_{N}$, and has degree at most $\operatorname{deg}(p)=O(\sqrt{N \log R})$.

To show that $\operatorname{deg}_{ \pm}\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right) \leq O(R)$, we use the fact that there exist two linear functions $p$ and $q$ such that the ratio

$$
\frac{p(x)}{q(x)}=\frac{-\left(N-\sum_{i=1}^{N} x_{i}\right)+1 /(3 R)}{\left(N-\sum_{i=1}^{N} x_{i}\right)+1 /(3 R)}
$$

satisfies $\left|p(x) / q(x)-\mathrm{OR}_{N}(x)\right| \leq 1 /(3 R)$ for every $x$. Then the following sum of rational functions agrees in sign with $\mathrm{AND}_{R} \circ \mathrm{OR}_{N}$ at all inputs $x=\left(x_{1}, \ldots, x_{R}\right) \in\left(\{-1,1\}^{R}\right)^{N}: \sum_{j=1}^{R} p\left(x_{j}\right) / q\left(x_{j}\right)+R-$ $1=\sum_{j=1}^{R} p\left(x_{j}\right) q\left(x_{j}\right) / q^{2}\left(x_{j}\right)+R-1$. Placing everything over the non-negative common denominator $\prod_{j=1}^{R} q^{2}\left(x_{j}\right)$, it follows that the polynomial

$$
(R-1) \cdot \prod_{j=1}^{R} q^{2}\left(x_{j}\right)+\sum_{j=1}^{R} p\left(x_{j}\right) q\left(x_{j}\right) \prod_{k=1, \ldots, R: k \neq j} q\left(x_{j}\right)^{2}
$$

sign-represents $\mathrm{AND}_{R} \circ \mathrm{OR}_{N}$. The degree of this polynomial is $O(R)$.

## B Sign-Rank of AC ${ }^{0}$ (Proof of Corollary 2)

Suppose that $\operatorname{deg}_{ \pm}(f) \geq d$. In order to establish sign-rank lower bounds for a certain matrix $A$ derived from $f$, Razborov and Sherstov [RS10] extended a lemma of Forster [For01] to show that it is enough to construct a dual witness $\mu$ for the fact that $\operatorname{deg}_{ \pm}(f) \geq d$ that additionally satisfies a smoothness property. Specifically, to show that the sign-rank of $A$ is $\exp (\Omega(d))$, it suffices to show that there is a threshold degree dual witness $\mu$ for $f$ satisfying $\mu(x)=\exp (-O(d))$ for all but a $\exp (-O(d))$ fraction of inputs in $x \in\{-1,1\}^{n}$. Formally, we have the following theorem, which is implicit in [RS10] (the statement here is taken from [BT16b, Theorem 4.1]).

Theorem 34 (Implicit in [RS10, Theorem 1.1]). Let $h:\{-1,1\}^{n} \rightarrow\{-1,1\}$ be a Boolean function, and suppose there exists a function $\tau:\{-1,1\}^{n} \rightarrow\{-1,1\}$ of pure high degree at least $d$ such that $\tau(x)$. $h(x) \geq 0$ for all $x \in\{-1,1\}^{n}$, and $\|\tau\|_{1}=1$. Moreover, suppose that $\tau(x) \geq 2^{-c d} \cdot 2^{-n}$ for all but a $2^{-c d}$ fraction of inputs $x \in\{-1,1\}^{n}$. Then there exists a constant $C$ (depending only on $c$ ) such that if $F(x, y):=h\left(\ldots, \wedge_{j=1}^{C}\left(x_{i j} \vee y_{i j}\right), \ldots\right)$, then the matrix $[F(x, y)]_{x, y}$ has sign-rank $\exp (\Omega(d))$.

Let $R=N^{1 / 2}$, and assume $R+1$ is a power of 2 . Letting $n=N \log (R+1)$, recall $\mathrm{dSURJ}_{R, N}$ is a function on $n$ bits, where any $x \in\{-1,1\}^{n}$ is interpreted as specifying a list of $N$ numbers from $[R]_{0}$. Here, 0 denotes a "dummy item" that is ignored by dSURJ. We assume without loss of generality in this section that:

The dummy element is represented by the string $\mathbf{1}_{\log (R+1)}$.
This ensures that strings $x \in\{-1,1\}^{n}$ that encode mostly dummy items have low Hamming weight.
Recall that within the proof of Theorem 1 and Corollary 24 , we proved that $\operatorname{deg}_{ \pm}\left(\mathrm{dSURJ}_{R, N}\right) \geq d$ for some $d=\Omega\left(N^{1 / 2} / \log ^{3 / 2} N\right)$, via a two-step process. First, we borrowed a result (cf. Theorem 23) from our prior work [BT17], which showed that for any range size $R, \operatorname{deg}_{ \pm}\left(\mathrm{dSURJ}_{R, N}\right)$ is equivalent to
$\operatorname{deg}_{ \pm}\left(\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}\right)$. Second, we constructed a dual witness $\mu: \mathcal{H}_{N R}^{\leq N} \rightarrow \mathbb{R}$ showing that the latter quantity is at least $d$.

Unfortunately, the construction of $\mu$ is not sufficient to apply Theorem 34 to $\mathrm{dSURJ}_{R, N}$, for two reasons. First, to apply Theorem 34 to $\mathrm{dSURJ}_{R, N}$, we need to give a smooth dual witness for $\mathrm{dSURJ}_{R, N}$ itself, rather than for $\left(\operatorname{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}$. Note that dSURJ ${ }_{R, N}$ is defined over the domain $\{-1,1\}^{n}$ where $n=$ $N \log (R+1)$, while $\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}$ is defined over the domain $\mathcal{H}_{N R}^{\leq N}$. Second, the dual witness $\mu$ for $\left(\mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)^{\leq N}$ constructed in the proof of Corollary 24 is not smooth in the sense required by Razborov and Sherstov, as it is only "large" on inputs of Hamming weight at most $d$ (see the first paragraph of Section 3.2 for further discussion of this point).

We will address both of the above issues as follows. First, we will show how to turn $\mu$ into a dual witness $\hat{\sigma}$ for the fact that $\operatorname{deg}_{ \pm}\left(\operatorname{dSURJ}_{R, N}\right) \geq d$, such that $\hat{\sigma}$ inherits the "largeness" property of $\mu$ on inputs of Hamming weight at most $d$. Second, we transform $\hat{\sigma}$ into a dual witness $\tau$ for the fact that $\operatorname{deg}_{ \pm}\left(\mathrm{dSURJ}_{R, N} \circ \mathrm{AND}_{\log ^{2} n} \circ\right.$ PARITY $\left.\log ^{3} n\right) \geq d$, such that $\tau$ satisfies the smoothness condition required to apply Theorem 34.

Construction and analysis of $\hat{\sigma}$. In the proof of Theorem 4, we constructed a dual witness $\mu$ for $F=$ $\mathrm{AND}_{R} \circ \mathrm{OR}_{N}$ satisfying the following properties.

$$
\begin{equation*}
\mu(x) \cdot F(x) \geq 0 \text { for all } x \in\{-1,1\}^{R \cdot N} . \tag{82}
\end{equation*}
$$

$$
\begin{equation*}
\mu(x)=0 \text { for all } x \in \mathcal{H}_{R \cdot N}^{>N} . \tag{83}
\end{equation*}
$$

$\mu$ has pure high degree at least $d$.

$$
\begin{equation*}
\mu(x) \geq 2^{-1-R / 5} \text { for all } x \in \mathcal{H}_{N R}^{\leq d} . \tag{85}
\end{equation*}
$$

$$
\begin{equation*}
\mu(x) \text { has } \ell_{1} \text {-norm at most } 2 . \tag{86}
\end{equation*}
$$

Expressions (82)-(84) are explicitly established in the proof of Theorem 4 (specifically, the part entitled "Analysis of $\mu$ ".) Expression (85) is immediate from the penultimate inequality in Expression (54). Equation (86) holds because we defined $\mu=\zeta-\sum_{x \in B} \psi_{\text {corr }, x}$ (cf. Expression (52)), and hence

$$
\|\mu\|_{1} \leq\|\zeta\|_{1}+\sum_{x \in B}\left\|\psi_{\text {corr }, x}\right\|_{1} \leq 1+\left(E\left(\zeta, \mathrm{AND}_{R} \circ \mathrm{OR}_{N}\right)+W(\zeta, f)\right) \cdot 2^{d} \cdot\binom{R N}{d} \leq 2
$$

Defining $\mu^{\prime}=\mu /\|\mu\|_{1}$ yields a function that also satisfies Equations (82)-(84), and such that:

$$
\begin{equation*}
\mu^{\prime}(x) \geq 2^{-R / 4} \text { for all } x \in \mathcal{H}_{N R}^{\leq d} . \tag{87}
\end{equation*}
$$

$$
\begin{equation*}
\mu^{\prime}(x) \text { has } \ell_{1} \text {-norm } 1 \tag{88}
\end{equation*}
$$

Let $\mathcal{Z}$ denote the subset of $\left([N]_{0}\right)^{R}$ defined as follows: $\mathcal{Z}:=\left\{z \in\left([N]_{0}\right)^{R}: z_{1}+\ldots,+z_{R} \leq N\right\}$. Define $G\left(z_{1}, \ldots, z_{R}\right): \mathcal{Z} \rightarrow\{-1,1\}$ to equal -1 if and only if $z_{i} \geq 1$ for all $i=1, \ldots, R$.

We will now turn $\mu^{\prime}$ (which is defined over domain $\{-1,1\}^{N R}$ ) into a function over domain $\mathcal{Z}$.
Define

$$
\sigma\left(z_{1}, \ldots, z_{R}\right)=\sum_{x=\left(x_{1}, \ldots, x_{R}\right) \in\left(\{-1,1\}^{N}\right)^{R}:\left|x_{i}\right|=z_{i} \text { for all } i} \mu^{\prime}(x)
$$

We claim that $\sigma$ satisfies the following properties.

$$
\begin{align*}
& \sigma(z) \cdot G(z) \geq 0 \text { for all } z \in \mathcal{Z}  \tag{89}\\
& \sum_{z \in \mathcal{Z}}|\sigma(z)|=1  \tag{90}\\
& \operatorname{deg}(q) \leq d \Longrightarrow \sum_{z \in \mathcal{Z}} \sigma(z) \cdot q(z)=0  \tag{91}\\
& \sigma(z) \geq 2^{-R / 4} \text { for all } z \in \mathcal{Z} \text { such that } \sum_{i=1}^{R} z_{i} \leq d \tag{92}
\end{align*}
$$

Expression (89) is immediate from Expression (82). Equation (90) is immediate from Equations (88) and (82), and the fact that $F(x)=F\left(x^{\prime}\right)$ if $\left|x_{i}\right|=\left|x_{i}^{\prime}\right|$ for $i=1, \ldots, R$. Equation (91) holds because

$$
\sum_{z \in \mathcal{Z}} \sigma(z) q(z)=\sum_{x=\left(x_{1}, \ldots, x_{R}\right) \in\{-1,1\}^{R \cdot N}} \mu^{\prime}(x) \cdot q\left(\left|x_{1}\right|, \ldots,\left|x_{R}\right|\right)=0
$$

where the last equality holds because $q\left(\left|x_{1}\right|, \ldots,\left|x_{R}\right|\right)$ is a polynomial over $\left(\{-1,1\}^{N}\right)^{R}$ of degree at most $\operatorname{deg}(q)$. Expression (92) is immediate from Expression (87).

Finally, we are in a position to define our desired dual witness $\hat{\sigma}:\{-1,1\}^{n} \rightarrow \mathbb{R}$, which will witness the fact that $\operatorname{deg}_{ \pm}\left(\mathrm{dSURJ}_{R, N}\right) \geq d / \log R$. For an $x \in\{-1,1\}^{n}$ interpreted as a sequence $\left(s_{1}, \ldots, s_{N}\right)$ in $[R]_{0}^{N}$, let $z_{i}(x)$ denote $\left|\left\{j: s_{j}=i\right\}\right|$, and let $z(x)=\left(z_{1}(x), \ldots, z_{R}(x)\right) \in \mathcal{Z}$. For a $z^{*} \in \mathcal{Z}$, let $N\left(z^{*}\right)=\left|\left\{x \in\{-1,1\}^{n}: z(x)=z^{*}\right\}\right|$. Define $\hat{\sigma}:\{-1,1\}^{n} \rightarrow\{-1,1\}$ via:

$$
\begin{equation*}
\hat{\sigma}(x)=\frac{1}{N(z(x))} \cdot \sigma(z(x)) \tag{93}
\end{equation*}
$$

We collect the following properties of $\hat{\sigma}$.

$$
\begin{equation*}
\hat{\sigma}(x) \cdot \operatorname{dSURJ}(x) \geq 0 \text { for all } x \in\{-1,1\}^{n} \tag{94}
\end{equation*}
$$

$\hat{\sigma}(x)$ has $\ell_{1}$-norm 1.

$$
\begin{equation*}
\hat{\sigma}(x) \geq 2^{-R / 3} \text { for all } x \in \mathcal{H}_{n}^{\leq d} \tag{96}
\end{equation*}
$$

$\hat{\sigma}(x)$ has pure high degree at least $d / \log R$.
Expression (94) follows from Expression (89) and the definition of $\hat{\sigma}$. Equation (95) is immediate from the definition of $\hat{\sigma}$ and Equation (90). To see that Expression (96) holds, observe that if $x \in \mathcal{H}_{n}^{\leq d}$, then Equation (81) implies that $\sum_{i=1}^{R} z_{i}(x) \leq d$. Hence, Expression (92) implies that $\sigma(z(x)) \geq 2^{-R / 4}$. Moreover, for any $x \in \mathcal{H}_{n}^{\leq d}, N(z(x)) \leq\binom{ n}{d}$ (this is because for any $x, x^{\prime}$, if $z(x)=z\left(x^{\prime}\right)$, then $|x|=\left|x^{\prime}\right|$, so $N(z(x)) \leq\binom{ n}{|x|} \leq\binom{ n}{d}$. Combining these two inequalities with the definition of $\hat{\sigma}$ (Equation (93)) yields that $\hat{\sigma}(x) \geq 2^{-R / 4} \cdot\binom{n}{d}^{-1} \geq 2^{-R / 3}$.

Equation (97) follows from Proposition 35 below, combined with Equation (91).
Proposition 35. Let $\sigma:: \mathcal{Z} \rightarrow \mathbb{R}$ satisfy Equation (91), and let $\hat{\sigma}$ be as per Equation (93). Then $\hat{\sigma}$ has pure high degree at least $d / \log R$.

Proposition 35 is essentially a dual formulation of an important lemma of Ambainis [Amb05], as we now explain.
Lemma 36 (Ambainis [Amb05]). Let $n=N \log \left(R+1\right.$ ). Let $p:\{-1,1\}^{n} \rightarrow\{-1,1\}$ be any polynomial of degree at most $d$. Then there is a polynomial $q:[R]_{0}^{N} \rightarrow \mathbb{R}$ of degree at most $d \log R$ such that for all $z^{*} \in \mathcal{Z}, q\left(z^{*}\right)=\mathbb{E}_{x: z(x)=z^{*}}[p(x)]$.

Proposition 35 follows from Lemma 36 by the following reasoning. If $p:\{-1,1\}^{n} \rightarrow\{-1,1\}$ is polynomial of degree at most $d$, then

$$
\begin{equation*}
\sum_{x \in\{-1,1\}^{n}} \hat{\sigma}(x) \cdot p(x)=\sum_{z \in \mathcal{Z}} \sigma(z) \cdot q(z)=0, \tag{98}
\end{equation*}
$$

where the polynomial $q$ is as in Lemma 36, and the second equality holds by Equation (91).
Construction and analysis of $\tau$. Now that we have constructed a dual witness $\hat{\sigma}$ for the high threshold degree of dSURJ (captured by Equations (94), (95), and (97)), that additionally satisfies the extra property of "largeness on low-Hamming-weight inputs" (cf. Equation (96)), we can turn to constructing a dual witness for dSURJ $\circ \mathrm{AND}_{\log ^{2} n} \circ \mathrm{PARITY}{ }_{\log ^{3} n}$ that satisfies the smoothness condition needed by Razborov's and Sherstov's sign-rank analysis.

Specifically, let $a=\log ^{2} n$, and define $\psi:\{-1,1\}^{a} \rightarrow \mathbb{R}$ via:

$$
\psi(x)=\left\{\begin{array}{l}
-1 / 2 \text { if } x=-\mathbf{1}_{a} \\
1 /\left(2 \cdot\left(2^{a}-1\right)\right) \text { otherwise } .
\end{array}\right.
$$

Clearly, $\psi$ has pure high degree at least 1 , has $\ell_{1}$-norm 1 , and $\psi(x) \cdot \operatorname{AND}_{a}(x) \geq 0$ for all $x \in\{-1,1\}^{a}$. Consider the dual witness $\zeta=\hat{\sigma} \star \psi$. Then $\zeta$ satisfies the following properties: $\zeta$ has $\ell_{1}$-norm 1 .
$\zeta$ has pure high degree at least $d / \log R$.

$$
\begin{equation*}
\zeta(x) \cdot\left(\mathrm{dSURJ} \circ \mathrm{AND}_{\log ^{2} n}\right)(x) \geq 0 \text { for all } x \in\{-1,1\}^{n \cdot a} \tag{101}
\end{equation*}
$$

Here, Equation (99) follows from Equation (95), the fact that $\psi$ has $\ell_{1}$-norm 1, and Property (19). Equation (100) follows from Equation (97), Equation (20), and the fact that $\psi$ has pure high degree at least 1. Expression (101) follows from the definition of dual block composition, Expression(94), and the fact that $\psi(x) \cdot \mathrm{AND}_{a}(x) \geq 0$ for all $x \in\{-1,1\}^{a}$.

Let $S$ be the set of all inputs $x=\left(x_{1}, \ldots, x_{n}\right) \in\left(\{-1,1\}^{a}\right)^{n}$ such that fewer than $d$ of the $x_{i}$ 's are equal to $-\mathbf{1}_{a}$. By Expression (96) and the definition of dual block composition,

$$
\begin{equation*}
\text { For any input } x \in S,|\zeta(x)| \geq 2^{-R / 3} \cdot\left(2^{a}-1\right)^{-n} \geq 2^{-R / 3} \cdot 2^{-a n} \text {. } \tag{102}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\operatorname{Pr}_{x \sim\left(\{-1,1\}^{a}\right)^{n}}[x \notin S] \leq 2^{-a d} \cdot\binom{n}{d} \leq n^{-\Omega(d \log n)} \leq 2^{-\Omega(R)} . \tag{103}
\end{equation*}
$$

Finally, letting $\ell=\log ^{3} n$, let $\eta:\{-1,1\}^{\ell} \rightarrow \mathbb{R}$ be defined by $\eta(x)=2^{-\ell} \cdot \operatorname{PARITY}_{\ell}(x)$. Observe that $\eta$ has $\ell_{1}$-norm 1, has pure high degree $\ell$, and $\operatorname{sgn}(\eta(x))=\operatorname{sgn}\left(\operatorname{PARITY}_{\ell}(x)\right)$ for all $x \in\{-1,1\}^{\ell}$. Then Equation (19) implies that $\tau$ has $\ell_{1}$-norm 1, Equation (20) implies that $\tau:=\zeta \star \eta$ has pure high degree at least $(d / \log R) \cdot \ell \geq R$, and it follows from Equations (102) and (103) that

$$
\begin{equation*}
\operatorname{Pr}_{x \sim\left(\left(\{-1,1\}^{\ell}\right)^{a}\right)^{n}}\left[|\tau(x)|<2^{-R / 3} \cdot 2^{-\ell \cdot a \cdot n}\right] \leq 2^{-\Omega(R)} . \tag{104}
\end{equation*}
$$

Hence, we can apply Theorem 34 to the function $h=\mathrm{dSURJ} \circ \mathrm{AND}_{\log ^{2} n} \circ$ PARITY $\log ^{3} n$, which is defined on $\tilde{O}(n)$ variables, to obtain an $\mathrm{AC}^{0}$ function $F(x, y)$ that is also defined on $\tilde{O}(n)$ variables, such that $[F(x, y)]_{x, y}$ has sign-rank $\exp \left(\tilde{\Omega}\left(n^{1 / 2}\right)\right)$.

## C Justification for Expression (71)

All notation in this section the same as in the proof of Theorem 27. Let $F=f_{z} \circ \mathrm{AND}_{r} \circ \mathrm{OR}_{m}$. Recall that $\zeta=\Phi_{t} \star \gamma$, where $\gamma$ satisfies the following properties.

$$
\begin{equation*}
\|\gamma\|_{1}=1 . \tag{105}
\end{equation*}
$$

$\gamma$ has pure high degree at least $(d / 2) \cdot D^{\prime} \geq 1$.

$$
\begin{equation*}
\sum_{y \in\{-1,1\}^{z \cdot r \cdot m}} \gamma(y) \cdot F(y) \geq \varepsilon:=1-2^{-\Omega(d)} . \tag{107}
\end{equation*}
$$

Equation (106) implies that

$$
\begin{equation*}
\sum_{y: \operatorname{sgn}(\gamma(y))=1}|\gamma(y)|=\sum_{y: \operatorname{sgn}(\gamma(y))=-1}|\gamma(y)|=1 / 2 \tag{108}
\end{equation*}
$$

Let $E_{1}(\gamma, F)=\sum_{y: \gamma(y)>0 \text { and } F(y)<0}|\gamma(y)|$ and $E_{-1}(\gamma, F)=\sum_{y: \gamma(y)<0 \text { and } F(y)>0}|\gamma(y)|$. Combining Expressions (107) and (108) implies that $E_{1}(\gamma, F)$ and $E_{-1}(\gamma, F) \leq 2^{-\Omega(d)}$.

Let $\tau$ be the product distribution on $\left(\{-1,1\}^{z \cdot r \cdot m}\right)^{t}$ given by $\tau\left(x_{1}, \ldots, x_{t}\right)=\prod_{i=1}^{t}\left|\gamma\left(x_{i}\right)\right|$. Given a string $b=\left(b_{1}, \ldots, b_{t}\right) \in\{-1,1\}^{t}$, let $\tau_{b}$ be the distribution over $x \in\{-1,1\}^{t \cdot z \cdot r \cdot m}$ equal to $\tau$ conditioned on $\left(\ldots, \operatorname{sgn}\left(x_{i}\right), \ldots,\right)=b$. Equation (108) implies that when $x=\left(x_{1}, \ldots, x_{t}\right)$ is drawn from $\tau$, the string $\left(\ldots, \operatorname{sgn}\left(\gamma\left(x_{i}\right), \ldots\right)\right.$ is uniformly distributed in $\{-1,1\}^{t}$.

Moreover, for any given $b \in\{-1,1\}^{t}$, the following two random variables are identically distributed:

- The string $\left(\ldots, F\left(x_{i}\right), \ldots\right)$ when one chooses $\left(\ldots, x_{i}, \ldots\right)$ from the conditional distribution $\tau_{b}$.
- The string $\left(\ldots, \delta_{i} b_{i}, \ldots\right)$, where $\delta \in\{-1,1\}^{t}$ is a random string whose $i$ th bit independently takes on value -1 with probability $2 \sum_{x \in E_{b_{i}}}|\psi(x)|<2^{-\Omega(d)}$.

Thus,

$$
\begin{array}{r}
\sum_{x \in\{-1,1\}^{t \cdot z \cdot r \cdot m}} \zeta(x) \cdot \operatorname{GAPMAJ}\left(\ldots, F\left(x_{i}\right), \ldots\right)= \\
2^{t} \cdot \sum_{b \in\{-1,1\}^{t}} \Phi_{t}(b) \cdot \mathbb{E}_{x \sim \tau_{b}}\left[\operatorname{GAPMAJ}\left(\ldots, F\left(x_{i}\right), \ldots\right)\right] \\
=2^{t}\left(\frac{1}{2} \mathbb{E}_{x \sim \tau_{1_{t}}}\left[\operatorname{GAPMAJ}\left(\ldots, F\left(x_{i}\right), \ldots\right)\right]-\frac{1}{2} \mathbb{E}_{x \sim \tau_{-\mathbf{1}_{t}}}\left[\operatorname{GAPMAJ}\left(\ldots, F\left(x_{i}\right), \ldots\right)\right)\right. \\
=\frac{1}{2} \mathbb{E}_{\delta^{(1)}}[\operatorname{GAPMAJ} \\
\left.t\left(\delta_{1}^{(1)}, \ldots, \delta_{t}^{(1)}\right)\right]-\frac{1}{2} \mathbb{E}_{\delta^{(-1)}}\left[\operatorname{GAPMAJ}_{t}\left(-\delta_{1}^{(-1)}, \ldots,-\delta_{t}^{(-1)}\right)\right],
\end{array}
$$

where for $j \in\{-1,1\}, \delta^{(j)} \in\{-1,1\}^{t}$ is a random string whose $i$ th coordinate takes value -1 with probability $2 \sum_{x \in E_{j}}|\psi(x)|<2^{-\Omega(d)}$.

Note that $\mathbb{E}_{\delta^{(1)}}\left[\operatorname{GAPMAJ} J_{t}\left(\delta_{1}^{(1)}, \ldots, \delta_{t}^{(1)}\right)\right] \geq 1-2^{-\Omega(t d)}$ : since each bit of $\delta^{(1)}$ equals 1 with probability $1-2^{-\Omega(d)}$, the probability that more than $t / 3$ of the coordinates of $\delta^{(1)}$ are -1 is at most $\binom{t}{t / 3} \cdot 2^{-\Omega(t d)}=$ $2^{-\Omega(t d)}$. Similarly, $\mathbb{E}_{\delta(-1)}\left[\operatorname{GAPMAJ}_{t}\left(-\delta_{1}^{(-1)}, \ldots,-\delta_{t}^{(-1)}\right)\right] \leq-1+2^{-\Omega(t d)}$. We conclude that the correlation of $\zeta$ with GAPMAJ ${ }_{t} \circ F$ is at least $1-2^{-\Omega(t d)}$ as claimed.
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[^1]:    ${ }^{1}$ It is known that for any $d>0$, there are functions of threshold degree $d$ that cannot be approximated by degree $d$ polynomials to error better than $1-2^{-\tilde{\Omega}\left(n^{d}\right)}$ [Pod07], and this bound is tight [BVdW07]. Hence, threshold degree is also equivalent to the notion of $\varepsilon$-approximate degree for some value of $\varepsilon$ that is doubly-exponentially close to 1 .
    ${ }^{2} \mathrm{AC}^{0}$ is the class of all polynomial size Boolean circuits of constant depth.

[^2]:    ${ }^{3}$ As is standard, we associate -1 with logical TRUE and +1 with logical FALSE throughout.

[^3]:    ${ }^{4}$ The sign-rank of a matrix $M$ with entries in $\{ \pm 1\}$ is the least rank of a real matrix $M^{\prime}$ that agrees in sign with $M$ entry-wise.

[^4]:    ${ }^{5}$ This step was also used in the analysis of $\mathrm{SURJ}_{R, N}$ outlined in Section 3.2 above, where $G$ was the function $\mathrm{AND}_{R} \circ \mathrm{OR}_{N}$.

[^5]:    ${ }^{6}$ Prior works (e.g., [AS04,BKT18]) have also considered another natural definition of approximate degree for promise problems, that does require $p(x)$ to be bounded in magnitude outside of the domain $D$ on which $f$ is defined. For our purposes in this work, the definition that does not constrain $p$ on inputs outside of $D$ is most useful.

[^6]:    ${ }^{7}$ Our Lemma 22 follows directly from an intermediate calculation in the proof of Proposition 31 of [BKT18].

[^7]:    ${ }^{8}$ In prior related work $\left[\mathrm{BCH}^{+} 17\right]$, GAPMAJ referred to the promise function that equals 1 for all inputs $x$ of Hamming weight at most $n / 3$, equals -1 for all inputs $x$ of Hamming weight at least $2 n / 3$, and is undefined otherwise. In contrast, we use GAPMAJ to refer to any total function in $\mathrm{AC}^{0}$ that agrees with the partial function from $\left[\mathrm{BCH}^{+} 17\right]$ at all points in the partial function's domain.

[^8]:    ${ }^{9}$ Our definition of $\alpha$ specializes the definition in [She11b, Page 39] to our setting: our definition and the definition in [She11b, Page 39] coincide owing to the fact that (as established in [BT15, Theorem 1]) $\left(\Phi_{r} \star \psi\right)(y)<0 \Longrightarrow\left(\mathrm{AND}_{r} \circ \mathrm{OR}_{m}\right)(y)<0$.

[^9]:    ${ }^{10}$ [She11a, Theorem 7.3] is actually expressed in terms of the degree $d$ threshold weight of $f$, rather than the $\varepsilon$-approximate degree of $f$, but our lower bound on the $\varepsilon$-approximate degree of $f$ is easily seen to imply the lower bound on the degree $d$ threshold weight of $f$ required to apply [She11a, Theorem 7.3] (see, e.g., [BT15, Lemma 20]).

[^10]:    ${ }^{11}$ As in Footnote 10, Krause's result is expressed in terms of the degree $d$ threshold weight of $f$, rather than the $\varepsilon$-approximate degree of $f$, but our lower bound on the $\varepsilon$-approximate degree of $f$ is easily seen to imply the lower bound on the degree $d$ threshold weight of $f$ required to apply Krause's result (see, e.g., [BT15, Lemma 20]).

