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Abstract

We study the complexity of Boolean constraint satisfaction problems (CSPs) when the as-
signment must have Hamming weight in some congruence class modulo M, for various choices
of the modulus M. Due to the known classification of tractable Boolean CSPs, this mainly
reduces to the study of three cases: 2-SAT, HORN-SAT, and LIN-2 (linear equations mod 2). We
classify the moduli M for which these respective problems are polynomial time solvable, and
when they are not (assuming the ETH). Our study reveals that this modular constraint lends a
surprising richness to these classic, well-studied problems, with interesting broader connections
to complexity theory and coding theory. The HORN-SAT case is connected to the covering
complexity of polynomials representing the NAND function mod M. The LIN-2 case is tied to
the sparsity of polynomials representing the OR function mod M, which in turn has connections
to modular weight distribution properties of linear codes and locally decodable codes. In both
cases, the analysis of our algorithm as well as the hardness reduction rely on these polynomial
representations, highlighting an interesting algebraic common ground between hard cases for our
algorithms and the gadgets which show hardness. These new complexity measures of polynomial
representations merit further study.

The inspiration for our study comes from a recent work by Négele, Sudakov, and Zenklusen
on submodular minimization with a global congruence constraint. Our algorithm for HORN-SAT
has strong similarities to their algorithm, and in particular identical kind of set systems arise
in both cases. Our connection to polynomial representations leads to a simpler analysis of
such set systems, and also sheds light on (but does not resolve) the complexity of submodular
minimization with a congruency requirement modulo a composite M.
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1 Introduction

We study how the complexity of tractable cases of Boolean constraint satisfaction problems, namely
2-SAT, HORN-SAT and LIN-2 (linear equations over Fq), is affected when we seek a solution that
obeys a global modular constraint, such as Hamming weight being divisible by some modulus M.
As our work reveals, this seemingly simple twist lends a remarkable amount of richness to these
classic problems, raising new questions concerning polynomial representations of simple Boolean
functions that form the common meeting ground of both algorithmic and hardness results.

The inspiration for our study comes from a beautiful recent work on minimizing a submodular
function in the presence of a global modular constraint [NSZ18]. This framework captures questions
such as: Given a graph G, find the minimum cut one of whose sides has size divisible by 6. The
complexity of this basic question remains open. Surprisingly, the same combinatorial set system
that governed the complexity of the algorithms in [NSZ18] arises in our study of HORN-SAT with
a modular constraint. We connect such set systems to polynomial representations of the NAND
function, thereby shedding light on submodular minimization with a global constraint involving a
composite modulus, a case not handled by [NSZ18]. We describe this connection, as well as the
relation to integer programs of bounded modularity that partly motivated [NSZ18] in Section m

1.1 CSPs and modular CSPs

We now describe some of our other, intrinsic motivations to study the modular variant of constraint
satisfaction problems (CSPs). CSPs have a storied place in computational complexity, spurring
several of its most influential developments such as NP-completeness, Schaefer’s dichotomy the-
orem [Sch78|, the PCP theorem and the Unique Games conjecture (which together have led to
the very rich field of inapproximability), and the algebraic program for studying CSPs inspired by
the Feder-Vardi [F'V98] and crystallized by Bulatov, Jeavons and Krokhin [BJKO05], which recently
culminated in the resolution of the CSP dichotomy conjecture [Bull, [Zhul7].

One reason that CSPs receive so much attention is that the local nature of their constraints
offers just the right amount of structure to aid the development of novel algorithmic and hardness
techniques, which then often extend to more general settings. For instance, semidefinite program-
ming which was first used in approximating the Max-Cut CSP, has been one of the most influential
algorithmic tools in approximating a whole variety of problems. On the hardness side, the PCP the-
orem, which is a statement about hardness of approximating Max-CSP, in combination with clever
gadgets has led to inapproximability results for covering, packing, cut, routing, and other classes
of problems. Further, for the problem of satisfiability of CSPs, we have a precise understanding
of the interplay between mathematical structure and tractability: efficient algorithms exist iff the
problem admits non-trivial “polymorphisms” which are operations under which the solution space
is closed.

One enhancement to the CSP framework would be to impose some global constraint on the
solution. For example, one could impose a global cardinality constraint, such as an equal number
of 0’s and 1’s in the solution, or more generally a specified frequency for each value in the domain.
This global condition is quite strict, often making many tractable CSPs NP-complete once these
constraints are added. In fact, in the Boolean case the “hardest” problem that can be solved
in polynomial time is (weighted)graph 2-coloring (by doing a simple dynamic program on the
connected components) [CSS10].

In the case of approximating a 2-SAT instance with a balanced cardinality constraint (an equal
number of 0s and 1s), it is NP-hard to solve [GL16]. In fact, the authors show that it is NP-hard



to find an assignment satisfying a (1 — ¢g) fraction of clauses for some absolute constant g9 > 0.
Further, this inapproximability holds for 2-SAT instances with Horn clauses, and thus also implies
hardness of HORN-SAT with a balanced cardinality constraint.

This strictness of the constraints allowed for a full dichotomy (for any sized domain) to be proved
long before the Feder-Vardi dichotomy was resolved, as most problems become NP-hard [BM10].
Bulatov and Marx showed that the only tractable problems are those that are “non-crossing decom-
posable.” Although the formal definition is a bit technical, informally such problems need to both
be “convex” in that they are tractable in the second round of the Sherali-Adams hierarchy as well
as “linear” in that they are solvable using a variant of Gaussian elimination (c.f., [BKW17]). As
those two types of algorithms typically solve quite different problems (think 2-SAT versus 3-XOR),
the family of tractable cardinality CSPs is far less diverse than for “ordinary” CSPs.

The main focus of this work is to investigate CSPs with a much less strict global constraint,
which we refer to as a modular (or congruency) constraint. We will restrict ourselves to the Boolean
case in this work, and impose the requirement that the number of 1’s in the solution be congruent
to £ modulo M, for some integers ¢, M || We refer to this class of problems as (Boolean) Mod-CSPs.

Informally, it is easy to see that any such Mod-CSP is at least as hard as the corresponding local
CSP, as we can take a local CSP instance and add M dummy variables not part of any clauses, so
that the modular constraint is now trivially satisfiable. Conversely, these Mod-CSPs are at least
as easy (up to polynomial factors) as the corresponding cardinality problem, because we can brute
force the cardinality of 1s by trying all ¢; = ¢ mod M.

By Schaefer’s Boolean CSP dichotomy theorem [Sch7§]|, there are only three essentially different
non-trivial tractable cases of Boolean CSP: 2-SAT, HORN-SAT, and LIN-2. We thus study each
of these problems when we seek a solution of Hamming weight in some congruence class modulo
M, for a fixed M. (When M can grow with the input, these problems become NP-hard as one
can encode a global cardinality constraint [CSS10].) Our goal is to classify the cases which are
polynomial time solvable, as a function of M. In order to better appreciate the difficulty of this
endeavor, we encourage the reader to not peek ahead and write down a guess for each of the cases
listed in the table below. (Note that 2-SAT-MOD), refers to 2-SAT with the global constraint
modulo M, etc.)

Name Constraint types | M =3 | M =4 | M =6 | M =15

2-SAT-MOD zVy,x ="y
HORN-SAT-MOD, TNy — 2
LIN-2-MODy; | z@dy@dz=0o0r 1

Our work hinges on several connections which makes our investigation interesting beyond the
specific application to modular CSPs. The complexity of the problems (except 2-SAT-MOD,,) are
tied to the parameters of certain polynomial representations — lower bounds on such representa-
tions yields our algorithmic guarantees, and at the same the existence of efficient representations
implies hardness results. Thus the work illustrates an interesting duality between algorithms and
hardness as originating from the same object. The relevant complexity measures for polynomial
representations are novel and deserve further study. As the particular choice of complexity measure
for each problem seems closely linked to the underlying polymorphisms of the CSP, we hope that
initiating such a study could help bring together computational complexity theorists and specialists
in the algebraic theory of CSPs.

*Our actual setup is a bit more general, associating a weight from an abelian group for each variable-value pair,
and requiring that the sum of the weights equals some value.



The result for linear equations has interesting connections to coding theory, namely the extremal
dimension of binary linear codes whose codewords have modular restrictions on their weights (which
relates to concepts like doubly even codes that have been studied in coding theory), as well as to
locally decodable codes, via relationship between polynomial representations and matching vector
families and the Polynomial Freiman-Ruzsa (PFR) conjecture in additive combinatorics.

1.2 Our Results

We resolve the complexity of 2-SAT-MOD,;, HORN-SAT-MOD,,, and LIN-2-MOD j;, namely whether
it belongs to or is unlikely to be polynomial time solvable, for all modulim We will denote
by 2-SAT-MOD,(n) an instance of 2-SAT with n variables and a global constraint modulo M,
HORN-SAT-MOD/(n) and LIN-2-MOD,(n) are similarly defined.

Theorem 1.1 (Informal statement of main results). Suppose we have a single global modular
constraint with a fized modulus M.

1. 2-SAT-MOD;(n) is polytime solvable for all moduli M.

2. HORN-SAT-MOD;(n) is polytime solvable when the modulus M equals a prime power, and
assuming ETH, cannot be solved in no((ogn/loglogn)™ ) time when M has v distinct prime
factors.

3. LIN-2-MOD s (n) is randomized polytime solvable when the modulus M = 2‘p* for some odd
prime p and £ < 2, and assuming ETH, cannot be solved in ne((ogn/loglogn)™Y) yyben M has
r distinct odd prime factors. Further, assuming the Polynomial Freiman-Ruzsa conjecture,
there is an algorithm with runtime exp(Opr(n/logn)) for all MEI

The polynomial runtime grows like n®™) | and assuming ETH this cannot be improved to n°M/1log M)

for the case of HORN-SAT-MOD,; and LIN-2-MOD,;. Moreover, for the LIN-2-MQODy; problem,
the randomized polytime algorithms have quasipolynomial derandomizations.

For the one uncovered case of LIN-2-MOD;(n), when M = 2°p® for an odd prime p and £ > 2,
we give a quasi-polynomial time algorithm with runtime exp(Oj((logn) Zilfl)). We are not sure
if there should be a polynomial time algorithm also in this case.

The following table summarizes our results. We will assume M < cn for some sufficiently
small constant ¢ > 0. All the hardness results are assuming ETH. For simplicity, the results for
LIN-2-MODj; are only stated for odd M and the running times are for randomized algorithms, the
algorithm for general M is assuming PFR conjecture.

M is a prime power M has r distinct prime factors (r > 2)
Algorithm | Hardness Algorithm Hardness
2-SAT-MODy/(n) | nM+OWM) ] LM+O(1) ]
HORN-SAT-MOD(n) | nM+0M | () - exp (2 ()"
M+0O(1 Q DM n logn \"
LIN-2MODy (] | 00 | (m) | exp (Our (i) | o (9 ((spi)))

tUnfortunately, one uncovered case is LIN-2-MOD; for moduli M = 2p® for an odd prime p and £ > 3.
"We write A = O (B) or A < B to say that A < Cy B for some constant Cps > 0 which depends only on M
and not on any other parameters. A = Qu(B), A 2m B, A= om(B), A = wn(B) are similarly defined.



Extensions to multiple modular constraints. We also consider natural extensions of the three
problems, where we allow a small number of mod M constraints or the more general version where
we allow ¢ constraints with different moduli My, Ms, ..., My. Our algorithm our 2-SAT-MOD,,
is presented in this more general model. For HORN-SAT and LIN-2, we show that these general
versions can be reduced to the basic version with a single mod M constraint, without increasing
the size of the instance too much. For example we can reduce an instance of HORN-SAT over n
variables with ¢ constraints modulo M to an instance of HORN-SAT-MOD,; over n®(®) variables.
Note that once ¢ becomes linear in n, these problems are NP-hard, so an exponential dependence
in £ is necessary. A similar statement also holds for LIN-2 with multiple modular constraints.

Completing a classification of Boolean Mod-CSPs. Although HORN-SAT, LIN-2, and 2-SAT
are the most important CSPs that need to be analyzed, some additional care is needed to extend
these classifications to all Boolean CSPs. This work is done in Appendix [A] where we classify the
computational complexity. The main observation is to use a classification by Post [Pos41] of the
polymorphisms of Boolean CSPs. Using this classification, we can show that when M is a prime
power, the Mod-CSP problem is always either in RP or is NP-complete. On the other hand, when
M is divisible by distinct primes, the classification becomes a bit more difficult. The main difficulty
is that we have an upper bound for 2-SAT-MOD,;, but lower bounds on HORN-SAT-MOD;; and
LIN-2-MODj; (when M is divisible by distinct odd primes). Because of the confluence of lower
and upper bounds, there are some additional tractable cases that show up, which are similar in
structure to 2-SAT. See Section [A.4] for more details.

1.3 Our Techniques and Connections

We now give brief overviews of our approach to establish Theorem We discuss each of the
three constraint types in turn.

1.3.1 2-SAT-MOD,; and recursive methods

For 2-SAT-MODj;, our algorithm is recursive. The one key idea is that we work with a more general
form of modular constraint to make the recursion work, one that allows the Hamming weight to
belong to a subset S of congruence classes (rather than a single value). Standard methods, with
some care to update the modular constraint, allow us to reduce to the case when the “implication
graph” on the literals of the 2-SAT instance is a DAG. We then select a literal y with no outgoing
edge, and first set it to 1 (which doesn’t impact any other literal), and solve the 2-SAT instance on
the remaining variables with an updated modular constraint (that takes into account the setting
of y). If this succeeds, we can output this assignment and be done.

Otherwise we set y = 0, which forces all literals which have a path to y in the DAG also to 0.
We can update the modular constraint accordingly, but note that in the end we are allowed to flip
y to 1 and the 2-SAT instance will still be satisfied. While there is no need to do this for normal
2-SAT, this flip might allow us to satisfy the modular constraint. As a result, we allow the set S
of congruence classes in the recursive call to also include this possibility. This is the reason why
we need to work with the more general form of modular constraint. To implement this idea to run
in polynomial time is a bit subtle, as naively we could reduce an instance with n variables to two
instances with n — O(1) variables leading to exponential runtime. To avoid this pitfall, we track
the size of the allowed moduli S, and argue that if it doesn’t increase in the second recursive call

$For LIN-2-MOD), we are only stating the results for odd M and the algorithms are randomized. The running
time of the algorithm for non-prime-power M is conditioned on Polynomial Freiman-Ruzsa conjecture.



(one where we set y = 0), we can truncate that call and return no solution for that branch. This is
justified because any valid solution with y = 0 remains valid when y = 1, and the former is already
ruled out in the first call. The increase in |S| in one of the recursive calls implies a polynomially
bounded solution to the recurrence for the runtime, with exponent at most M — 1.

1.3.2 HORN-SAT-MOD,; and covering number of NAND mod M over {0,1} basis

Our algorithm and analysis for HORN-SAT-MODyy, i.e., HORN-SAT with a single global linear con-
straint modulo M, is very different from the 2-SAT case. An important property of the HORN-SAT
instance is that the set of solutions in intersection-closed. Given an instance ¥ of HORN-SAT
and a subset S of its variables, one can efficiently find the minimal solution among all solutions
of ¥ which set the variables of S to 1, this is called the FindMinimal(¥, S) routine. Now we run
FindMinimal (W, .S) on all subsets S upto a give size R and check if any of the outputs satisfy the
modular constraint. If none of them satisfy the modular constraint, we claim that ¥ has no solution
which satisfies the modular constraint. The running time of this R-round algorithm is nfi+OM) If
the R-round algorithm for HORN-SAT-MOD,, fails, then we show that it is because of a special
kind of obstruction. To describe these obstructions, we will need a few definitions.

Definition 1.2. A multilinear polynomial p(x1,...,xzq) is said to represent NANDy; mod M over
{0,1}7 4f it has integer coefficients and

(2) = 0 mod M ifzx=1
P # 0 mod M ifx e {0,1}¢\ {1}

where 1 is the all ones vector.

Definition 1.3 (Covering number). The covering number of a multilinear polynomial p(x), denoted
by cov(p), is the minimum number of monomials of p one can choose such that every variable that
appears in p appears in one of them.

Note that the covering number is the minimum set cover of the family of subsets of variables
given by the monomials. An obstruction for the R-round algorithm to solve HORN-SAT-MOD ,(n)
correctly is a polynomial p which represents NAND mod M with at most n + 1 monomials and
cov(p) > R. Therefore we have the following proposition.

Proposition 1.4. If every polynomial p which represents NAND mod M over {0,1} basis with n+1
monomials has cov(p) < R(n), then there exists an n'+OW) _time algorithm for HORN-SAT-MOD s (n).

When M is a prime power. In this case, we can show that any polynomial which represents
NAND mod M should have covering number at most M — 1. Note that this bound is independent
of the number of monomials in the polynomial. This implies that our algorithm with R = M — 1
rounds solves HORN-SAT-MOD,(n) correctly.

When M has r > 2 distinct prime factors. In this case, it turns out that there are obstructions
for any constant round algorithm. More precisely, there are polynomials which represent NAND
mod M with n monomials, but their covering number is 2 ((logn/loglogn)™!). Such polynomials
can be obtained from polynomials of degree O(d'/") which represent NAND; mod M constructed
by Barrington, Beigel and Rudich [BBR94]. This implies that the R-round algorithm will not work if
we choose R = o ((logn/loglogn)"!). This by itself does not show hardness of HORN-SAT-MOD,,
it just shows that our algorithm doesn’t work with constant rounds. But it turns out that we can



use low-degree polynomial representations of NAND mod M directly as a gadget to reduce 3-SAT
to HORN-SAT-MOD; without blowing up the size too much. More precisely, we show the following
hardness result.

Proposition 1.5. Suppose there exists a polynomial which represents NAND; mod M over {0, 1}d
with degree A. Assuming ETH, HORN-SAT-MOD;(n) requires 2 time for somen = (ed/A)OA).

Using the upper bound A = O(d'/") from [BBR94], we get exp (Qas((logn/loglogn)™)) time
ETH-hardness for HORN-SAT-MOD(n). Better upper bounds on A lead to better hardness results.
The best known lower bound on A is Qs ((log d)l/(’”*l)) due to Barrington and Tardos [TB9S].
If there is a polynomial whose degree matches this lower bound, then assuming ETH, we can get
exp (exp ((log n)l_l/’"» hardness for HORN-SAT-MOD (n).

What about sub-exponential time algorithms? We conjecture that the covering number of any
polynomial which represents NAND mod M with n monomials should be n°™ @ for any fixed M. If
true, this would imply an exp(n®™())-time algorithm for HORN-SAT-MOD ;(n). We give evidence
towards our conjecture by showing that the fractional covering number (which is an LP relaxation
of covering number) of any such polynomial is indeed n° @,

1.3.3 LIN-2-MOD,, and sparsity of the OR mod M over {—1,1} basis

The algorithm and analysis for LIN-2-MOD; has strong similarities to the analysis for HORN-SAT-MOD ;.
The algorithm is quite simple to state: sample T" uniformly random solutions to the linear system
over o and check if any of them satisfy the modular constraint.

To analyze how many samples 1" to check so that the algorithm is correct with high probability,
we need to prove that for any d-dimensional affine subspace of Fy, there are either 0 points in
this space satisfying the modular constraint or there are at least 2¢/f(n, M) such points. Then
T = O(f(n,M)) samples would suffice. By a simple reduction, it suffices to bound the maximal
dimension D(n, M) such that a D-dimensional affine subspace of Fy has ezactly one element whose
Hamming weight is ¢ mod M for some a. Quantitatively, we show that f(n, M) < O(2P(™).
In other words, the obstructions for our algorithm are large affine subspaces which have exactly
one point which satisfies a linear constraint modulo M. When M is a power of 2, we prove that
D(n, M) < M — 1. For M = 2°M’ for some odd M’ > 3, we can get upper bounds on D(n, M)
from upper bounds on D(n, M"). So we can only focus on odd M. The obstructions for odd M can
be represented using polynomials like we did in the HORN-SAT-MOD ), case.

Definition 1.6. A polynomial p(x1,...,xq) is said to represent OR; mod M over {—1, 1}d if it
has integer coefficients and

(z) = 0 mod M ifz=1
PPN 0 mod M if e € {—1,1}9\ {1}

where 1 is the all ones vector.

The existence of a d-dimensional affine subspace of I} with exactly one point satisfying the
mod M constraint is equivalent to an (n + 1)-sparse polynomial representation of OR; mod M
over {—1,1}¢. Thus, lower bounds on the sparsity of representations of OR mod M in the {—1,1}
basis imply upper bounds on D(n, M) and the runtime of our randomized algorithm. More precisely,
we have the following proposition.



Proposition 1.7. Let M be odd, if there is no polynomial which represents OR; mod M over
{-1, 1}d with at most n 4+ 1 monomials, then there exists a O(2dno(1)) time randomized algorithm
for LIN-2-MOD s (n).

Connections to circuit complexity and locally decodable codes. Note that an s-sparse
polynomial which represents OR; mod M over {—1,1}¢ is equivalent to a two layer MOD 3, o MOD,
circuit which computes OR over {0,1}¢ with s MODs-gates at the bottom level connected to a
MOD,; gate at the topm Circuits made up of such MOD gates are extensively studied in circuit
lower bounds [CGPTO06, [CW09]. An s-sparse polynomial representation of OR; mod M over
{—1,1}? can be used to construct a matching vector family (MVF) of size 2¢ over (Z/MZ)*. MVFs
of large size and small dimension can be used to construct good locally decodable codes (LDCs)
and private information retrieval (PIR) schemes [Yek08, [Efr12, IDGY11 [DGI16]. So lower bounds
for LDCs or upper bounds on the size of MVFs imply lower bounds on the sparsity of polynomials
which represent OR; mod M over {—1,1}¢. Concretely, superpolynomial lower bounds for the
length of constant-query LDCs would imply 2°") time algorithms for LIN-2-MOD y;(n) when M is
any constant; we find this connection quite surprising!

When M is an odd prime power. In this case, we can show that the sparsity of a polynomial
which represents OR; mod M over {—1,1}¢ is at least 2¢/(M=1) which is nearly tight. In other
words, D(n, M) < (M — 1)logn. This immediately implies a n™+O0)_time randomized algorithm
for LIN-2-MOD ;.

When M has r > 2 odd prime factors. The results of [BBR94] imply that there exist degree
O(d"") polynomials which represent OR; mod M over {—1,1}%, therefore they have at most
n = exp (O(dl/’” log d)) monomials. In other words, D(n, M) 2 (logn/loglogn)". Thus there are
obstructions for our algorithm to run in polynomial time. This by itself does not show hardness.
But, similar to the HORN-SAT-MOD,; case, we can directly use low-degree polynomials which
represent OR; mod M over {—1,1}¢ to reduce 3-SAT to LIN-2-MOD,; without increasing the size
too much.

Proposition 1.8. Suppose there exists a polynomial of degree A which represents OR; mod M
over {—1,1}%. Assuming ETH, LIN-2-MOD(n) takes 2U9 time for some n = (ed/A)OA),

Using the upper bound A = O(d"/") from [BBR94], we get exp (Qas((logn/loglogn))) time
ETH-hardness for LIN-2-MOD,(n). Better upper bounds on A lead to better hardness results.
The best known lower bound on A is ((log d)l/("*l)) due to Barrington and Tardos [TB9S].
If there is a polynomial whose degree matches this lower bound, then assuming ETH, we can get
exp (exp ((log n)l_l/”»—time hardness for LIN-2-MOD (n).

What about subexponential time algorithms? Unfortunately, we do not know any unconditional
superlinear (i.e. w(d)) lower bounds on the sparsity of polynomials which represent OR; mod M
over {—1,1}%. Such a lower bound would imply 2°("-time algorithms for LIN-2-MOD;(n) for any
constant M. But using the connection to MVFs, and an upper bound on the size of MVFES due
to [BDL14] assuming Polynomial Freiman-Ruzsa (PFR) conjecture from additive combinatorics,
we can conclude that the sparsity of a polynomial representing OR; mod M over {—1, 1}d is at
least Q57(d log d) under the same conjecture. This implies an exp(Oys(n/logn))-time algorithm for
LIN-2-MOD/(n) assuming the PFR conjecture.

YHere a MOD ;s gate outputs 0 if the number of 1-inputs is a multiple of M and outputs 1 otherwise.



1.3.4 Connections to submodular minimization and integer programming.

A classic result in combinatorial optimization is that integer linear programs which have a totally
unimodular constraint matrix, i.e., every square submatrix has determinant in {—1,0,1}, can be
solved in polynomial time. This is because the vertices of the feasible polytope of such a constraint
matrix are integral. Recently this result has been extended to totally bimodular constraint matrices,
where every square submatrix has determinant in {—2,—1,0,1,2} [AWZ17]. Such results have
inspired a conjecture that any integer program for which every square submatrix has determinant
bounded in absolute value by M, can be solved in n () time.

A recent paper by Négele, Sudakov and Zenklusen [NSZI§| tries to lay the groundwork for
proving this conjecture by considering a special case. This special case is finding the minimum cut in
a directed graph such that the number of vertices on one side of the cut satisfies a modular condition
modulo M. As cut functions of directed graphs are submodular, they generalized this question to
the following algorithmic problem, denoted by SUBMOD-MIN-MODj;(n): Given a, M, minimize
a submodular function f : {0,1}" — Z (given oracle access) over all x such that > ;z; = a
mod M

Our algorithm for HORN-SAT-MOD), is actually inspired by the algorithm from [NSZI§| for
SUBMOD-MIN-MOD;(n). They show that the only obstructions to their R-round algorithm to
work correctly are certain set families they called (M, R, d)-systems. They then showed that when
M is a prime power, (M, M — 1,d)-systems do not exist for any d. This implies an nOM)_time
algorithm for SUBMOD-MIN-MODj; when M is a prime power. They asked if a polynomial time
algorithm exists for SUBMOD-MIN-MODj;; when M has multiple prime factors.

We observe that (M, R, d)-systems are equivalent to polynomial representations of NAND mod M
over {0, 1} basis with d monomials and covering number greater than R. Thus the obstructions for
their algorithm for SUBMOD-MIN-MOD,; and our algorithm for HORN-SAT-MOD,; are exactly
the same! Thus we can give a simpler proof of their result for prime power M, and also throw
new light on SUBMOD-MIN-MODj;; when M has multiple prime factors. In particular, if M has r
distinct prime factors, this implies that there are obstructions for their R-round algorithm to work
for SUBMOD-MIN-MOD,,(n) for R = oy ((logn/loglogn)™~1). This answers an open question
from their paper and explains why they couldn’t extend their algorithm for any constant M. If
true, our conjecture that the covering number of a polynomial which represents NAND mod M
with n monomials is n°¥(1) | implies an exp(n® () time algorithm for SUBMOD-MIN-MOD, for
any M. We also make a conjecture about the existence of certain submodular functions, which
would allow us to prove superpolynomial ETH-hardness results for SUBMOD-MIN-MOD,; when
M has multiple prime factors. It would be interesting if our methods have any implications for
hardness of solving integer linear programs with bounded-minor constraint matrices, our results
suggest that something different can happen at M = 6.

1.4 Future directions

Given that our work is the first to study the effect of global modular constraints on the tractability
of CSPs, and our results unearth a rich picture rife with interesting connections to many central
topics such as algebraic complexity measures of Boolean functions, coding theory, and combinatorial
optimization, there are naturally many questions and directions for future work. We list a few below.

IA function f : {0,1}" — Z is called submodular if for all z,y € {0,1}", f(z)+ f(y) > f(zVy)+ f(x Ay), where
V and A are bitwise OR and AND.



e Our work raises some intriguing new questions about polynomial representations modulo a
composite number M. Can one prove an unconditional non-trivial (i.e, w(d)) lower bound
on the sparsity of polynomial representing OR; mod M over the {1,—1}-basis? Can one
construct polynomial representations that are sparser than what is obtainable by simply
appealing to the best known low-degree representations?

For the covering complexity measure for polynomials representing NAND mod M over the
{0, 1} basis with n monomials, can we prove an upper bound of n° (1) (Conjecture? This
would imply a sub-exponential time algorithm for HORN-SAT-MOD ;; and SUBMOD-MIN-MOD
via our connections.

e The analysis of our algorithms for LIN-2-MOD,; and HORN-SAT-MOD,, use the sparsity and
covering complexity of appropriate polynomial representations. On the other hand, our hard-
ness results for these problems use the degree measure of these polynomials. Can one prove
that sparsity and covering complexity directly dictate hardness as well? This would complete
a very pleasing picture by giving matching algorithmic and hardness results and tying the
complexity to some complexity parameter associated with polynomial representations.

e Can one show hardness of submodular minimization with a global mod 6 constraint? Con-
structing certain submodular functions as described in Conjecture would imply such
a hardness result. What about hardness of solving integer linear programs with bounded
minors?

e Of the major cases for our classification of Boolean CSPs, 2-SAT-MOD, is special in that its
complexity is not tied to the complexity of certain polynomial representations. Given that
the polynomials representations which play a role for HORN-SAT-MODj; and LIN-2-MOD,
are very closely related to the polymorphisms of HORN-SAT and LIN-2, AND and XOR re-
spectively, how does the MAJ polymorphisms of 2-SAT play a role in the tractability of
2-SAT-MOD;? Understanding this would give us clues about how to generalize our results
to CSPs over larger domains.

e Furthermore, 2-SAT-MOD), is also the only case in which we lack a lower bound of the form
Q(nf(), for some nontrivial function of f. Could it be that 2-SAT-MOD  is fixed-parameter
tractable? For instance, does there exist a 2Mn©M) algorithm? We note that the dependence
on M cannot be polynomial (unless P = NP), as setting M greater than n would solve 2-SAT
with a global cardinality constraint, which is NP-complete.

e How do Mod-CSPs behave on a non-Boolean domain? Even for a domain of size three, the
classification of ordinary CSPs is much more complex [Bul06]. As such, in order for such a
program to be carried out, one needs to better understand the interplay between the global
modular constraints and the polymorphisms of these CSPs. In particular, how do notions like
cores, bounded width, identities, etc., interplay with the modular constraints? See [BKW17]
for definitions of these terms.

o What other interesting global constraints can we impose on CSPs like 2-SAT, HORN-SAT, LIN-2,
while still keeping them tractable? What happens if we add a global constraint over a non-
abelian group i.e. a global constraint of the form []}; ¢/* = go for some go,91,...,9, € G
where G is a non-abelian group.

1.5 Organization

In Section 2] we formally define what a Mod-CSP is as well as state some basic facts about polynomi-
als. In Section [3] we study HORN-SAT-MOD ;. In Section [ we study LIN-2-MOD ;. In Section [3]



we prove our algorithmic results for 2-SAT-MOD ;. In Section[A] we show how the results for these
individual problems imply some dichotomy-type results for general Boolean Mod-CSPs.

2 Preliminaries

In this section, we give standard definitions of (local) CSPs as well as a formal definition of Mod-
CSPs.

2.1 CSP basics

The type of CSP we study depends on a few parameters. The number of variables is often denoted
by n and the variables are written as x1,...,2,. The number of constraints is denote by m.
Although the number of constraints in an instance tends to oo and n — oo, there are only finitely
many types of constraints, which are specified by the template I'. To specify the structure of
the template, we have a signature o = (I, arity), where I is an index set of the constraints, and
arity : I — N gives the arity of each constraint, how many variables it takes as arguments. We
formally define the template as follows.

Definition 2.1. A template with signature o over domain D is an ordered tuple I' = (C; C D¥ Wi |
iel).

For this template, we say that a CSP over I' is a formula ¥ over variables z1,...,z, which is a
CNF of constraints from I'. That is,

m

U(z1,...,2,) = /\ Cf(i)(sznl’ T ’xji»a”wf(zd)
i=1

for some f : [m] — I. Note that variables need not be distinct.From this, we can define the
corresponding computational problem.

Definition 2.2. The decision problem CSP(T') asks, given an instance U does there exist a solution?

The following are a few concrete examples of tractable I' in the Boolean domain (D = {0,1}).

e 2-SAT can be encoded by T'psat = {C C {0,1}? : |C| = 3}. There are several efficient
algorithms for 2-SAT (e.g., [Kro67, BKW17]).

e LIN-2 can be encoded by I'\iy.2 = {{(z,9,2) : 2 @yDz =a} : a € {0,1}}, where @ is addition
modulo 2. LIN-2 can be solved in polynomial time using Gaussian elimination.

e HORN-SAT is encoded by I'norn-sat = {{(z,y,2) : Ay — 2z}, {(0)},{(1)}}. HORN-SAT can
be solved in polynomial time using a deduce-and-propagate style of algorithm.
Despite the apparent simplicity of the constraint, I'yorn.sat is P-complete [CN10].

e DUAL-HORN-SAT is encoded by I'pyaL-Horn-saT = {{(z,y,2) : = — y Vv z},{(0)}, {(1)}}.

Note that ¥(x) is a DUAL-HORN-SAT formula if and only if ¥/(z) = ¥(—z) is a HORN-SAT
formula.

As previously mentioned, the computational complexity of any such I' has been classified by
the algebraic dichotomy theorem [Bull7, Zhul7]. In the Boolean case, this is known as Schaefer’s
theorem.
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Theorem 2.3 ([Sch78|). Let I' be a Boolean CSP template. Then, either CSP(I") is NP-complete
or one of the following tractable cases. In the last four cases below, V(x) is true if and only if
U (x,y) is true some y and V' can be constructed in polynomial time.

1. For all ¥(x) € CSP(I'), =

(0,...,0) is a solution.

For all ¥(x) € CSP(T"), =z = (1,...,1) is a solution.

x) € CSP(TI), there is a formula V'(x,y) € CSP(T'osaT).

GvoB o e

For all ¥(x) € CSP(I"), there is a formula ¥’ € CSP

'HORN-SAT)-

(
(

For all ¥(
(
( T,y
(

) (')
) ()
) () (z,9) (
For all U(x) € CSP(T), there is a formula ¥'(z,y) € CSP(T'Lin-2)-
) () (z,y) (
) () (z,y) (

6. For all ¥(x) € CSP(T), there is a formula V'(x,y) € CSP(I'byAL-HORN-SAT)

Note that the first two cases are rather superficial and case 6 (DUAL-HORN-SAT) is equivalent
to HORN-SAT up to a global negation of the variables. As such, 2-SAT, LIN-2, and HORN-SAT will
be the focus of our study.

2.2 Mod-CSPs

With CSPs formally defined, it is now easy to state what a Mod-CSP is. To assist the reader, we
give multiple definitions of a Mod-CSP, each with an increasing level of generality.

Definition 2.4. LetT' be a template over the domain {0,1}. Let M > 2 be an integer. An instance
of MOD-CSP(T', M) consists of an instance ¥(z1,...,x,) of CSP(I') with an additional constraint,

r1+x0+--+x,=0a mod M
for some integer a.

The only structure of arithmetic modulo M we are using is that Z/MZ (the integers modulo
M) is an abelian group and that {0, 1} has a “natural” inclusion in Z/MZ. We generalize both of
these aspects in the next definition.

Definition 2.5. Let T be a template over a domain D. Let (G,+,0) be an abelian group. An
instance of MOD-CSP(I', G) consists of an instance ¥(x1,...,x,) of CSP(I') and an additional
constraint

gl<x1) +-+ gn(xn) =a

for some a € G and arbitrary maps g1,...,9n : D — G.

Remark 2.6. When I is a Boolean template, MOD-CSP(I", M) and MOD-CSP(I",Z/MZ) are sub-
tlely different because MOD-CSP(T', Z/MZ) allows for weighted instances. Even so, these problems
are polynomial-time equivalent as long as we make the mild, standard (e.g., [BKW17]) assumption
that we allow equality of variables because we can simulate the term i;(x;) by having i;(1) — i;(0)
copies of x; all set equal to each other and subtracting i;(0) from a to account for the additive shift.
Equality can be built as a gadget in 2-SAT, LIN-2, and HORN-SAT, so this assumption does not
hurt our algorithmic or hardness results for those problems.
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In this paper, G is always finite, and unless otherwise specified the cardinality of G is indepen-
dent of the number of variables in the instance. By the classification of finite abelian groups, G is
a subgroup of (Z/MZ)* for some positive integer M and k. Therefore MOD-CSP(T', G) can then
be written as an instance of CSP(T") along with a system of k weighted equations modulo M. This
is the perspective used in Sections [3 and [4

For completeness, we also define a “list” version of Mod-CSPs, whether the modular constraint
need not be an equality but rather an inclusion in a set of elements. Note that the list version can be
reduced to the equality version by a brute force search over every element of the list. This version
will only be used in the 2-SAT analysis in Section [p] and in the hardness analysis in Section [A]

Definition 2.7. Let T' be a template over domain D. Let (G,+) be an abelian group and let S C G
be nonempty. An instance of MOD-CSP(T', G, S) consists of an instance U of CSP(T") over variables
T1,...,Ty with a single additional constraint

g1(x1) + -+ gn(xy) € S,

for some choice of maps g1,...,9n : D — G.

2.3 Lucas theorem and other polynomial preliminaries

We will collect some useful lemmas about polynomial representations of modular constraints. The
reader may skip these and come back when needed.

Lemma 2.8 (Lucas’s theorem). Let p be a prime and let a,b be non-negative integers with base p
expansions given by a = ag+a1p+asp®+... and b = by+bip+bap®+... for some 0 < a;,b; < p—1.

Then
a a;
= H ! mod p
<b> i>0 <bl>

where (') = mm=b)..m=(n=1) for 1 > 0 and (o) =1 for all m.

n!

Denote by sj(z) the k" elementary symmetric polynomial given by sy () = D iy <ip<o<iy, Tit Tig « - - Tig -

Lemma 2.9. Let p be some prime, £ > 1 and 0 < a < p® — 1 be integers. Let a = a9+ a12+--- +
ag—1p° be the base p expansion of a. Then for every x € {0,1}",

Ham(z) =a mod p’ < spr(w) =a; VOt <Ll—1.

Proof. Let Ham(z) = bg + bip + bop? + ... be the binary expansion of Ham(z). Ham(z) = a

mod p® iff a; = b; for all 0 < t < £ — 1. By Lemma [2.8 (Hagl(gﬁ)) = (bf) = b; mod p. Note that

(Ha;qt(x)) = sgt(z). Thus Ham(z) = a mod p* iff s,:(2) = a; for every 0 <t < ¢ — 1. O

Lemma 2.10. Let p be some prime. For every £ > 1 and 0 < a < p* — 1, there exists a degree
p* — 1 polynomial ¢y 4 € Fylz1,..., 2] such that for every x € {0,1}",

0 ifHam(z) =a mod p’

$ra(z) mod p= {1 if Ham(z) # a  mod p’.
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Proof. Let a = ag4a1p+-- -+ ag_1p"~! be the base p expansion of a. By Lemma and Fermat’s

little theorem,
/—1

dra(@) =1= T (1 - (@ — spe(@)"™)
t=0
is the required polynomial of degree (p — 1)(14+p+---4+p 1) =pf — 1. ]

Lemma 2.11 (DeMillo-Lipton-Schwartz-Zippel Lemma). Let f € Falxy,...,z,] be a degree r
polynomial and let xo € Fy be some fized point. Then

Pr [7(2) = f(0)] > 5

z€Ffy

where the probability is over a uniformly random point x € Fy.

3 HORN-SAT-MOD,,

Consider a Boolean CSP on variables x1,...,x, with three kinds of constraints: z; = 0, x; = 1,
or z;, V -, V.-V -x;, =1 (with only the first variable not negated Such a CSP is known
as HORN-SAT. Fix an instance ¥ of HORN-SAT and let F C {0,1}" be the family of solutions.
Think of each vector v € {0,1}" as the set {i : v; = 1}, so F is viewed as a family of subsets of [n].
The important property of HORN-SAT is that F is an intersecting family: A, B € F implies that
ANBEeF. @ In essence, HORN-SAT is a white-box model for studying intersecting families.

Definition 3.1. HORN-SAT-MOD;(n) is the following algorithmic problem: Given an instance
of HORN-SAT on n variables x1,xa, ..., x, along with a modular constraint ), a;x; = ag mod M,
decide if there is a solution in x € {0, 1}".

In this section, we will present an algorithm for HORN-SAT-MOD,; and analyze its running
time.

3.1 Algorithm for HORN-SAT-MOD,,

Fix an instance ¥ of HORN-SAT and let F C {0,1}" be the family of solutions. The algorithm
FindMinimal shows that given any A C [n], we can efficiently find the unique minimal B € F such
that B D A. Note that the uniqueness of B follows from the intersection-closed property of F.

Note that FindMinimal will converge in n rounds, because in each round the Hamming weight
of y will strictly increase. We are now ready to present our algorithm for HORN-SAT-MOD,,.
Our algorithm uses this FindMinimal routine, and is directly inspired by the algorithm in Négle,
Sudakov, and Zenklusen [NSZI§| for submodular minimization with modular constraints. Wlog,
we can assume that the coefficients a1,...,a, = 1 in the modular constraint. This is because, we
can create a; copies of variable x; with equality constraints among these copies. And equality can
be implement using HORN-SAT clauses as: a = b iff a — b and b — a. This will increase the
variables by a factor of M. For a bit vector = € {0,1}", Ham(z) denotes the Hamming weight of z
i.e. number of 1’s in x.

**This is equivalent to zij, A -+ A X, — X4, -
" This is equivalent to HORN-SAT having AND> as a polymorphism.
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Algorithm 3.1 Algorithm FindMinimal
e Input: Instance ¥ of HORN-SAT, = € {0,1}".

e Output: y € {0,1}" with y > «, y satisfies ¥, and y minimal.
e FindMinimal(z)

1. Set y « =x.

2. While y does not satisfy ¥,
(a) Find a clause C(yi,, . ..v;,) which fails.
(b) Find the minimal z > y which satisfies C'
(¢) If z does not exist, return NO-SOLUTION.
(d) Set y < .

3. Return y.

Algorithm 3.2 Algorithm for HORN-SAT-MOD(n) with R rounds

e Input: instance ¥ of HORN-SAT with a global constraint > z; = r mod M.
e Output: either a solution = € {0,1}" or NO-SOLUTION.
e Method:

1. For all z € {0,1}" with Ham(z) < R, test if FindMinimal(z) returns a satisfying assign-
ment.

2. Else, return NO-SOLUTION.

We will relate the number of rounds needed in Algorithm to certain combinatorial families
called (M, r,d)-systems.

Definition 3.2 ([NSZI8]). A collection of subsets F C 29 is called an (M, r,d)-system if

1. F is closed under intersections i.e. if F,G € F then FNG € F.

2. For every F' € F, |F|# d mod M.
3. For every subset S C [d] of size at most r, there exists an F' € F which contains it.

Proposition 3.3. If Algom'thm with R rounds fails on some instance of HORN-SAT-MOD /(n)
then there exists an (M, R, d)-system for some d < n.

Proof. Let ¥ be some HORN-SAT-MOD ;(n) instance on which the algorithm with R rounds fails
to find a solution even though one exists. Let F be the set of solutions of the HORN-SAT instance
in U without the modulo M constraint, F is an intersection-closed family. Let A be a minimal
solution for ¥ that obeys the modular constraint. Therefore FindMinimal(B) C A for all B C A
with |B| < R. Consider the family F4 = {B: B C A, B € F}. We claim that # = F4\ {A} is a
(M, R, |Al)-system.
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1. H is a intersecting family since F4 is an intersecting family whose universe is A.

2. |H| #|A| mod M for all H € H as A is a minimal solution to .

3. Finally for all S C A with |S| < R, there is H € H with S C H because FindMinimal(S) € H.
(|

The following proposition from [NSZ18§| gives bounds on (M, R, d)-systems when M is a prime
power.

Proposition 3.4 ([NSZ18|). Let M be a prime power. Then there does not exist an (M, R,d)-
system with R > M — 1 for any d.

We will give a simpler proof of the above proposition in Section by a connection to polyno-
mials representing NAND mod M over {0, 1} basis. Combining Propositions and we have
the following corollary.

Corollary 3.5. Let M be a prime power. Then Algorithm with R = M — 1 rounds solves
HORN-SAT-MOD s (n) correctly.

When M is has multiple prime factors, we show that HORN-SAT-MOD; cannot be solved in
polynomial time assuming ETH. But we believe that for any fixed M, Algorithm with R = n°(®)
rounds should solve HORN-SAT-MOD ;. We make a conjecture about polynomial representations
of NAND mod M in Section (Conjecture which would imply this.

Proposition 3.6. Conjecture implies that Algorithm with R = OM(nO(l)) rounds solves
HORN-SAT-MOD;(n) correctly for any M.

3.2 HORN-SAT-MOD,; with multiple modular constraints

A natural extension of HORN-SAT-MOD ), is to allow k linear equations modulo M, which we will
denote by HORN-SAT-MOD, ;.. We can show that our algorithm and its analysis can be naturally
extended to show that HORN-SAT-MOD,, (1) can be solved in time n*(M=D+00) when M is
a prime power. Note that once k becomes linear in n, HORN-SAT-MOD;; becomes NP-hard
for any M > 2, thus exponential dependence in k is necessary. A further generalization is to
allow a bounded number of linear equations modulo different M’s. A clean way to capture all these
generalizations is to look at HORN-SAT & which is a HORN-SAT instance along with a linear equation
with coefficients from some finite abelian group G. This is because having k equations modulo
My, My, ..., M, is equivalent to a single equation over G = Z/M7Z X 7/ MZ X --- x Z/MyZ. Our
algorithm and its analysis for HORN-SAT-MODj; can be extended easily to work for HORN-SAT ¢
for any finite abelian group. This is because any finite abelian group is a product of cyclic groups.

Fact 3.7 (Structure theorem of finite abelian groups). Any finite abelian group G is a finite product
of cyclic groups of prime power order i.e. G = []; Z/pfiZ for some prime numbers p; (which may
not be distinct) and k; > 1.

Instead of redoing everything for general groups, in the rest of this subsection we will reduce
any instance of HORN-SAT for any finite abelian group to a instance of HORN-SAT 57 which is
the same as HORN-SAT-MOD,; without increasing the size too much.

We will need the following lemma which shows how to convert a linear equation modulo a prime
power to a polynomial equation modulo a prime.
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Lemma 3.8. Let p be any prime and k > 1. Let ag,ay,...,a, € {0,1,... ,pF— 1} be some integers.
Then there exists a polynomial f(x1,...,xy,) of degree p* — 1 such that for every = € {0,1}",

0 modp if > i ;aixi=ay mod pF
flz) = { '

1 mod p if S0 a;z; # ag mod p* '

Proof. Let & be the vector where each x; appears with multiplicity a;. Then > I ; a;x; = Ham(Z).
By Lemma there exists a polynomial ¢(y) of degree p¥ — 1 such that for every bit vector y,

oly) = 0 mod p if Ham(y) = ap mod p*
v= 1 mod p if Ham(y) # ag mod pF

Therefore f(x) = ¢(Z) is the required polynomial. O

Proposition 3.9. Let ¥ be an instance of HORN-SATg(n) for some finite abelian group. Let
G = G1 X Gg X -+ X Gy where each G; = []; Z/pf“Z for some distinct primes p1,p2,...,Pt.
Let M = H§:1 pi and d = max;c[g (Zj(pf“ — 1)) Then we can construct an instance V' of

HORN-SAT-MOD ;(N) where N = (Z,;) in poly(N) time such that V is satisfiable iff O’ is satisfi-
able.

Proof. We have a constraint of the form > ), gezy = go for some gg,g1,...,9, € G. This is
equivalent to a set of conditions of the form }j_; ayxy = ap mod pfij for each cyclic component in
G. By Lemma there exists a polynomial f;j;(z) of degree pf“ —1 such that for every x € {0, 1}",

fis() 0 modpif > a;x; =a9 mod pfij
iJ $ = ...
Y 1 mod pif Y 1" aizi # a9 mod pf”

Let fi(x) = 1 —T[I; (1 = fij(x)). The degree of f; is d; = Zj(pf” —1). For every z € {0,1}",
>igixi = go in G iff Vi € [t] fi(xr) = 0 mod p;. We can combine the ¢ polynomial conditions
fi(x) = 0 mod p; for i € [t] into a single polynomial condition f(x) = 0 mod M by Chinese
remainder theorem. The degree of f is d = max;c[y d;.

U’ will have N = ( g d) variables corresponding to monomials of degree at most d in the variables
T1,...,T, le. for every monomial [;cq; with |S| < d, we create a variable yg in W', Intuitively
we would want ys = [[;cg®;- To impose this, we will add HORN-SAT constraints of the form
ys = y; for each 7 € S and Nicsy; = ys. We will set y, = 1. We will also add all the original
HORN-SAT constraints of ¥ into W’ by replacing xjs with yis. Let f(2) = 3 |g<qbs [L;es @i for
some integer coefficients bg. We will impose the modular constraint g <qbsys = 0 mod M to
U/, Now it is clear that W’ is satisfiable iff ¥ is satisfiable. Moreover the reduction only takes
poly(N) time. O

We have the following immediate corollary.

Corollary 3.10. Let M = p* be a prime power. Then HORN-SAT-MOD; can be solved in time
nkM=1)(p—1)+0(1)

By analyzing Algorithm directly, one can actually reduce the running time in the above

corollary to nF(M-1+001)
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3.3 Covering number of NAND; mod M over {0, 1}¢

We will relate the existence of (M, r,d)-systems to polynomials which represent NAND mod M
over {0, 1} basis.

Definition 3.11. A polynomial p(x1,...,xy,) is said to represent NAND,, mod M over {0,1}" if

it has integer coefficients and

= 0 mod M ifz=1
p(z) { ) n
# 0 mod M ifxe€{0,1}"\ {1}

where 1 is the all ones vector.

We will now define the notion of covering number of polynomials.

Definition 3.12 (Covering number). The covering number of a multilinear polynomial p(z), de-
noted by cov(p), is the minimum number of monomials of p one can choose such that every variable
that appears in p appears in one of them.

Monomials of a multilinear polynomial can be thought of subsets of variables. Thus cov(p) is the
usual covering number of the set system corresponding to the monomials of p. We are now ready
to prove the relation between (M, r, d)-systems and polynomials which represent NAND mod M
over {0,1} basis. For a polynomial p, define |p| as the sum of the absolute value of its coefficients.

Proposition 3.13. Suppose there exists an (M, r,d)-system with n mazimal sets, then there exists
a polynomial p(x1,...,x,) which represents NAND,, mod M with |p| < d+ M —1 and cov(p) > r.
Conversely given a polynomial p(x1, ..., xy,) with non-negative coefficients which represents NAND,,
mod M with |p| < d and cov(p) > r, there exists an (M,r,d)-system with at most n mazimal sets.

Proof. Let F be an (M, r, d)-system with maximal sets F1, ..., F,,. Define the polynomial ¢(x1, z2, . ..

as follows:

-y I =

a€ld] i:a¢ F;
From the definition, it is clear that |¢| < d. For =z € {0,1}",
Niwi—0F3l = > ] WaeF) Z [T zi=¢
a€(d] :x;=0 a€ld] i:a¢ F;

Therefore for every x # 1, we have ¢(z) # d mod M and ¢(1) = d mod M. Since any subset
S C [d] of size r is contained in some Fj, any r monomials in ¢ cannot cover all the n variables
Zi,...,Tpy le. cov(¢) > r. Now p(z) = ¢(z) — (d mod M) is the required polynomial which
represents NAND,, mod M.

We will now show the converse. Let p(z1, ..., x,) be a multilinear polynomial with non-negative
coefficients which represents NAND,, mod M with [p| < d and cov(p) > r. Define the map ¢ :
{0,1}" — {0,1}? as ¢(z) = ([L;eq z:)r where the coordinates of ¢ are monomials of p occurring
with multiplicity equal to their coefficient in p. So,

Ham(¢ Z oi(x) =
If a ® b is the coordinate-wise product, then ¢(z) ® ¢(y) = ¢(x ©® y). Define

F={¢(x):z€{0,1}"\ {1}}.
We claim that F is an (M, r, d)-system.
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1. Let A,B € F and let A = ¢(z), B = ¢(y) for some z,y € {0,1}" \ {1}. Then AN B =
d(x) © p(y) = d(x ©y). Sincex @y #1, ANB € F.

2. d = Ham(¢(1)) = p(1) = 0 mod M. For A € F, A = ¢(x) for some z € {0,1}"\ {1}. So
|A| = Ham(¢(z)) = p(x) # 0 mod M. Thus |A| # d mod M.

3. Let S C [d] be of size at most r. Let x € {0,1}" be such that the variables appearing in
the monomials {¢;(z) : i € S} are set to 1 and the rest of the variables are set to 0. Since
cov(p) > r, x # 1. Then the set ¢(z) € F contains S. O

Thus proving upper bounds on the covering number of polynomials which represent NAND
mod M over {0, 1} basis implies upper bounds on the number of rounds needed in Algorithm
In the next few subsections, we will focus on proving covering number upper bounds.

3.3.1 When M is a prime power

In this section, we will prove bounds on the covering number of polynomials which represent NAND
mod M over {0,1} basis when M is a prime power. We will collect some facts that we will need.

Fact 3.14. If p is any prime, any function f : {0,1}" — F,, has a unique representation as a
multilinear polynomial.

The following lemma explicitly gives the polynomial which calculates NAND,, mod p exactly
over {0,1}".

Fact 3.15. Suppose a multilinear polynomial f(z1,...,z,) exactly represents NAND,, mod p over
{0,1}™ for some prime p i.e.

12 = 0 modpifz=1
= 1 modpifxzec{0,1}*\ {1}’

Then f(z) =1 — [Ticp #-

Proposition 3.16. Let M be a prime power, then any polynomial f(x1,...,xy,) which represents
NAND,, mod M over {0,1}" has cov(f) < M — 1.

Proof. Let M = p* for some prime p. Wlog, we can assume that f has coefficients in {0, 1,..., M —
1}. Let W¢(x) be the vector of monomials of f where each monomial occurs with multiplicity equal
to its coefficient in f. Therefore for € {0,1}", Ham(¥¢(z)) = f(z). By Lemma there exists
a polynomial ¢ of degree p¥ —1 = M — 1 such that

= 0 modpif f(x) =0 mod p*

L) {: 1 mod pif f(x) #0 mod p*

Therefore ¢p(Vs(x)) exactly represents NAND,, mod p over {0,1}". By Fact d(Wy(z)) =
1 —ILepn) zi- In particular, ¢(¥(z)) contains the monomial [];cp, zi- Since ¢ has degree M — 1,
every monomial in ¢(W¢(x)) is the product of at most M — 1 monomials in f. Thus there should be
at most M — 1 monomials in f whose union contains all the variables and so cov(f) < M —1. O

Proof of Proposition[3.4 This follows immediately by combining Propositions and O
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3.3.2 When M has multiple prime factors

We will now focus on the case, when M has multiple prime factors. In this case, we will first show
that there cannot be a constant bound on the covering number. For this, we need the following
proposition by Barrington, Beigel and Rudich [BBR94], from the paper where they first introduced
polynomial representations modulo composites. It shows that there are non-trivial low degree
polynomials representing NAND mod M if M has multiple prime factors.

Proposition 3.17 ([BBR94]). Suppose M has r distinct prime factors. There exists an explicit de-
gree Opr (1Y) polynomial which represents NAND; mod M over {0,1}t. Moreover it can computed
in time polynomial in its size.

Proposition 3.18. Let M be some fixed positive integer with r > 2 distinct prime factors. Then
there exists a polynomial p with d monomials which represents NAND mod M over {0,1} basis

such that
log d )”

cov(f) Zm (log logd

for infinitely many d.

Proof. Let p(x1,...,x;) be a polynomial of degree Oy (/") which represents NAND; mod M over
{}(3, 1}t as given by Proposition The number of monomials in p is d < ( <0Mt( a /T)). Now note
that

t
cov(p) > dea(y) > V7 >0 (logd/ loglogd)™™. O

Corollary 3.19. Let M be some fized positive integer with t distinct prime factors. Then there

logd
loglogd

t—1
exists an (M, r,d)-system with r 2y ( ) for infinitely many d.

This addresses the open problem raised in [NSZ18], where they asked if (M, r, d)-systems exist
with r = w(1) when M has multiple prime factors. Though we show that the covering number can
grow with d, we also conjecture that it shouldn’t grow too quickly.

Conjecture 3.20. Let M be some fixed constant. Any polynomial f with at most d monomials
that represents NAND mod M over {0,1} basis should have cov(f) = d°»().

We can prove a weaker form of Conjecture We will show that the natural LP relaxation
of covering number is indeed small. For this we need the following lower bound on the degree of
polynomials which represent NAND mod M.

Proposition 3.21 ([TB98]). Let M be a fized constant with r distinct prime factors. Let p(x1,...,x)
be a polynomial representing NAND; mod M owver {0,1}t, then deg(p) = (log t)l/("_l).

Fact 3.22 (Chernoff bound). Let Zy, Zs, ..., Z, be independent random variables taking values in
[0,1] and let Z =Z1+ Zy + --- + Zy,. Then for anyt > 1,

Pr[Z > 1] < (‘BEt[Z]y.

Proposition 3.23. Let M be some fized constant with r distinct prime factors and let p(z1, ..., 2y)
be a multilinear polynomial with d monomials representing NAND,, mod M over {0,1}". Then

cov(p) < log(n) - exp (CM(log d)l—l/r>

where Cyy > 0 is a constant depending only on M.
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Proof. We will think of the monomials of p as sets S C [n] and let F be the collection of monomials
in p. We are interested in the minimum set cover from F which covers all of [n]. We can write the
following linear programming relaxation for this problem.

0 (1)
1

Let L be the optimum value of the LP (1)) attained for some (w§)ser. Clearly L is a lower
bound on the minimum set cover. By picking each subset S € F in the cover with probability
w}, it is not hard to see that any fixed element in [n] is covered with a constant probability and
the number of sets picked is O(L). By repeating this O(logn) times, with high probability, all the
elements of [n] will be covered. Therefore cov(p) < O(Llogn). We will now prove an upper bound
on L. We can write the dual of the LP as follows:

0 (2)
1

By LP duality the optimum value of the LP is also L and is achieved for some p7,p3,....,p;.
Now let p be a random restriction the variables x1, ..., x, where each z; is set to 1 with probability
1 —p;/L® where € > 0 is a small constant that we will choose later. The restricted polynomial p)|,
represents NAND mod M on the remaining variables. The expected number of remaining variables
inplpis (Xiep pi)/L° = L'7¢. So pl|, has Q(L'~¢) variables left with probability 1 — o(1).

Claim 3.24. p|, has degree O(Elﬁ)ggdL) with probability 1 — o(1).

Proof. Fix some S € F and let t = 1051f0ggdL. Let Z be the number of variables left in S after the

random restriction. By Chernoff bound (Fact [3.22)),

Pr[Z > 1] < <dEt[Z]>t = (e(zﬁiﬁ)y < (Lit>t = exp(—tlog(L°t/e)) < %

By union bounding over all the d sets in F, we can conclude that every monomial in p|, has degree
at most ¢ with probability at least 1 — 1/d. O

So there exists a restriction p such that p|, has degree O( ElfoggdL) and (L'~¢) variables. So by
Proposition |3.21] we get

log d
elog L’

(log(L' =)/ =D <y

Choosing ¢ = 1/2, gives L < exp (C’m(log d)t=Y T) for some constant C), > 0 depending only on
m. O

So Proposition [3.23] proves Conjecture for polynomials which represent NAND,, mod M
over {0,1}" with d monomials if n = 24°") "But there can be such polynomials where n = 294,
Showing that the covering number is small for such polynomials is open.
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3.4 Hardness of HORN-SAT-MOD,,

In this section, we will show hardness for HORN-SAT-MODj; when M has multiple prime factors
assuming exponential time hypothesis (ETH). We will show that if there are low degree polynomials
representing OR; mod M, then solving HORN-SAT-MOD,, is hard.

Conjecture 3.25 (Exponential time hypothesis (ETH) [[POL, TPZ01]). There is no 2°0™) time
algorithm for 3-SAT with m clauses.

Proposition 3.26. Suppose f(-) is some function such that for every d, there exists a degree f(d)
polynomial which represents NANDy mod M over {0, 1} which can be computed eﬂicz’entlﬂ. Then
assuming ETH, solving HORN-SAT-MOD y;(n) requires at least 2™ — poly(n) time for some m
such that f(m)log(m/f(m)) 2 logn.

Proof. Choose the largest m such that n > (ggg}”(lm)), such an m will satisfy f(m)log(m/f(m)) =
Q(logn). Suppose ¢(z1,...,x1) = Ci(x) A Ca(x) A -+ A Cp () is some 3-SAT instance with m
clauses and ¢t < 3m variables where each C;j(z) depends on at most 3 variables. The variables
x1,..., 7 take {0,1} values and each Cj(z) is a polynomial of degree at most 3 which takes these
{0,1} values and outputs 1 if the " clause is satisfied and 0 if it is not. So ¢ is satisfiable iff
there exists some = € {0,1} such that Ci(z) = -+ = Cp(z) = 1. Now let p(z1,...,2m) be
a polynomial of degree f(m) which represents NAND,, mod M. Then ¢ is satisfiable iff there
exists some z € {0,1} such that the polynomial I'(z) = p(Cy(x),...,Cp(x)) =0 mod M. The
polynomial I' has degree at most 3f(m) and ¢ variables, so it has at most N = ( <3 ;(m)) monomials.
Let I'(z) = Y gcy:18/<3f(m) @5 [lies Ti- Wlog we can assume that ag € 0,1,2,..., M — 1 because we
only care about its values modulo M. We will now create an instance ¥ of HORN-SAT-MOD,(N)
on N < n variables such that ¥ has a solution iff ¢ is satisfiable. The variables in ¥ will be
indexed by subsets S C [t] with |S| < 3f(m), let us denote them by zg. Intuitively, we would want
25 = | ;e wi- To enforce this, we add the following HORN-SAT clauses to .

e For each variable zg, add the clause zg — z; for every ¢ € S.

e For each variable zg, add the clause A;c5z; — zg.

Finally, to ¥ we add the modular constraint Y gagzg = 0 mod M. ¥ will have at most O(tN)
clauses and ¥ has a solution iff there exists an x € {0,1}" such that I'(z) =0 mod M. Therefore
the HORN-SAT-MOD/(N) instance ¥ has a solution iff the 3-SAT formula ¢ is satisfiable. The
running time of the reduction is poly(/N). Therefore we can solve 3-SAT with m clauses in time
poly(N) + T(N) where T(N) is the time it takes to solve HORN-SAT-MOD (V). This proves the
required claim. O

Remark 3.27. Note that the instance of HORN-SAT produces by the ETH reduction does not have
any constraints which force a variable to be a particular constant. This observation is needed for
the dichotomy result in Appendiz [A]

Remark 3.28. While the obstructions to our algorithm are polynomials which represent NAND
mod M over {0,1} basis with high covering number, the gadgets used in the hardness proof are low
degree polynomials which represent NAND mod M. Though these are clearly related, it is tempting
to believe that the obstructions for the optimal algorithm should be the right gadgets to prove tight
hardness results. Can we use polynomials which represent NAND mod M over {0,1} basis with

1t should be computable in time which is polynomial in its size.
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high covering number in the hardness reduction? Can we start with something else other than 3-SAT
in the reduction?

Proposition 3.29. For any integer M > 2, there exists a degree [d/(M — 1)]| polynomial which
represents NAND; mod M over {0, 1}4.

Proof. Partition the variables x1, 23, ..., x4 into M — 1 parts of size at most d' = [d/(M —1)]. We
can compute the NAND of each part exactly with a degree d’ polynomial of the form 1 — sz:1 x;.

Adding these polynomials which compute NAND on each part exactly, we get a polynomial which
represents NANDy; mod M over {0,1}%. O

We have shown that Algorithm runs in time n™ M) when M is a prime power. Combining
Propositions and we have the following corollary, which shows that our algorithm is nearly
tight assuming ETH when M is a prime power.

Corollary 3.30. Suppose M < n. Assuming ETH, solving HORN-SAT-MOD;(n) requires at least
nSHM/log M) time.

We will now show hardness for M which is not a prime power.

Corollary 3.31. Suppose M has r distinct prime factors. Assuming ETH, solving HORN-SAT-MOD/(n)
requires at least exp(Qp7((logn/loglogn)™)) time.

Proof. By Proposition we can take f(m) = Opr(m!'/") in Proposition m'/" logm =

Qaz(n) implies that
T
_— ( logn >
loglogn
which implies the required bound. ([

When M has r > 1 prime factors, the lowest degree needed to represent OR; mod M is not
well understood. The best upper known upper bound is O (d"/") as in Proposition [BBRO4].
The best lower bound on the degree is Qs ((log d)l/(T_l)) due to Barrington and Tardos [TB9S].

If there is a polynomial whose degree matches this lower bound, then assuming ETH, we can get
exp (exp ((log n)l_l/r)> hardness for HORN-SAT-MOD (n).

3.5 Submodular minimization with modular constraints

A function f : 2 — R s called submodular if for every S, T C [n], f(SUT)+f(SNT) < f(S)+£(T).
We will identify 2" with {0,1}" below, by identifying subsets with their indicator vectors.

Definition 3.32. SUBMOD-MIN-MOD;(n) denotes the following probler@. Given an evaluation
oracle to a submodular function f : {0,1}" — R and integers m € Z~o and 0 < ag,ai,...,an <
M —1, find min{f(z): z € {0,1}",3>"" ; a;2; = a mod M}.

[NSZ18| showed that SUBMOD-MIN-MOD y;(n) can be solved in n®M) time when M is a prime
power. They asked if their methods can be extended to prove that SUBMOD-MIN-MOD,(n)
can be solved in n®“() for M which are not prime powers. Their algorithm and its analysis is

$8[N'SZ18] don’t have coefficients in their original definition, they only look at Ham(z). But by making copies of
variables, one can reduce the more general problem with coefficients to their version.
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closely related to the existence of (M, r, d)-systems and so to HORN-SAT-MOD ;. We showed that,
assuming ETH ; HORN-SAT-MODj; cannot solved in polynomial time if M is not a prime power.
Can we show a similar hardness result for SUBMOD-MIN-MOD,;? The following conjecture will
imply such a hardness result.

Let 0 < r < d be integers and let n = (gdr). Let ¢ : {0,1}¢ — {0,1}" given by ¢(z) =
(TIics i) scpap|s|<r- Let Fra = ¢({0,1}%). Note that if we think of F, 4 as a collection of subsets

of [n], F 4 is an intersection-closed family.

Conjecture 3.33. For every 0 < r < d and n = (gdr), there exists a submodular function f :
{0,1}"™ — Z such that:

1. f(x) can be evaluated in poly(n) time for every x € {0,1}".
2. For all x € F, 4 (defined as above), f(x) < —1 and for all x ¢ F,q, f(x) > 0.

Proposition 3.34. Suppose ¢(-) is some function such that for every d, there exists a degree ¢(d)
polynomial which represents NAND; mod M over {0, l}d which can be efficiently computed. Then
assuming ETH and C’onjecture solving SUBMOD-MIN-MOD ; (n) requires at least 2°X™ /poly(n)
time for some m such that ¢(m)log(m/¢p(m)) = Q(logn).

Proof. Note that the hard instances of HORN-SAT-MOD,,(n) constructed in all have the
same HORN-SAT constraints, and only differ in the modular constraint. These instances need
29Um) _ poly(n) time to solve assuming ETH for some m such that ¢(m)log(m/¢(m)) = Q(logn).
And the set of solutions to the HORN-SAT constraints in these hard instances is F34(;,),; for some
t = O(m). Given an instance ¥ of HORN-SAT-MOD;(n) from these set of hard instances we can
reduce it to a SUBMOD-MIN-MOD;(n) instance ¥ where the modular constraint remains the
same and the submodular function takes negative values on F34(,,); and non-negative values else
where, as given by Conjecture This is a valid reduction because the value of ¥’ is negative
iff ¥ is satisfiable. If SUBMOD-MIN-MOD;(n) can be solved in T'(n) time (assuming unit time
evaluation oracle), then ¥ can be solved in poly(n)7T'(n) time (because each evaluation oracle access
now costs poly(n) time). This implies that T'(n) = 2™ /poly(n). O

Corollary 3.35. Suppose M has r distinct prime factors. Assuming ETH and Conjecture 3.3
solving SUBMOD-MIN-MOD s (n) requires at least exp(Qar((logn/loglogn)”)) time.

Proof. By Proposition we can take f(m) = Opr(m!/") in Proposition m'/"logm =
Qpr(n) implies that
,
— ( logn >
loglogn
which implies the required bound. U

Since the running time of the algorithm for SUBMOD-MIN-MODj;(n) from [NSZ18] depends on
the existence of (M, R, d)-systems, Conjecture will imply non-trivial algorithms for SUBMOD-MIN-MOD s (n)
for any fixed M.

Proposition 3.36. Conjecture implies that for any fixred M, SUBMOD-MIN-MOD;(n) can
be solved in exp(n° M) time.
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4 LIN-2-MODy,

A LIN-2 instance is a system of linear equations modulo 2 in n variables x1,x2,...,x, € {0,1} ie.
each equation is of the form Y, a;x; = ao for some ag, a1, ...,a, € {0,1}. Satisfiability of a LIN-2
instance can be solved in polynomial time by Gaussian elimination.

Definition 4.1. LIN-2-MOD;(n) is the following algorithmic problem: Given an instance of LIN-2
on n variables x1, T2, ..., xy along with a modular constraint Y, a;x; = ap mod M, decide if there
is a solution in x € {0,1}™.

In this section, we will present an algorithm for LIN-2-MOD,; and analyze its running time.

4.1 Algorithm for LIN-2-MOD,,

Wlog, we can assume that coefficients a1, ...,a, = 1 in the modular constraint. This is because
we can make a; copies of x; and add equality constraints among the copies. And equality is a
LIN-2 constraint as a = b iff a & b = 0. Since we can assume that original coefficients a1, ...,a, €
0,1,..., M — 1, this increases the number of variables by a factor of M. Consider the following
algorithm for this problem which depends on the parameter R, the number of rounds. We can
calculate a basis for the set of solutions of a LIN-2 instance in polynomial time, so we will start
with such a basis.

Algorithm 4.1 Algorithm for LIN-2-MOD;(n) with R rounds

e Input: An affine subspace V of Fy given by V = span{vi,ve,...,v4} + b for some linearly
independent vectors vy, ...,vq € F} and some vector b € V', and positive integers a, M.

e Output: either a solution x € V' with Ham(z) = a mod M or NO-SOLUTION if no such x
exists.

e Method:

1. If there exists a subset S C [d] of size at most R such that Ham(b+>,cqv;) = a mod M,
output this solution.

2. Else, return NO-SOLUTION.

We will now prove that if we choose the number of rounds R appropriately depending on n, M,
then Algorithm solves LIN-2-MOD(n) correctly. Since the running time of the algorithm is
O(nR), the smaller the R the better. Surprisingly, the value of R required depends crucially on
the prime factor decomposition of M! Let us start with a simple proposition which shows that if
Algorithm fails, then there should be a special kind of obstruction.

Proposition 4.2. If Algorithm with R rounds fails on an instance of LIN-2-MODys(n), then
there exists an affine subspace U of Iy with dimension greater than R with exactly one point x* € U
such that Ham(z*) = a mod M.

Proof. Suppose Algorithm failed to find a solution after R rounds. Therefore there exists a
solution * = b+ Y ;.5 v; given a subset S C [d] of size |S| > R such that Ham(z*) = ¢ mod M.
Wlog, we can assume that S has the minimum size among such sets. Now let U be the affine
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subspace given by U = b+ span{v; : i € S}. The dimension of U is |S| which is greater than R. By
minimality of S, every point in y € U other than z* has Ham(y) # a mod M. O

Definition 4.3. Let n, M be some positive integers. D(n, M) denotes the largest dimension of an
affine subspace C' in F5 such that for some 0 < a < M, there exists exactly one point xo € C such
that Ham(zo) = a mod M.

Therefore Proposition [£.2] implies the following corollary.

Corollary 4.4. Algorithm with R rounds solves LIN-2-MODs(n) correctly if R > D(n, M).

The following proposition gives upper bounds on D(n, M) which in turn imply upper bounds on
the number of rounds sufficient for our algorithm. The bounds depend crucially on the prime factor
decomposition of M. Our bounds when M is a prime power are nearly tight. The bound for general
M is conditional on a conjecture in additive combinatorics called the Polynomial Freiman-Ruzsa
(PFR) conjecture, which we will define in Section

Proposition 4.5. Let n, M be positive integers. Then:

1. D(n,M) < M — 1 if M is a power of 2.

2. D(n, M) < (M —1)logy(n+1) if M is an odd prime power.

3. D(n,M) <1+ (M'—1)logy(n+ 1) if M =2M’ for some odd prime power M’.

4. D(n,M) <, (M'logn)? 2711y A = 2' M for some odd prime power M’ and £ > 2 where

¢ > 0 7s some absolute constant.

5. D(n,M) < cyn/logn for some sufficiently large constant cpr > 0 depending only on M
assuming the PFR conjecture.

We will prove Proposition [4.5] in Section [£.3] by a connection to sparsity of polynomials which
represent OR mod M over {—1,1} basis.

So when M is a power of 2, we have a polynomial time algorithm for LIN-2-MOD;(n). And when
M is a product of a power of 2 and an odd prime power, we have a quasipolynomial time algorithm.
For general M, we have a slightly non-trivial running time of exp(O(nloglogn/logn)), whereas
the trivial algorithm which checks every solution takes exp(€2(n)) time. By using randomization,
we can considerably speed up the above algorithms. For this we make use the following proposition,
which uses an amplification trick. It allows us to conclude that if there is one solution, then there
should be many solutions.

Proposition 4.6. Let V' be an affine subspace of By and let N(V,a, M) = [{x € V : Ham(z) = a mod M }|.
Then,
V]

N(‘/,CL,M)#O:N(V,CL,M) > W

Proof. Let D = D(n,M) + 1. Wlog we can assume that the dimension of V is greater than D,
otherwise the bound is trivially true. Since N(V,a, M) # 0, we can find some z* € V such that
Ham(z*) = @ mod M. Let T C V \ {z*} be the set of all points in y € V \ {z*} such that
Ham(y) = @ mod M. Pick a random affine subspace A inside V' of dimension D passing through
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x*. By the definition of D(n, M), there exists an other point z € A \ {z*} such that Ham(z) = a
mod M. Therefore |T'N A| > 1. Therefore,

1 < Eql|T N Al
=Ea[ > Ap(z)la(z)]
zeV\{z*}
= > lp@)Ea[la(x)]
zeV\{z*}
2P 1 2P 1
= > ]1T(37)’V| — = \T’m~
zeV\{z*}
Therefore N(V,a, M) =1+|T| > 1+ 'X;‘j > %- O

Algorithm 4.2 Randomized algorithm for LIN-2-MOD;(n) with T trials

e Input: An affine subspace V' of Fy and positive integers a, M.
e Output: a solution x € V with Ham(z) = a mod M or NO-SOLUTION.
e Method:

1. Pick a uniformly random subset of T" points from V' and output a solution if any of them
satisfies the modular condition.

2. Else, return NO-SOLUTION.

Combining Proposition with Proposition we get the following corollary.

Corollary 4.7. Algorithm with T trials outputs correctly given an instance of LIN-2-MOD ps(n)
with probability at least 2/3 if T > 4 . 2P(M),

Proof. By Proposition if there exists a solution, then Algorithm [4.2] will find it with probability

T .
1= (1= 1/2POMH) T 5 g TR 5 2593 O

4.2 LIN-2-MOD,; with multiple modular constraints

A natural extension of LIN-2-MODj,; is to allow k linear equations modulo M, which we will
denote by LIN-2-MOD,;x. As k becomes polynomial in n (i.e., & > n¢ for some constant ¢ > 0),
LIN-2-MOD become@ NP-hard for any M > 3. We can show that our algorithm and its analysis
can be naturally extended to show that LIN-2-MOD; 1(n) can be solved in time n*(M—=1+0(1)
when M is an odd prime power. Similar to HORN-SAT 4, LIN-24 which has a linear equation with
coefficients from a finite abelian group G is the most general form of this problem. For example,
LIN-2-MODy,; is the same as LIN-27 /p/7)x. Our algorithm and its analysis can be adapted for

99T his result follows as a consequence of Schaefer’s theorem. If M > 3, a linear equation mod M can simulate
a 1-in-3-SAT constraint via 1 + 2 + 3 = 1 mod M. Since polynomial-sized instances of 1-in-3-SAT are NP-hard,
LIN-2-MOD s 5 must be NP-hard for polynomial-sized k.
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general groups. Instead of redoing everything for general groups, we will now present a reduction
from LIN-2¢ to LIN-2-MOD ), similar to our reduction from HORN-SAT s to HORN-SAT-MOD ;.

Proposition 4.8. Let U be an instance of LIN-2¢(n) for some finite abelian group. Let G =
G1 x G2 X -+ X Gy where each G; = []; Z/pf“Z for some distinct primes p1 < pa < --- < p¢. Let

M- {nglpz‘ if p1 # 2
2T o pi ifpr =2

where dy = Zj(ZkU —1) and d = max;epy (Z]’ (pfij - 1)) Then we can construct an instance W’
of LIN-2-MOD;(N) where N = (gd) in poly(N) time such that W is satisfiable iff V' is satisfiable.

Proof. We have a constraint of the form >}, gezy = go for some gg,g1,...,9, € G. This is
equivalent to a set of conditions of the form }j_; ayxy = ap mod pfij for each cyclic component in
G. By Lemma there exists a polynomial f;;(z) of degree pf“ —1 such that for every x € {0, 1}",

? 1 mod pif 7", a;x; # ap mod pf“ '

Let fi(x) = 1 —T[I; (1 = fij(x)). The degree of f; is d; = Zj(pfij —1). For every z € {0,1}",
> gixi = go in Giff Vi€ [t] fi(x) =0 mod p;. We now have two cases depending on p; = 2 or
not.

Case 1: p; #2

Now for y € {—1,1}", let

1-— 1—
hi(y17"'7yn):fi( yl?"‘? yn) mOde’
2 2

We can assume that the coefficients of h; are in {0,1,...,p; — 1} by inverting 2 mod p;. We
can combine the ¢ polynomial conditions h;(y) = 0 mod p; for ¢ € [t] into a single polynomial
condition h(y) =0 mod M for M = p1p3...p; by Chinese remainder theorem. The degree of h is
d= maxie[ﬂ di.
Case 2: p; =2
We will define h; as before for i > 2. And define

hl(y)zzdlfl(l_yl 1_yn>.

5 T

Since the degree of f1 is dy, hi has integral coefficients. And hy (1_2y1 e 1‘%) =0 mod 2 iff

hi(y) =0 mod 24+!, We can combine h;(y) = 0 mod 2%+ and remaining the ¢ — 1 polynomial
conditions h;(y) =0 mod p; for 2 < i <t into a single polynomial condition h(x) =0 mod M for
M = 24+1pyps ... p; by Chinese remainder theorem. The degree of h is d = max;e(y] d;-

We now have a polynomial h of degree d such that for x € {0,1}", Y7, goxs = go iff A((—=1)%) =
mod M where (—1)* = ((—=1)**,...,(=1)"). Let

M(-1)") = > as(—1)2ues™,

SCn]:|S|<d
We are now ready to create an instance ¥’ of LIN-2-MODy;. W' will have N = (7)) variables. For
every subset S € ([gjl), we create a variable zg in W'. Intuitively we would want zg = > ,;cq ;.
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To impose this, we will add linear constraints of the form zg = > ;. g 2; for every S. We will set
25 = 0. We will also add all the original linear constraints of ¥ into ¥’ by replacing z}s with z/s.
Finally we will impose the modular constraint - g<qas(l —225) = 0 mod M to U’ note that
(—=1)* = (1 —2zg). Now it is clear that U’ is satisfiable iff ¥ is satisfiable. Moreover the reduction
only takes poly (V) time. O

We have the following immediate corollary.

Corollary 4.9. Let M = p’ for some odd prime p. Then LIN-2-MOD s, can be solved in time
nOEM=1)>=1) with high probability.

By directly analyzing our Algorithm one can reduce the running time to n*M-D+01) ip the
above corollary.
4.3 Sparsity of polynomials representing OR; mod M over {—1,1}¢

In this section, we will prove the upper bounds on D(n, M) stated in Proposition by a reduction
to understanding the sparsity of polynomials which represent OR mod M over {—1,1} basis (this
is presented in Proposition . This reduction is only useful when M is odd. So we will start
with a separate simple argument for the case when M is a power of 2, and then show how to reduce
general M with an odd factor to the case when M itself is odd.

4.3.1 M is a power of 2
Proposition 4.10. D(n,2¢) < 2¢ - 1.

Proof. Let C be an arbitrary affine subspace of F4 of dimension d > 2¢ which contains a point 2o € C
such that Ham(zo) = @ mod 2¢. By Lemma there exists a polynomial ¢, € Folz1,...,xy]
of degree 2¢ — 1 such that for every x € F§, Ham(x) = a mod 2 iff ¢ ,(x) = 0. The restriction of
¢e,q to C is also a degree 2¢ — 1 polynomial in d variables. By Lemma,

1
Prlona(@) = dea(@o)] > S5

Since Ham(zg) = a mod 2, ¢0.a(x0) = 0. Therefore [{x € C : ¢y q(x) =0} > 9d-(2'=1) > 9, d

This proves part (1) of Proposition

4.3.2 When M = 2M’ for some odd M’

In this subsection, we will reduce the case when M = 2¢M’ to the case when M is odd. If M = 2M’
for some odd M’, then the reduction is easy.

Proposition 4.11. Let M = 2M’ for some odd M’ then D(n, M) < 1+ D(n, M").

Proof. Supppse C is an affine subspace in F§ of dimension d = D(n, M) which contains exactly
one point xy such that Ham(z¢) = a mod M. Let C' = C N {z : Ham(z) = a mod 2}. Now C’
is an affine subspace in F} of dimension > d — 1 such that there zg is the only point in C’ with
Ham(zg) = a mod M’'. Therefore d — 1 < D(n, M), which proves the claim. O
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To analyze the case when M = 2¢M’ for ¢ > 2 and some odd M’, we will need the following
lemma which states a low degree polynomial over Fy has a large subspace in which it is constant.

Lemma 4.12 ([CT15]). Let f1, fo,..., fi € Fa[z1,...,x,] be polynomials of degree at most r and
let xg € Fy be some fixed point. Then there exists an affine subspace containing xo of dimension
Q((n/t)Y=1) on which each of the f; is constant.

Proposition 4.13. Let M = 2°M’ for some £ > 2 and odd M'. Then
D(n, M) < O(() - D(n, M) 1.

Proof. Suppose C' is an affine subspace in Fy of dimension d = D(n, M) which contains exactly
one point xg such that Ham(zg) = ¢ mod M. Let a = ag + a12 + - -- + ay_12"! be the binary
expansion of a. By Lemma for every x € F%, Ham(z) = a mod 2° iff sy (z) = a; ¥V 0 <
t < £ — 1. The restriction of so: to C is still a degree 2! polynomial. Therefore by Lemma
there exists an affine subspace A of C' containing z of dimension Q((d/¢)" (26_1_1)) on which
S1,892,...,89-1 are constant. Therefore at every point x € A, sqt(x) = s9t(x9) = a; for every
0 <t < £ — 1. Therefore for every z € A, Ham(x) = a mod 2¢. Thus A contains exactly one point
x such that Ham(z) = @ mod M’, namely z. Therefore dim(A) < D(n, M') which implies that
d < OW)-D(n, M)* -1, O

4.3.3 Reduction of D(n, M) to sparsity of OR mod M over {—1,1} basis for odd M

Let’s start with the definition of a polynomial representation of OR mod M over {—1,1} basis.
Definition 4.14. A polynomial p(x1,...,x4) is said to represent ORg mod M over {—1,1}% if it

has integer coefficients and
= 0 mod M ifz=1
p(x) . d
# 0 mod M ifzxe{-1,1}*\ {1}

where 1 s the all ones vector.

To make the required reduction, we need the following proposition which relates the Hamming
weights of points in a d-dimensional affine subspace to evaluations of a polynomial over {—1,1}%.
For a = (ay,...,a;) € F5, let (—1) denote the vector ((—1)™,...,(—~1)%). Given a polynomial p
with integer coefficients, define |p| as sum of the absolute value of its coefficients. Note that the
number of monomials in p is always at most |p|.

Proposition 4.15. Let b,uy,...,uy € Fy. Then there exists a multilinear polynomial p(z1, . .., zq)
with integer coefficients and |p| = n such that for every y € F4,

n — 2Ham (b + Zyﬂh) =p((=1)7).

Conversely, given any multilinear polynomial p(z1,...,zq) with integer coefficients and |p| = n,
there exists b,uy, ..., ug € Fy satisfying the above identity.

Proof. We will first start with b,uj,...,ug € Fy and construct such a polynomial p. Let b =
(b1,...,by) and w; = (w1, ..., Uin). Define the map ¢ : {—1,1}¢ — {—1,1}" as:

Oe(z1,. 0, 2q) = (—1)bt H %

i€ld]iui=1
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Then,

ol(=1) = (=1 [ (=1¥ = (=) [ (=1 = (- e Ve

i€]d]iui=1 i€(d]

d
Therefore for any y € Fg, ¢((—1)¥) = (—1)b+zi=1yi“i. Define p as: p(z) = Y /-1 ¢(2). Note that
p has integer coefficients and |p| = n. And finally,

Ham(b+ 3" ) = 3 2 (1= 6u((-1) = 3 (n— p((~1)*)).

To prove the converse, we just execute the steps of the above construction in reverse. Given
a polynomial p(z1,...,z4) with integer coefficients and |p| = n, let ¢1(2),...,dn(2) be (signed,
possibly repeated) monomials in z be such that p(z) = >.7* | ¢(z). Now define b,uy,...,uy € F}
such that ¢y(z) = (—1)> [Licid:us=1 i is true, explicitly

1 if ¢4(z) contains z;
Uit = .
0 else

Then by the same argument as above, the required identity is satisfied. O

The following proposition shows the connection between affine subspaces which are obstructions
for Algorithm and polynomials representing OR mod M over {—1, 1} basis.

Proposition 4.16. Suppose M is odd. Letd = D(n, M), then there exists a polynomial f(z1,...,zq)
with at most n + 1 monomials that represents ORy mod M over {—1, 1}d. Conversely, given a
polynomial with n monomials which represents ORy mod M over {—1,1}¢, D(n/, M) > d for some
n <M n.

Proof. Suppose U is a d-dimensional affine subspace of F§ which contains exactly one point z* € U
such that Ham(z) = @ mod M. Let b,uy,...,us € Fy be such that U = b + span{uy,...,ug}.
By Proposition there exists a polynomial p(z1,...,24) with integer coefficients and at most
n monomials such that for every y € F¢, n — 2Ham(b + Y%, yiu;) = p((—1)¥). Suppose z* =
b+ 3, yfw;, then p(z) = (n — 2a) mod M for exactly one z in {—1,1}¢ given by z = z* = (—=1)¥"
(here we are using the fact that M is odd).

Define the polynomial f(z) = p(z ® z*) — (n — 2a) where z ® z* is the coordinate wise product.
Note that f(1) = 0 mod M and f(z) # 0 mod M for all z € {—1,1}¢\ {1}. Thus f(z) is a
polynomial which represents OR; mod M over {—1,1}% and f has at most n + 1 monomials.

To prove the converse, suppose f(z) is a polynomial with n monomials which represents ORy
mod M over {—1,1}%. Wlog, we can assume that the coefficients of f are in {0,1,...,M — 1}.
Let n’ = |f], by our assumption about coefficients of f, n’ < Mn. By the converse part in
Proposition there exists b, uy, ..., ug € F}', such that n’ — 2Ham(b + 2%, yiu;) = f((—=1)Y)
for every y € F4. Note that uy,...,ug must be linearly independent. If not, there exists a y # 0
such that f((—1)¥) = f(1) =0 mod M which is a contradiction.

Therefore in the d-dimensional affine subspace given by V' = {b + Zzil yiu; : y € F}, there
exists exactly one point x* € V (given by x* = b)) such that Ham(x*) = (n/2) mod M. Thus
D(n', M) > d.

]
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Because of the above proposition, if we prove sparsity lower bounds on polynomials which
represent OR mod M then we get good upper bounds on the number of rounds that will be
enough in Algorithm (41}

4.3.4 When M is an odd prime power

Now we will show that when M is an odd prime power, a polynomial which represents OR; mod M
over {—1,1}% should have exponential number of monomials. We will collect some facts that we
need to prove this.

Fact 4.17. If p is an odd prime, any function f: {—1,1}% — F, has a unique representation as a
multilinear polynomial.

The following lemma explicitly gives the polynomial which calculates OR; mod p exactly.

Fact 4.18. Suppose a multilinear polynomial f(z1,...,zq) exactly represents ORy mod p over
{—1,1}¢ for some odd prime p i.e.

) = 0 modpifz=1
= 1 modpifxé{—l,l}d\{l}‘

Then f(2) has 2¢ monomials and explicitly given by,

fy=1- I 52,

i€(d]
The following proposition provides a sparsity lower bound when M is an odd prime power.

Proposition 4.19. Suppose M is an odd prime power. If a polynomial f(z) represents ORy
mod M over {—1,1}¢, then f has at least 24/ M=1) monomials.

Proof. Let M = p* for some odd prime p. Wlog, we can assume that the coefficients of f are in
{0,1,..., M —1}. Let ¥(2) be the vector of monomials of f evaluated at z, where each monomial

appears with multiplicity equal to its coefficient in f, and let N be its length. For z € {—1,1}¢,
b(z) € {-1, 1}V and f(z) = >icv)(W(2))i- Let W (2) be the vector of the same length as W' (z)
whose coordinates are given by
14+ (¥ (2));
(Ur(z)i = —
For z € {—1,1}4, ¥s(2) € {0,1}" and

1+ (W(2)i N f(2)
Ham (¥ = — = .
am(¥5(2) = 3 —— S+
Therefore for z € {—1,1}4, Ham(V(z)) = N/2 mod pF iff z = 1.
By Lemma there exists a polynomial ¢ of degree p¥ —1 = M — 1 such that

0 mod p if Ham(¥(2)) = N/2 mod pF

qZ)(\ij(z)):{ 1 mod p if Ham(¥(2)) # N/2 mod p*

Therefore ¢(V(z)) exactly represents OR; mod p and therefore by Fact it has 2¢ mono-
mials. Since ¢ has degree M — 1, the number of monomials in ¢(W¥(2)) is at most (_ ﬁ:l) where

N’ is the number of (distinct) monomials in f. Therefore, N’ > 24/ (M=1), O
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Thus we have the following corollary which proves part (2) of Proposition
Corollary 4.20. Let M be an odd prime power. Then D(n, M) < (M — 1)logy(n +1).

Proof. Suppose C' is an affine subspace of F§ of dimension d > (M — 1) logy(n + 1) which contains
exactly one point zy such that Ham(zp) = @ mod M. Then by Proposition there exists a

polynomial p(z1,...,z4) with at most n + 1 monomials such that p(z) represents ORgy mod M
over {—1,1}%. Therefore by Proposition (n +1) > 2% M=1) which is a contradiction. O

We remark that the above bound is nearly tight. Let n = (M — 1)2¢. The Hadamard code is
a subspace of F%d of dimension d such that every non-zero point in the subspace has weight 2¢-1.
Decompose F5 = F%d where the copies of ]F%d are supported on mutually disjoint sets of variables.
Let V' be the subspace of F; which is the direct sum of Hadamard codes in each copy of F%d. Then
V has dimension (M — 1)d = (M — 1)logy(n/(M — 1)) and every non-zero point in V' has weight
in {1-29-12.249=1 (M —1) 291} which is non-zero modulo M.

Combining Corollary with Propositions and implies parts (3) and (4) of Propo-
sition

4.3.5 When M has multiple odd prime factors

We will now focus on the case when M is odd and has multiple prime factors. Unfortunately, in this
case we do not know any unconditional super linear lower bounds on the sparsity of polynomials
representing OR; mod M over {—1,1}¢. But we can get a conditional super linear lower bound,
assuming Polynomial Freiman-Ruzsa (PFR) conjecture which is a well-known conjecture in additive
combinatorics. We achieve this by constructing matching vector families in (Z/MZ) starting from
sparse representations of OR; mod M over {—1,1}¢. We will first define matching vector families.

Definition 4.21. A matching vector family (MVF) over Z/MZ of rank r and size N is a collection
of vectors uy,...,uy € (Z/MZ)" and vi,...,vy € (Z/MZ)" such that for everyi,j € [N]:

=0 mod M ifi=3j
<ui?vj> - .
#0 mod M ifi # j.

MVFs over Z/MZ of low rank and large size have found applications in many areas. They
are used in the construction of constant query locally decodable codes [Yek08, Efr12, [DGYTI],
Ramsey graphs [Gro00), |Gop14], private information retrieval schemes [DG16] and secret sharing
schemes [LV18]. In particular, this implies that lower bounds for constant query locally decodable
codes give lower bounds on the rank of MVFs of a given size. For example, super polynomial
lower bounds on the length of constant query locally decodable codes imply that the sparsity of
a polynomial representing OR; mod M over {—1,1}¢ should be w(d). But only polynomial lower
bounds on constant query locally decodable codes are known [KT0O, KDWO4] In fact, we do
not even know any strong unconditional lower bounds on the rank of MVFs over Z/MZ i.e. results
of the form N < exp(op(r)). But assuming the PFR conjecture, the following bound is known.
We will not state the PFR conjecture here, for the precise statement see [BDLI4].

Proposition 4.22 ([BDL14]). Assuming the Polynomial Freiman-Ruzsa conjecture over (Z/MZ)",
any MVF over Z/MZ of rank r should have size N < exp (Opr(r/logr)) .

***For 2-query locally decodable codes, it is known that the length of the encoding should be exponential in the
message length [KDWO04]. But for ¢ > 3, the best lower bounds are only polynomial.
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We are now ready to prove the super linear lower bound on the sparsity of polynomials repre-
senting OR; mod M over {—1,1}¢ assuming PFR.

Proposition 4.23. Assuming the Polynomial Freiman-Ruzsa (PFR) conjecture in (Z/MZ)%, any
polynomial which represents ORg mod M over {—1,1}¢ needs to have Qy;(dlogd) monomials.

Proof. Given a sparse polynomial which represents OR; mod M over {—1, l}d, we will construct a
MVF over Z/MZ of small rank and large size. The construction is a based on a similar construction
due to Sudan which first appeared in [Gop09]. Suppose p(z) = > /_; at [;cg, 2 is a polynomial
with 7 monomials which represents OR; mod M over {—1,1}%. Define the 2¢ x 2¢ matrix A with
rows and columns indexed by {—1,1}% as

A(z,2")=p(z®2") mod M
where z ® 2’ is the component-wise product. Note that the diagonal entries
A(z,2) =p(z©®2)=p(1) =0 mod M
and the off-diagonal entries are
A(z,2)=p(z©®2)#0 mod M.

Moreover the rank of the matrix A is at most r since

A(z,7) =pz 0 2) Zatnzlz_<< HZZ> ,(Hzé)>
1€St €St ‘ €Sy ¢

Therefore the set of vectors u, = (at [[;es, 2i)iep) € (Z/MZ)" and v = (Tles, 2i)tep) € (Z/MZ)"
for z,2' € {~1,1}? form a MVF over (Z/MZ) of size N = 2% of rank r. By Proposition

N <exp(Op(r/logr)) = d < Op(r/logr) =r > Qp(dlogd). O
So we have the following corollary which proves part (5) of Proposition

Corollary 4.24. Assuming the PFR conjecture, for every positive integer M, there exists a constant
ey depending only on M such that, D(n, M) < cpn/logn.

Proof. Suppose C' is an affine subspace of 4 of dimension d > cjrn/logn which contains exactly
one point xg such that Ham(zy) = a mod M. Then by Proposition there exists a polynomial

p(21,...,24) with at most n + 1 monomials such that p(z) represents ORg mod M over {—1,1}.
Therefore by Proposition (n+1) > Qp(dlogd) which is a contradiction if we choose cpy
sufficiently large. O

4.4 Hardness of LIN-2-MOD;,

We will now show hardness for LIN-2-MODj; when M has multiple odd prime factors assuming
exponential time hypothesis (ETH). We will show that if there are low degree polynomials repre-
senting OR; mod M, then solving LIN-2-MOD,, is hard.

Proposition 4.25. Let M be odd and suppose f(-) is some function such that for every d, there
exists a degree f(d) polynomial which represents ORy mod M over {—1,1}% which is efficiently
computable. Then assuming ETH, solving LIN-2-MOD s (n) requires at least 2™ — poly(n) time
for some m such that f(m)log(m/f(m)) = log(n).
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Proof. Choose the largest m such that (<3?}Tm)) < n, such an m will satisfy f(m)log(m/f(m)) =
log(n). Suppose ¢(z) = Ci(z) A Co(x) A -+ A Cp(z) is some 3-SAT instance with m clauses and
t < 3m variables where each C;(x) depends on at most 3 variables. We can assume that the
variables x1,...,x; take {—1,1} values and each Cj;(x) is a polynomial which takes these {—1,1}
values and outputs 1 if the i** clause is satisfied and —1 if it is not. So ¢ is satisfiable iff there exists
some x € {—1,1}* such that Cy(x) = -+ = Cpp(x) = 1. Now let p(z1, ..., zy) be a polynomial of
degree f(m) which represents OR,;, mod M. Then ¢ is satisfiable iff there exists some x € {—1,1}*
such that the polynomial ¥ (z) = p(Ci(x),...,Cn(xz)) =0 mod M. The polynomial ¥ has degree
at most 3f(m) and so it has at most ( <3 ft(m)) < n monomials. Wlog we can assume that ¥ has
coefficients in {1,2,..., M —1} because we only care about its values modulo M, let us denote these
coefficients by ay,as,...,a,. Emulating the proof of Proposition there exists uy,...,u; € FY
(which can be computed efficiently from ¥) such that for every y € F},

V(-1 =) q (1 -203 yz’“z’%’) = 0;=2) a;(>_yiwi);.
j=1 i=1 J=1 j=1 =l

Therefore ¥(z) =0 mod M for some z € {—1,1}" iff there exists some x’ € span{uy,...,u;} such
that Y7 4 a;(x'); = ()1 a;)/2 mod M. We can write the condition x’ € s?an{ul, ..., Ut} as
a system of linear equations over Fy that x’ should satisfy, explicitly, U'x’ = 0 where U™ is the
matrix whose rows form a basis for the orthogonal complement of span{uj,ug,...,u;}.

Thus we reduced an instance of 3-SAT with m clauses to an instance of LIN-2-MOD;(n). The
reduction itself takes poly(n) time. By ETH, 3-SAT requires 22(m) time. This proves that we need
29m) _ poly(n) time to solve LIN-2-MOD y(n). O

Remark 4.26. Note that the gadgets we used in the hardness proof are low-degree polynomials
which represent OR mod M over {—1,1} basis. Whereas the obstructions to our algorithm are
sparse polynomials which represent OR mod M over {—1,1} basis. It is tempting to believe that the
obstructions to the optimal algorithm should be the right gadgets that should be used in the hardness
proof. Here is a different reduction. Start with a GAP-3LIN instance ¢(x) = (E1(x), ..., En(z))
over t variables where it is promised that either 1 —e¢ fraction of equations are satisfiable or less than
1/2 + € fraction are satisfiable. GAP-SLIN is NP-hard and there are near-linear time reductions
from 3-SAT to GAP-3LIN [MR10]. Suppose p(z1,...,zm) is a polynomial over {—1,1}" such that
it weakly represents this (partial) threshold function modulo M. That is the values of p(z) mod M
when Y, z; = (1 — 2e)m and when Y, z; < 2em are disjoint, say S1 and Sy respectively. Then ¢
is (1 — €)-satisfiable iff there exists some x € {—1,1}' such that ¥(z) = p(Ey(x),..., En(z)) € Si.
But note that in the {—1,1} basis, the sparsity of V is the same as sparsity of p. Thus we get a
good hardness reduction if there are sparse polynomials which weakly represent the (1 —e,1/2+¢)-
threshold partial function. Another interesting question is, can we use the non-existence of such
sparse polynomials in creating a good algorithm for LIN-2-MOD,, ?

Proposition 4.27. For any odd integer M > 2, there exists a degree [d/(M —1)] polynomial which
represents OR; mod M over {—1,1}%.

Proof. Partition the variables x1, za, ..., z4 into M — 1 parts of size at most d’' = [d/(M —1)]. We
can compute the OR of each part exactly with a degree d’ polynomial of the form 1 — Hf/zl (%)
Note that powers of 2 in the denominator can be inverted mod M to get a polynomial with
integer coefficients. Adding these polynomials which compute OR on each part exactly, we get a
polynomial which represents OR; mod M over {—1,1}¢. O
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We have shown that LIN-2-MOD;(n) can be solved in randomized time n™*+0(M) when M is
an odd prime power. Combining Propositions and we have the following corollary, which
shows that our this running time is nearly tight assuming ETH when M is an odd prime power.

Corollary 4.28. Suppose 3 < M < c¢n be an odd integer for some small enough constant 0 < ¢ < 1.

Assuming ETH, solving LIN-2-MOD,(n) requires at least nS{M/log M) time.

Corollary 4.29. Suppose M has r distinct odd prime factors. Assuming ETH, solving LIN-2-MOD(n)
requires at least exp(Qp7((logn/loglogn)™)) time.

Proof. Let M = 2¢M’ for some odd M’. Since we can reduce LIN-2-MOD;/(n) to LIN-2-MOD ;(n)
easily, it is enough to show hardness for LIN-2-MOD;/(n). So wlog, we can assume M is odd.

When M is odd, a polynomial which represents NAND over {0,1} basis can be converted
into a polynomial with represents OR over {—1,1} basis by a linear basis change which preserves
the degree. Therefore by Proposition we can take f(m) = Op/(m'/") in Proposition m

m'/"logm = Qs (logn) implies that
( logn )”
m2y |
loglogn

which implies the required bound. O

5 2-SAT-MOD,,

In this section, we present an algorithm for 2-SAT-MOD,;. The algorithm is recursive and for
the recursion to work, we need to consider the more general list version of 2-SAT-MODj;. Our
algorithm works for any abelian group G in place of Z/M7Z. So we will consider 2-SAT with a
global modular constraint over a finite abelian group G, which we call MOD-CSP(2-SAT, G, S). In
this definition, S is the set of permitted values in the modular constraint.

The 2-SAT instance itself will be over variables {z1,...,z,}. We say that the set of literals are
V =A{x1,...,2n,71,...,%,}, where Z; represents the negation of z;. We let £ C V x V be the
constraints, where (y, z) € E implies that (y V z) is a constraint.

As is standard, we can interpret a constraint y V z as a pair of implications § — z and z — .
As such, we consider a complementary implication digraph (V,F) where F' = {(y,2) : (y,2) €
EYU{(z,y): (y.2) € E}.

For the global modular constraint, we have a constraint of the form

Zgj(ftj) €5,
=1

where g; : {0,1} — G. To make it more symmetric in the literals, we can write each g; as the sum
of indicator functions g;(x) = g, () + g, (¥) such that

9z (x) _ {gj(l) z z (1) gz, (I’) _ {gj(O) z =1 ' (3)
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5.1 Preprocessing

The first step of our algorithm is to do standard preprocessing on the constraint graph. Note
that if our implication graph has a cycle y; — yo — .-+ — Yy — y1, then we can deduce that
Y1 = y2 = --- = Yy, and we can replace these variables by a single variable y and replace the
corresponding g,’s by their sum. By the duality of the implications, there must also be a component
Y — Yr_1 — - — Y1 — Y. Thus, whenever two vertices are merged in the constraint graph, their
negations are also merged. The only exception is if a cycle contains both a y and its negation g, in
which case we can safely output NO SOLUTION. This preprocessing is described in Algorithm

Algorithm 5.1 Preprocessing for MOD-CSP(2-SAT, G, S)

e Input: Instance ¥ of 2-SAT over xz1,...,z, along with maps g; : {0,1} — G and a global
constraint Y 7 gj(z;) € 5.

e Output: Either NO SOLUTION or a new instance ¥’ on {z/, ..., z},} with an acyclic implica-
tion digraph (V' = {},...,2},2%,...,7,}, F') as well as new maps g, : {0,1} = G,y € V'
such that W is satisfiable iff ¥’ is satisfiable.

e PREPROCESS

1. Let V:={z1,...,2n,%1,...,Zn}, and construct g,,y € V as described in .
2. Construct the implication set F', and compute the strongly connected components in F'.

3. If any y, -y appear in the same component, then output NO SOLUTION. Otherwise,
label the components {C1,...,C,C1,...,Ck}, where C; has the complements of the
literals in C;.

4. Forie{l,....k}
(a) Let o} and 7} be new variables representing C; and C;.
(b) Let 9;/,;; = Zyeci gy and 9%; = deci 9y-

5. For every pair of components for which there is at least one edge from one to the other,
add an edge between the corresponding variables to F’.

It is clear that the run-time of the algorithm is O(n + m). The correctness of this algorithm
follows from the following claim.

Claim 5.1. There is a bijection between solutions to W and W' which preserves the weights according
to 1 and i, respectively.

Proof. Fix a solution a := (ay,...,a,) to U. For each strongly connected component C; (or C;),
because there is a directed walk of implications from any pair of literals ¥, z in the same Cj, all
those literals must have the same common value in that strongly connected component. Thus,
a’ = (a},...,a}), where a} is defined to be the common value of C;, is well-defined and the map
a — a’ is injective. This a’ is a valid solution to ¥’ as any implication 3’ — 2’ in ¥’ is constructed
from an implication y — z in W. Also, as C; and C; have complementary variables, ) and Z/ are
complementary.
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By definition,

k k

> g;; (@) + > 9%; (a;)

i=1 =1

For the other direction, consider a solution a’ := (af,...,a}) to ¥'. We can lift this solution
in the opposite manner by setting literal x; equal to the literal of a’ corresponding to the strongly
connected component to which x; belongs. This lifting is also injective, and it preserves the property
that all the constraints are satisfied, as whenever an implication x; — x; is needed, it exists between
the corresponding components. By running the above equations in reverse, we have that this lifted
solution also preserves the modular constraint.

Thus, we have a bijection between the solution sets of these problems. O

It is also not hard to see that if there is an edge from C; to Cj, there must also be an edge from
C; to C;. This, along with logic from similar cases, shows that ¥’ does indeed encode a 2-SAT
instance.

5.2 Acyclic case

With the preprocessing algorithm complete, we can now assume that the implication graph of the
2-SAT instance is a directed acyclic graph, DAG. The algorithm is presented in Algorithm
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Algorithm 5.2 DAG algorithm

e Input: Instance ¥ of 2-SAT as exhibited by an acyclic implication digraph on V =
{z1,...,2p,Z1,..., 2y} and edge set F. Maps g; : {0,1} — G for all j € [n] and a global
constraint Y 7 gj(z;) € S.

e Output: Either NO SOLUTION or an assignment x1,...,x, € {0,1}" satisfying the global
constraint.

e 2-SAT-DAG(V, F, {g,}, S)

1. Define g, : {0,1} — G for all v € V as in (3).

2. If n = 0, check if 0 € S. If so, output the empty assignment. Otherwise output NO
SOLUTION.

3. Otherwise, select a literal y with outdegree 0.

4. Set y = 1; that is, let V! =V \{y,y} and F' = FN(V'x V') and §' = {s—gy(1) : s € S}.

5. Check if 2-SAT-DAG(V', F’, {g,}, S’) has a solution, and if so, add “y = 1”7 and “y = 0”
to the assignment.

6. Otherwise, set y = 0. This choice forces all literals z in the DAG for which there is
a path from z to y to be assigned the value 0. Let W be the set of all such literals
(including y itself), and let W be the set of complements of literals in W. If WNW # ()
output NO SOLUTION.

7. Otherwise, set V/ =V \ (WUW), F’ = Fn (V" x V"), and 8" = {s — 3,y 9-(1)
s € SU{s —gy(1) = X.cnn gy 9(D)}-

8. If |S”| = |S|, then output NO SOLUTION.

9. Check if 2-SAT-DAG(V", F”, {gy»}, S”) has a solution. If so, take the assignment and
add “z=0" and “z = 1" for all z € W, and return this solution.

10. Otherwise, output NO SOLUTION.

Both the run-time and analysis of this algorithm take some work to analyze.

5.2.1 Correctness of Algorithm

We prove correctness by inducting on n. Clearly the case n = 0 is correct, as there are no variables
and so the modular constraint is equivalent to 0 € S.

Assume the induction hypothesis is true for all n < N for some positive integer N. Because
the DAG is acyclic, a vertex of outdegree 0 must exist; call this literal y as in the algorithm. Note
that ¥ must have indegree 0. Any valid assignment to the 2-SAT constraints (ignoring the modular
constraint) must still be valid when y is set equal to 1 (and ¥ is set equal to 0). In particular, this
means that setting y = 1, y = 0 and removing both literals from the digraph will leave us with a
valid DAG 2-SAT instance. By the induction hypothesis, this similar instance can be solved (with
the adjusted set S”) and then can be lifted back up to get a solution to ¥ and the global modular
constraint. Thus, if the smaller instance has a valid solution, we are done.

Now what if the smaller instance fails to have a valid solution? Clearly then any valid solution
must have y = 0 and y = 1. Thus, any element of W (those literals which through a chain of
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implications lead to ) must also have value 0, and those which belong to W must have value 1
(since they are lead to by a chain of implications from 7). Thus, if W and W intersect, the 2-SAT
instance is inconsistent and we can safely reject.

Let S§ = {s — > ,cw 9-(1) : s € S}. Clearly running 2-SAT-DAG on the digraph with W U W
deleted will work using Sjj. But recall we can flip the values of y and g to get another valid solution.
Thus, if a solution on the smaller DAG has weight in S{ = {s — g,(1) = X .cyin 53 9-(1) : s € S},
we can lift to a valid solution on the full DAG. If we run 2-SAT-DAG on the smaller digraph with
S" =S5 USY, we can always lift back to a valid solution.

But, if [S”| = |S|, then S{ = S = S”. Thus, any valid solution with y = 0 is also a valid
solution with y = 1. But, we have already ruled out in the first recursive case that no solutions
with y = 0 exist. Thus, we can safely reject in this scenario.

When we do run on the smaller digraph, we know from the above logic that getting a modular
value in S” is equivalent to getting a modular value in S” \ Sy C S{ (as any other element would
imply a contradiction). Thus, as long as NO SOLUTION is not output from the recursive call, we
can extend to a full solution.

5.2.2 Run-time of Algorithm

We claim that this algorithm runs in time O((m + n) - nl¢I=15). Let f(n,m, k) be an upper bound
on the running time on instances with n variables, m implications, and k = |G| — |S|. If k£ = 0,
then the modular constraint is trivial so f(n,m,0) = O(n+m) (the run-time of 2-SAT). For k > 1,
note that
fn,m, k) < f(n—1,m,k)+ f(n—1,m,k—1)4+O(m+n).

This is because, f(n — 1,m,k) is an upper bound on the work of the first recursive call, and
fn—1,m,k — 1) is an upper bound on the work of the second recursive call (if it is run). This
recursion is consistent with a run-time of O((m + n)n*), as desired. This yields the following
proposition.

Proposition 5.2. Let G be an Abelian group. Then an instance of 2-SAT-MOD¢g on n variables
and m constraints can be solved in (n +m)ICHOM) time.

For special groups, this analysis can be improved. For example, when G = F& then the
algorithm in fact runs in (n +m)°®) time.

A Establishing the Boolean Mod-CSP dichotomy

A.1 PP-reductions, Polymorphisms, and Galois correspondence

One family of simple gadget reductions from one CSP to another are known as pp-reductions.
These are the gadget reductions used by Schaefer to prove the dichotomy for Boolean CSPs. They
are formally defined as follows.

Definition A.1. Let T' and I be templates over a domain D. We say that there is a primitive
positive reduction from I” to T if for all C' € T’ there exist C1,...,Cy € T’ (perhaps with repetition)
such that i
C'(@1, .- we) =Ty, -y )\ Cilzin, - Ziarity;);
i=1

where each z;; is an xy or a yy, allowing for repetition.
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Informally a pp-reduction means that every constraint in I'V can be expressed as a conjunction
of constraints in I' possibly with the addition of some auxiliary variables.

Note that if there is a pp-reduction from I'' to I" then there exists a polynomial-time reduction
from CSP(I”) to CSP(T") (in fact a logspace reduction). (e.g., [Che09, BKW17]).

As stated, it is rather difficult to determine whether there exists a pp-reduction between two
templates I" and I". This issue can be resolved by looking at the polymorphisms of these constraint
templates.

Definition A.2. Let C C D* be a constraint. A polymorphism of C is a function f : D* — D
such that for all x,... 2" € C, we also have that f(x',... x") € Cm More pictorially (c.f.,
[BEWT7)),

zi - x €C
23 - 2 eC
: e’
xf’ x£ eC
b vy - oy €C

The set of such polymorphisms is denoted by Pol(C'). For a general template T', the set of polymor-
phisms is
Pol(T") := m Pol(C).
cel

Here are a few examples (see [BKW17] for many more).

1. Let MAJ; : {0,1}* — {0,1} be the bitwise majority operator on k bits, then MAJ; €
Pol(2-SAT) for all odd k.

2. Let XORy : {0,1}* — {0,1} be the bitwise XOR on k bits, then XOR;, € Pol(3-XOR) for all
odd k.

3. Let ANDy, : {0,1}* — {0, 1} be the bitwise AND operator on k bits, then AND € Pol(HORN-SAT)
for all k.

Intuitively, polymorphisms capture high-dimensional symmetries in the constraints. If the con-
straints have many symmetries (such as linear constraints are closed under affine operations), then
the corresponding CSPs should be more likely to be tractable. This can be stated rigorously as a
Galois correspondence.

Theorem A.3 (Galois correspondence for pp-reductions, [Jea98]). Let I' and I be templates over
a domain D. There exists a pp-reduction from I to T if and only if Pol(T") C Pol(I").

Thus, to classify the computational complexity of CSPs, it suffices to classify sets of polymor-
phisms. Such an investigation was done by Post [Pos41] (in a slightly more general context) in the
case of Boolean polymorphisms. This classification along with the Galois correspondence yields an
elegant restatement of Schaefer’s theorem.

1 Here f acts coordinate-wise i.e. the 5" coordinate of f(z', ... x") is obtained by applying f to the 4t coordi-

nates of z*,..., z%.
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Theorem A.4 (Schaefer’s theorem, polymorphism version [Sch78 [Che09, BKW17]). Let I' be a
Boolean template. Either CSP(T') is NP-complete or it falls into one of the siz following cases.

1. 0 € Pol(T"), in which case “all zeros” is a solution to every instance.
. 1 € Pol(T"), in which case “all ones” is a solution to every instance.
. ANDy € Pol(T"), in which case T is pp-reducible to HORN-SAT.

2
3
4. ORg € Pol(T"), in which case T is pp-reducible to DUAL-HORN-SAT.
5. MAJs € Pol(T"), in which case T is pp-reducible to 2-SAT.

6

. XOR3 € Pol(T"), in which case T is pp-reducible to LIN-2.

A.2 Extension to Mod-CSPs

We now would like to take this theory of CSPs and port it to Mod-CSPs. To start, we show that
the notion of pp-reduction is still meaningful for Mod-CSPs.

Claim A.5. Fixz an Abelian group G and S C G. Consider two I'y and I'y such that there is a

pp-reduction from T'y to g, then there is a polynomial time reduction from MOD-CSP(T'1, G, S) to
MOD-CSP(I'y, G, 5).

Proof. Consider an instance of MOD-CSP(I'1, G, S) with local constraints W(z1,...,z,) and the
global constraint

g1(@1) + -+ gnlzn) € 5. (4)

The pp-reduction says that W(x1,...,2,) is equivalent to V' (x1,...,Zn; Y1, .-, Ym), where ¥ is a
formula with constraints from I's.

Also observe that is equivalent to

g1(x1) + - gn(zn) + ha(yr) + . + him(ym) € S ()

where hy = --- = h,, = 0.
Thus, ¥’ and in MOD-CSP(T's, G, S) is equivalent to ¥ and in MOD-CSP(T'1, G, S). O

Since Mod-CSPs are preserved under pp-reductions, Theorem [A-3] tells us that Mod-CSPs with
more polymorphisms are at least as tractable.

To understand the complexity of Mod-CSPs, we use a result of Post [Pos41], which is explicitly
stated in [Che09]. First, we need a definition

Definition A.6 (c.f., [Che09]). An operator f : DY — D is essentially unary if there exists i € [L]
such that f(x1,...,z1) = f(y1,...,yr) whenever x; = y;.

Note this definition says that constant functions are essentially unary. The other common
example are dictator (or projection) functions: f(x) = z;.

Theorem A.7 (Theorem 5.1 of [Che09]). Let I" be a Boolean template such that there exists
flx1,...,xr) € Pol(I') which is not essentially unary. Then, at least one of ORg, ANDy, MAJ3,
XOR3 is in Pol(T").
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Now, we show that Boolean Mod-CSPs whose polymorphisms only have essentially unary op-
erators are NP-complete.

Lemma A.8. Let T' be a CSP template over a domain D = {0,1}. Let G be an Abelian group,
and let S be a nontrivial subset of G (S # 0 and S # G). If Pol(T") consists entirely of essentially
unary operators, then MOD-CSP(T', G, S) is NP-complete.

By virtue of Schaefer’s dichotomy theorem, this result does not hold for CSPs as constant
polymorphisms can lead to tractability. Thus, we need to the use the global modular constraint to
“break” these constant solutions.

Proof. This will be shown via a reduction from graph 3-coloring like in [BGI16]. Let C = {1, 2,3}
be the colors. Let F' = {(1,2),(1,3),(2,1),(2,3),(3,1),(3,2)} be all valid ways of coloring an edge.

Let (H,E) be a connected graph. For each vertex v € H, construct a collection of variables
Zy(dy,da,ds) for all di,dy,ds € D. Likewise, for each edge (u,v) € FE (think of the edge as
directed so we can distinguish the two vertices), construct y(, . (d 5 )(,j)er for all d(; j) € D where
(1,7) € F.

To talk about assignments to the variables, we let f, : DY — D be such that f,(dy,ds,d3) is
the value assigned to z,(dy,ds, d3). For each edge (u,v) we define gy, : D — D similarly.

Now, we constrain that the f’s and ¢’s are polymorphisms. Fix a v € H. For any constraint
R €T on k variables and for all »¢ € R for all ¢ € C, we then specify that

(folrr, i rD), folra, 13,75), o folri 7)) € R

By definition of a polymorphism, the valid assignments to f, are precisely the polymorphisms of I'.
Likewise, for all (u,v) € E and R € T" and for all ¢ € R for e € F' we specify

(gu,v(rf)eeFv e gu,v(rz)eeF) € R.

So far we haven’t linked these different polymorphisms to each other. To do that, we specify@
that

fuldy, d2,d3) = guw(d(12), d(1,3); d(2,1)5 d(2,3): d(3,1): d(3,2))
if for all (i,7) € F, d; = d(; ;). We likewise say that

fo(dr, d2,d3) = guw(d(12), d1,3), d2,1): d(2,3), d(3,1), d(3,2))

if for all (4,5) € F, dj = d(; j)- Formally, we are saying that f, and f, are minors (or projections)
of guv-

Let 0 € G be the identity and pick sg € S (possibly 0). Let s;1 € G\ S.

Fix vg € V. Specify that

0 d=0

S1 — S0 d=1
S1 d=0

T d) =

gvo(l,0,0)() {SO d=1

HiNote that = can always be simulated by using a common variable for all the equal instances, so we do not need
to add = to I'.

924,(0,0,0) (d) = {
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Let all other i’s be 0. This completes the global constraint.
Now, we need to show that are reduction is complete and sound. For completeness, if (H,V)

has a valid 3-coloring ¢ : H — C, there must be a permutation of the colors such that ¢(vy) = 1.
Consider the assignment

fv(dl, da, d3) = dc(v)7 veH
Guw(diig)) = dicwyew)) — (u,v) € E.
It is clear that f, and gy, are polymorphisms and that the minor constraints are satisfied. For the
global constraint, observe that g., (0,0,0)(0) + 9z, (1,00)(1) =0+ so € S.

For the soundness, imagine that the instance of MOD-CSP(T', G, S) has a solution. Thus, each
fv and gy, either is constant or nontrivially depends on a single coordinate. It is apparent from
the minor relations that if g, , depends nontrivially on coordinate (i,j) then f, must depend
nontrivially on coordinate i and f, must depend nontrivially on coordinate j. Conversely, if f,
depends nontrivially on coordinate i then g, , depends nontrivially on coordinate (7, j) for some j.
Similarly, if f, depends nontrivially on coordinate j then g, ., depends nontrivial on (4, j) for some
i.

Since (H, E) is connected, we must either have that all of the f’s and g¢’s are constant or they
all nontrivially depend on some coordinate. If the latter case occurs, we can assign a color to each
vertex v € H based on which coordinate f, nontrivially depends on. The relations between these
coordinates in the previous paragraph shows that this assignment is a valid 3-coloring.

Thus, (H, E) is 3-colorable as long as the assignment is not constant in each polymorphism.
But, if the assignment is constant on each f,, and in particular f,,, this would imply that the
global constraint either satisfies

92 (0,0,0)(0) + 9z, (1,0,0)(0) = s1,
or

Gy (0,0,0)(1) + gz, (1,0,0)(1) = s1,
but s1 € S, so we have a contradiction. O

Remark A.9. Note that the size of the reduction is linear in the size of the original instance
|H| + |V|. Since graph 3-coloring cannot be done in 2°0HIHWVD time assuming ETH, we have that
such MOD-CSP(T', G, S) cannot be done solve in 2°™poly(m) time (where n is the number of
variables and m is the number of constraints) assuming ETH.

Remark A.10. This result also holds for non-Boolean domains D = {1,...,k}. The reduction is
essentially identical, except the global constraint is modified so that there are k nontrivial functions
with

g1(d) + -+ gx(d) = s1 for alld € D

g1 (1) + - gi(k) = so,
which is certainly possible as there are k? variables (k per function), but only k + 1 constraints.

Remark A.11. For non-Boolean CSPs, weaker conditions on Pol(I') are known to imply that
CSP(T") Is NP-complete (e.g., [BKW17]). We leave as a challenge to the reader to find a suitable
extension of such results to (non-Boolean) Mod-CSPs.

With these structural results for Boolean Mod-CSPs, we can now state a few dichotomy-like
results.
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A.3 Classification for prime powers

Theorem A.12. Let I be a Boolean CSP template. Let G be a nontrivial Abelian group whose
order is a prime power. Then, we have the following classification.

1. If one of MAJs, ORy, AND, € Pol(T), then MOD-CSP(T, G) € P.

2. Otherwise, if XORs € Pol(I") and |G| is a power of two, then MOD-CSP(I", G) € P.
3. Otherwise, if XOR3 € Pol(T"), then MOD-CSP(T", G) € RP N QP.

4. Otherwise, MOD-CSP(T', G) is NP-complete.

Proof. We prove the cases in order.

1. If MAJ3 € Pol(I"), then by Schaefer’s theorem there is a pp-reduction from CSP(T") to 2-SAT.
Thus, there is a pp-reduction from MOD-CSP(T", G) to 2-SAT-MOD¢;, which can be solved in
polynomial time by Section

If |G| is a prime power and ANDs € Pol(I"), then by Schaefer’s theorem there is a pp-reduction
from MOD-CSP(T', G) to HORN-SAT-MODg, which can be solved in polynomial time by
Corollary[3.5] Likewise, if ORy € Pol(T'), then there is a pp-reduction from MOD-CSP(T', G) to
DUAL-HORN-SAT-MOD¢ which can also be solved in polynomial time by the same theorem,
since solving HORN-SAT and DUAL-HORN-SAT instances are equivalent.

2. If |G| is a power of two and XORg3 € Pol(I"), by Schaefer’s theorem this is a pp-reduction from
MOD-CSP(T", G) to LIN-2-MOD¢, which can be solved in deterministic polynomial time by

Corollary

3. If |G| is an odd prime power and XOR3 € Pol(I"), by Schaefer’s theorem this is a pp-reduction
from MOD-CSP(I", G) to LIN-2-MOD¢;, which can be solved in randomized polynomial time
and deterministic quasi-polynomial time by Proposition and Corollary

4. By Theorem [A.7] the only polymorphisms of I" are essentially unary. Thus, by Lemma
MOD-CSP(T", G) is NP-complete. O

A.4 Partial classification for non-prime powers

Recall, that when we motivated Mod-CSPs, we said in the Boolean case, there are essentially only
three nontrivial cases: HORN-SAT-MODg, LIN-2-MODg¢, and 2-SAT-MOD¢. As shown in Theo-
rem this view is correct when |G| is a prime power, as all three problems admit polynomial
time algorithms. When |G| is a non-prime power, the general classification is a bit more com-
plicated. In particular, although HORN-SAT-MODg; fails to have a polynomial-time algorithm, a
special case of the problem does.

To define this special case, consider the operators

ANDOR(z,y,2z) =z A (y V 2)
ORAND(z,y,z) =2V (y A z

Note that ANDOR(z,y,y) = ANDy(z,y) and ORAND(z,y,y) = ORz(z,y), so any CSP with
one of these as a polymorphism is pp-reducible to either HORN-SAT or DUAL-HORN-SAT. But, in
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the case where the group G does not have prime power order, HORN-SAT and DUAL-HORN-SAT
have lower bounds away from P (assuming ETH). Thus, we need to study such problems separately.
By the classification of Theorem understanding the case of ANDOR and ORAND will be
the key to completing the complexity classification of Boolean Mod-CSPs in the case of non-prime
power moduli.

The corresponding CSP for ANDOR is rather simple.

Proposition A.13 (e.g., [Pos41)[CKZ08,IABIT09]). LetT be a Boolean CSP template. If ANDOR €
Pol(T"), then T is pp-reducible to a template Axnpor with constraints of the form

AANDOR = {{(1)}, {(z,y) 1z =y} G {(x1,...,2p) : "1 V22 V -+ - V ﬁxk}}
k=1

Remark A.14. This corresponds to the clone Syg and co-clone 1Sy in Post’s lattice.

For ORAND, the corresponding template is the negation of the above

AoraND = {{(O)},{(:p,y) cx— Yy} G{(azl,...,:pk) tx1 VgV \/xk}}

k=1
We now show that both of these problems are tractable for any Abelian group G.

Lemma A.15. For all finite Abelian groups G, MOD-CSP(Aanpor, G) and MOD-CSP(AoranD, G)
are tractable in O((n +m)\l) time.

Proof. First, note that these two problems are equivalent up to flipping 0 and 1. As a result, we
restrict attention to MOD-CSP(AoranD, G).

The overall algorithm is rather similar to the one for 2-SAT-MODg with the auxillary set S C G.
As a result, we only state the major differences.

Consider the directed graph spanned by the implications. Like in the algorithm for 2-SAT-MODg
we can contract the strongly connected components to single variables. Note that this contract
operation preserves z1 V - -+ V xj (although it may reduce to a smaller number of variables). Also,
if any variables are forced in value, we can propagate that information through the digraph and
update the modular constraint.

Now, take a vertex = of the digraph which has zero outdegree. Set x = 1, and solve the
remaining instance. If a solution is found, then quit. Otherwise, set x = 0, but observe like in the
2-SAT algorithm, any solution with z = 0 yields another solution when z is set back to 1. Thus, we

can either expand S in the x = 0 branch, or if S does not expand, we can skip the branch entirely.
Thus, we get a O((n 4+ m)/€l) algorithm like for 2-SAT. O

With this algorithmic result, we need another fact about Post’s lattice. Stating this result
requires us to define a couple of variants of HORN-SAT and LIN-2.

e HORN-SAT-NO-CONSTANTS are instances of HORN-SAT without any constraints of the form
z=0orz=1.

e DUAL-HORN-SAT-NO-CONSTANTS are instances of DUAL-HORN-SAT without any con-
straints of the form =0 or z = 1.
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e LIN-2-EVEN-ZERO are instances of LIN-2 where every linear constraint is of the form xz;, &
-+ @z, = 0, where k is even.

Note that the hardness (assuming ETH) of MOD-CSP(HORN-SAT-NO-CONSTANTS, G) and
MOD-CSP(DUAL-HORN-SAT-NO-CONSTANTS, GG) follow from the proof of Proposition as
no constants are specified in the constructed instance.

The hardness of MOD-CSP(LIN-2-EVEN-ZERO, G) is a bit more technical and requires a slight
modification of the proof of hardness of LIN-2-MOD; in Proposition

Claim A.16. If|G| is divisible by r > 2 distinct odd primes, then MOD-CSP(LIN-2-EVEN-ZERO, G)
requires exp(§2g|((logn/loglogn)")) time assuming ETH.

Proof. Let M be a product of the r distinct odd primes dividing |G|. There is a subgroup of G
isomorphic to Z/MZ, so it suffices to prove the hardness of MOD-CSP(LIN-2-EVEN-ZERO, Z/MZ).
The proof is very similar to the proof of Proposition so will only sketch the main differences.
Let m be some positive integer to be chosen later. By Proposition there exists a degree
O(m!") polynomial q(z1,2s,...,%y,) which represents OR mod M over {—1,1}" ie. q(z) = 0
mod M iff z = 1. Let ag be such that 2a( is not a quadratic residue modulo M i.e. there doesn’t
exist any b such that 2ag = b> mod M. Now define

p(20, 21, -+ -5 2m) = ag + 20(q(z1, - - - ,zm)2 —ap).

Now we claim that p represents OR mod M over {—1,1}"*L. If 25 = 1, then p(1, 21,...,2m) =

q(z1,...,2m)?> = 0 mod M iff z,...,2;, = 1. If 290 = —1, then p(—1,21,...,2m) = 2ag —
q(z1,..,2m)? #0 mod M for any z1,...,2, € {—1,1}.
Now let W be a 3-SAT instance with m clauses C1(z), - - -, Cp,(x) and ¢ < 3m variables x1, ..., z;.

We can assume that the variables take {—1,1} values and C;(z) is a degree 3 polynomial which
takes these {—1,1} values and outputs 1 if the clause is satisfied and —1 if not. Now consider the
polynomial I'(zg,x1,...,2:) = p(zo, C1(z),...,Cn(x)). It is easy to see that ¥ is satisfiable iff
there exists zg, z1,...,2¢ € {—1,1} such that I'(xg,z1,...,2¢) = 0 mod M. Let the degree of T’
be A < O(mY/"). Let

L(zo, @1, .. @) =70 +7s > 11
Scq{0,1,...,t},1<|S|<A €S

Note that every non-constant monomial of I' has the variable xzp in it. When we convert it to
an instance of LIN-2-MOD,; as in the proof of Proposition then the subspace is spanned
by ug,uy,...,u; where ug = 1 as xg appears in every non-constant monomial. When we write
x' € span{ug,uy,...,us} as ULx’ = 0, all the rows of U' are orthogonal to uy = 1 and therefore
have even number of 1s. Thus we get an instance of LIN-2 where every equation has an even number
of variables and the constant term is zero, which is precisely LIN-2-EVEN-ZERO. The final instance
has n < (22) < (go(gnTl/r)> variables. Therefore we can choose m = Qy/((logn/loglogn)"). O

From these, we can classify a slice of Post’s lattice.

Theorem A.17 (e.g., [Posdll, [CKZ08, IABIT09]). Let T' be a Boolean CSP. Then, if none of
ANDOR, ORAND, MAJ3 € Pol(T"), then one of the problems HORN-SAT-NO-CONSTANTS,
DUAL-HORN-SAT-NO-CONSTANTS or LIN-2-EVEN-ZERO is pp-reducible to T.

From this, we can now prove the classification for the non-prime-power case.
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Theorem A.18. Let ' be a Boolean CSP template. Let G be a nontrivial Abelian group, such that
|G| = p§'...pSr where p1 < pa < --- < p, are primes, ei,...,e;, = 1 and r > 2. Then, we have the
following classification.

1. If one of MAJs, ANDOR, ORAND € Pol(T'), then MOD-CSP(T, G) € P.
2. Otherwise, if py = 2 and r = 2 and XOR3 € Pol(T"). Then, MOD-CSP(T', G) € QP.

3. Otherwise, if one of XOR3, AND2, ORg is in Pol(T"), then MOD-CSP (T, G) cannot be solved
in less than quasi-polynomial time, assuming the exponential time hypothesis.

4. Otherwise, MOD-CSP(I', G) is NP-complete.
Proof. Again, we prove the results in order.

1. This follows from Section [fl and Lemma [A.T5l
2. This follows from Corollary

3. By Theorem we have that one of HORN-SAT-NO-CONSTANTS,
DUAL-HORN-SAT-NO-CONSTANTS, or LIN-2-EVEN-ZERO pp-reduces to I', so the quasi-
polynomial lower bounds (assuming ETH) of Corollary and Corollary apply.

4. By Theorem and Lemma we have this NP-completeness result. O
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