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Abstract

Following the seminal work of [Williams, J. ACM 2014], in a recent breakthrough, [Murray
and Williams, STOC 2018] proved that NQP (non-deterministic quasi-polynomial time) does
not have polynomial-size ACC0 circuits.

We strengthen the above lower bound to an average case one, by proving that for all constants
c, there is a language in NQP, which is not (1/2 + 1/ logc n)-approximable by polynomial-size
ACC0 circuits. In fact, our lower bound holds for a larger circuit class: 2log

a n-size ACC0 circuits
with a layer of threshold gates at the bottom (ACC◦THR circuits), for all constants a. Our work
also improves the average-case lower bound for NEXP against polynomial-size ACC0 circuits by
[Chen, Oliveira, and Santhanam, LATIN 2018].

Our new lower bound builds on several interesting components, including:

• Barrington’s theorem and the existence of an NC1-complete language which is random
self-reducible.

• The sub-exponential witness-size lower bound for NE against ACC0 and the conditional
non-deterministic PRG construction in [Williams, SICOMP 2016].

• An “almost” almost-everywhere MA average-case lower bound (which strengthens the cor-
responding worst-case lower bound in [Murray and Williams, STOC 2018]).

• A PSPACE-complete language which is same-length checkable, error-correctable and also
has some other nice reducibility properties, which builds on [Trevisan and Vadhan, Com-
putational Complexity 2007]. Moreover, all its reducibility properties have corresponding
low-depth non-adaptive oracle circuits.

Like other lower bounds proved via the “algorithmic approach”, the only property of ACC0 ◦
THR exploited by us is the existence of a non-trivial SAT algorithm for ACC0 ◦ THR [Williams,
STOC 2014]. Therefore, for any typical circuit class C , our results apply to them as well if the
corresponding non-trivial SAT (in fact, Gap-UNSAT) algorithms are discovered.
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1 Introduction

1.1 Background and Motivation

Proving unconditional circuit lower bounds for explicit functions (with the ultimate goal of proving
NP 6⊂ P/ poly) is one of the holy grails of theoretical computer science. Back in the 1980s, there was

a number of significant progress in proving circuit lower bounds for AC0 (constant depth circuits
consisting of AND/OR gates of unbounded fan-in) [Ajt83, FSS84, Yao85, H̊as89] and AC0[p] [Raz87,
Smo87] (AC0 circuits extended with MODp gates) for a prime p. But this quick development was
then met with an obstacle—there were little progresses in understanding the power of AC0[m]
for a composite m, despite it had been conjectured that they cannot even compute the majority
function. In fact, it was a long-standing open question in computational complexity that whether
NEXP (non-deterministic exponential time) has polynomial-size ACC0 circuits1, until a seminal work
by Williams [Wil14b] from a few years ago, which proved NEXP does not have polynomial-size ACC0

circuits, via a new algorithmic approach to circuit lower bounds [Wil13].
This circuit lower bound is an exciting new development after a long gap, especially for it

surpasses all previous known barriers for proving circuits lower bounds: relativization [BGS75],
algebrization [AW09], and natural proofs [RR97]2. Moreover, the underlying approach, the algo-
rithmic method [Wil13], puts many important classical complexity results together, ranging from
non-deterministic time hierarchy theorem [SFM78, Zák83], IP = PSPACE [LFKN92, Sha92], hard-
ness vs randomness [NW94], to PCP Theorem [ALM+98, AS98].

While this new circuit lower bound is a significant breakthrough after a long gap, it still has
some drawbacks when comparing to the previous lower bounds. First, it only holds for the gigantic
class NEXP, while our ultimate goal is to prove lower bound for a much smaller class NP. Second, it
only proves a worst-case lower bound, while previous lower bounds and their subsequent extensions
often also worked in the average-case; and it seems hard to adapt the algorithmic approach to the
average-case settings.

Motivated by the above limitations, subsequent works extend the worst-case NEXP 6⊂ ACC0

lower bound in several ways.3 In 2012, by refining the connection between circuit analysis algo-
rithms and circuit lower bounds, Williams [Wil16] proved that (NEXP ∩ coNEXP)/1 does not have

polynomial-size ACC0 circuits. Two years later, by designing a fast #SAT algorithm for ACC0◦THR
circuits, Williams [Wil14a] proved that NEXP does not have polynomial-size ACC0 ◦ THR circuits.
Then in 2017, building on [Wil16], Chen, Oliveira and Santhanam [COS18] proved that NEXP is
not 1/2 + 1/ polylog(n)-approximable by polynomial-size ACC0 circuits. Recently, in an exciting
new breakthrough, with a new easy-witness lemma for NQP, Murray and Williams [MW18] proved
that NQP does not have polynomial-size ACC0 ◦ THR circuits.

1It had been stressed several times as one of the most embarrassing open questions in complexity theory, see [AB09].
2There is no consensus that whether there is a PRG in ACC0 (so it is not clear whether the natural proof barrier

applies to ACC0). A recent work has proposed a candidate construction [BIP+18], which still needs to be tested.
But we can say that if there is a natural proof barrier for ACC0, then this lower bound has surpassed it. (We also
remark here that there is a recent proposal on how to get a natural proof for ACC0 circuit lower bounds via torus
polynomials [BHLR19].)

3There are some other works [ACW16, Tam16, Wil18, CW19] proved several circuit lower bounds uncomparable
to NEXP 6⊂ ACC0, and [CP16] improved the dependence on depth by showing NEXP does not have ACC0 circuits of
o(logn/ log logn) depth.
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1.2 Our Results

In this work, we strengthen all the above results by proving an average-case lower bound for NQP
against ACC0 ◦ THR circuits.

Theorem 1.1. For all constants a, c, there is an integer b, such that NTIME[2logb n] is not (1/2 +

1/ logc n)-approximable by 2loga n size ACC0◦THR circuits. The same holds for (N∩coN)TIME[2logb n]/1

in place of NTIME[2logb n]4.

In other words, the conclusion of the above theorem is equivalent to that there is a language
L in NTIME[2logb n] (resp. (N∩coN)TIME[2logb n]/1) which is not (1/2 + 1/ logc n)-approximable by

2loga n size ACd? [m?] ◦ THR circuits, for all constants d?,m?. We also remark that our new circuit
lower bound builds crucially on another classical complexity gem: the Barrington’s theorem [Bar89]
together with a random self-reducible NC1-complete language [Bab87, Kil88].

Either NQP 6⊂ P/ poly or MCSP /∈ ACC0

MCSP is the Minimum Circuit Size Problem such that, given a truth-table T : {0, 1}2n and an
integer 0 ≤ s ≤ 2n, asks whether there is a circuit C of size at most s which computes the given
truth-table T (see [GII+19] and the references therein for more information on this problem).

Applying Theorem 1.1, we also resolve an open question from [GII+19]. [GII+19] proved (among
many other results) that MAJ ∈ (AC0)MCSP, and showed that either NEXP 6⊂ P/poly or MCSP /∈
ACC0, by combing with Williams’ celebrated lower bounds NEXP 6⊂ ACC0 [Wil14b]. It is asked that
whether one can further show either NQP 6⊂ P/ poly or MCSP /∈ ACC0. We answer that affirmatively
by proving the following corollary of Theorem 1.1.

Corollary 1.2. Either NQP 6⊂ P/poly or MCSP /∈ ACC0.

See Appendix E for a proof of the above corollary.

From Modest-Improvement on Gap-UNSAT Algorithms to Average-Case Lower Bounds

Like other lower bounds proved via the “algorithmic approach” [Wil13], the only property of ACC0◦
THR circuits exploited by us is the non-trivial satisfiability algorithm for them [Wil14a]. Hence,
our results also apply to other natural circuit classes if the corresponding algorithms are discovered.

We first define the Gap-UNSAT problem: given a circuit C, the goal is to distinguish between
the case that C is unsatisfiable and the case that C has at least 1/3 · 2n satisfying assignments.5

Then formally, we have:

Theorem 1.3. For a circuit class C ∈ {TC0,Formula,P/poly}, if for a constant ε > 0, there is a

2n−n
ε

time non-deterministic Gap-UNSAT algorithm for 2n
ε
-size C circuits, then for all constants

a and c, NQP is not (1/2 + 1/nc)-approximable by 2loga n-size C circuits.

Remark 1.4. Since the circuits classes listed above can compute majority, we can use better hard-
ness amplification to prove a (1/2 + 1/nc)-inapproximability result, instead of the (1/2 + 1/ logc n)

4See Definition 2.9 for a formal definition of (N∩coN)TIME[T (n)]/1.
5So this problem is weaker than both the SAT problem, and the CAPP problem which asks you to estimate the

accepting probability of C given a random assignment.
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one. See the proof of Theorem 1.3 for the detail. We also remark that if we only want the original
(1/2 + 1/ logc n)-inapproximability, the above theorem holds for all circuit classes C closed under
composition of AC0 at the top (that is, AC0 ◦ C ⊆ C ).

Remark 1.5. One may ask whether the potentially (1/2 + 1/nc)-inapproximability lower bounds
from Theorem 1.3 can be used to construct PRG for the corresponding classes (that is, whether it
boosts a “non-trivial” derandomization algorithm to a much faster PRG construction). While the
answer is yes, such a bootstrapping result for these circuit classes is already implicit in [Wil13,
Wil16], see Appendix D for details.

Therefore, we essentially strengthen the similar algorithmic-to-circuit-lower-bounds connections
in [MW18] from worst-case lower bounds against NQP to average-case lower bounds against NQP.
We remark that our connection actually does not rely on the “easy-witness lemma”, as it is not clear
how one can get an average-case easy witness lemma (i.e., NQP can be approximated by P/poly

implies all NQP verifiers have succinct witnesses). Rather, we use a different approach similar
to [Wil16] and prove the average case lower bound directly, without going through the easy-witness
lemma.6

A Simpler Proof for the New Easy Witness Lemma for NP and NQP of [MW18]

As an interesting by-product of our new ideas, we give a simpler proof for new easy-witness lemma
for NP and NQP of [MW18] (Lemma 1.6 and Lemma 1.7). The proof from [MW18] crucially
depends on a certain “bootstrapping” argument (Lemma 3.1 of [MW18]), while we provide a more
direct and simpler proof without involving that bootstrapping. We think this new proof is an
independent contribution of this work.

Lemma 1.6 (Easy-Witness Lemma for NP, Lemma 1.2 of [MW18]). For all k ≥ 1, there exists a
constant b such that if NP ⊂ SIZE[nk], then every L ∈ NP has witness circuits of size at most nb.7

Lemma 1.7 (Easy-Witness Lemma for NQP, Lemma 1.3 of [MW18]). For all k ≥ 1, there exists

a constant b such that if NQP ⊂ SIZE[2logk n], then every L ∈ NQP has witness circuits of size at

most 2logb n.

1.3 Intuition

In the following we discuss the intuition of our new average-case lower bounds. For the simplicity
of arguments, we will sketch a proof for NQP is not (1− δ)-approximable by polynomial-size ACC0

circuits, for a universal constant δ (δ can be think of as 1/1000).

Main Difficulty: The Absence of an Easy-Witness Lemma Under the Approx-
imability Assumption

First, it is instructive to see why it is hard to generalize the previous proofs for worst-case lower
bound against ACC0 [Wil14b, MW18] to prove an average-case lower bound against ACC0.

6In Section 4.2, we discuss an alternative perspective on our proof: indeed, our results imply a weaker version of
the average-case easy-witness lemma, which only holds for unary languages. This weaker lemma can still be used to
contradict the non-deterministic time hierarchy theorem for unary languages [Zák83], see Section 4.2 for more details.

7To simplify the presentation, we do not specify the relations between b and k here, but it is easy to see that one
can take b = Θ(k3), just as in [MW18].
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The first step of the NQP 6⊂ ACC0 lower bound by Murray and Williams [MW18], is applying
the so called easy witness lemma. The easy witness lemma states: assuming NQP ⊂ ACC0, for
every language L in NQP with a verifier V (x, y), whenever V (x, ·) is satisfiable, it has a succinct
witness y which is the truth-table of a small ACC0 circuit. Then they apply a similar argument as
in [Wil13, Wil14b] to contradict the non-deterministic time hierarchy theorem [Zák83], using the
non-trivial SAT algorithm for ACC0 circuits in [Wil14b].

Now for proving the average-case lower bound for NQP, we can only start with the assumption
that NQP can be (1 − δ)-approximated by polynomial-size ACC0 circuits. As already explained
by [COS18], we cannot apply the easy witness lemma even if we start from the much stronger
assumption that NEXP can be (1−δ)-approximated by ACC0: the proofs of both the original and the
new easy-witness lemma [IKW02, MW18] completely break when we only have the approximability
assumption.

Review of [COS18]’s Approach

In order to get around the above difficulty, [COS18] start from a worst-case lower bound against
ACC0 [Wil16], and then apply a worst-case to average-case hardness amplification. Their approach
works roughly as follows:

1. By [Wil16], there is a language L ∈ (NEXP ∩ coNEXP)/1, which doesn’t have a poly(n) size

ACC0 circuit.

2. Using the locally-list-decodable codes of [GGH+07, GR08], one can compute a language L̃ ∈
(NEXP ∩ coNEXP)/1, which cannot be (1/2 + 1/ log n)-approximated by a poly(n) size ACC0

circuits. That is, we treat the truth-table of Ln as a message z ∈ {0, 1}2n of the locally-list-
decodable codes, and set L̃m to compute the codeword of z for an appropriate m = m(n).
(Note that here it is important to work with a language L in (NEXP∩coNEXP)/1, as otherwise
we don’t know how to compute the truth-table of L in NEXP.)

3. In particular, the above L̃ ∈ NEXP/1. They then get rid of the advice bit via an enumeration
trick, and therefore prove the average case lower bound for NEXP.

Unfortunately, it seems very hard to generalize the above approach to prove an average-case
lower bound for NQP: the second step of the above approach breaks, as we no longer can afford
to compute an error correcting code on the entire truth-table of a particular input length, which
takes (at least) exponential time.

Therefore, we have to take a different approach, which proves the average-case lower bound
directly, without going through the worst-case to average-case hardness amplification. In order to
do that, it is helpful to review the proof of the new easy-witness lemma in [MW18].

The New Easy-Witness Lemma: “Almost” Almost-Everywhere (a.a.e.) MA
Lower Bound and i.o. Non-deterministic PRG (NPRG)

(An instantiation of) the new easy-witness lemma of [MW18] states that if NQP ⊂ P/ poly, then all
verifiers for NQP languages have succinct (polynomial-size) witness. For the sake of contradiction,
we now suppose NQP ⊂ P/poly and some verifier for a language L ∈ NQP doesn’t have poly(n)-size

witness. That is, there is a polynomial-time verifier V (x, y) with |x| = n and y = 2logb n for a
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constant b, such that for an infinite number of n’s, there is an xn ∈ {0, 1}n such that V (xn, ·) is
satisfiable, but for any yn such that V (xn, yn) = 1, we have SIZE(yn) = nω(1).

Now, yn can be interpreted as a truth-table of a function on ` = logb n variables, and we have
SIZE(yn) ≥ 2ω(`1/b). Therefore, given such a yn, using the well-known hardness-to-pseudorandomness
connection [Uma03], one can construct a pseudorandom generator Gyn with seed length O(`), run-

ning time 2O(`), and it fools all circuits of size 2a·`
1/b

, for all constants a.
Scaling everything properly by setting S = 2a·`

1/b
, it follows that for an infinite number of S, if

we are given the xn (of length |xn| = S1/a) as advice, we can guess a yn such that V (xn, yn) = 1,
and compute the PRG Gyn . This would be a non-deterministic PRG with seed length O(logb S),

running time 2O(logb S), and fooling all S-size circuits.
The key ingredient of [MW18] is an “almost” almost-everywhere (a.a.e.) MA circuit lower

bound, which builds on the MA circuit lower bound by Santhanam [San09].8 For the simplicity of
arguments, we now pretend that we have an almost-everywhere MA circuit lower bound. Specifi-
cally, for each c, there is an integer k = k(c) such that there is a language Lc in MATIME[nk], such
that SIZE(Lcn) ≥ nc for all sufficiently large n.

The crucial idea is that, using the above i.o. NPRG, one can non-deterministically derandomize
Lc on an infinite number of input length n’s (as the string yn can be non-deterministically guess-
and-verified). To derandomize MATIME[nk], it suffices to use the PRG which fools circuits of size

S = n2k. Therefore, by setting a = 2k, we have a language L? ∈ NTIME[2logb+1 n]/n, such that
it agrees with Lc on an infinite number of input lengths. Since c can be an arbitrary integer, we
conclude that NTIME[2logb+1 n]/n is not in P/ poly. Thus, we obtain a contradiction to our assumption
(the n bits of advice can be got rid of easily).

Our Approach: “Almost” Almost-Everywhere Average-Case MA Lower Bound
and i.o. NPRG

A natural attempt to adapt the above approach, is to start with an MA a.a.e. average-case circuit
lower bound, and try to derandomize it non-deterministically via an i.o. NPRG.

More precisely, assume that NQP can be (1 − δ)-approximated by ACC0 circuits for the sake
of contradiction. Suppose we have a language L ∈ MAQP such that for all sufficient large n,
heur1−δ-SIZE(Ln) ≥ nω(1).9 Then with an appropriate i.o. NPRG, there is a language L? ∈ NQP
which agrees with L on an infinite number of input lengths, which contradicts our assumption as
this L? cannot be approximated by polynomial-size ACC0.

An “Almost” Almost-Everywhere Average-Case MA Lower Bound

In order to implement this idea, the first obvious challenge is to strengthen the worst-case “almost”
almost-everywhere MA circuit lower bounds [MW18] to an average-case one. This could be solved
by combing ideas from the average-case circuit lower bound for MA [San09], together with a new
construction of a PSPACE-complete language.

8[MW18, San09]’s lower bounds are actually for MA with advice bits. We ignore the advice bits issue for the sake
of simplicity in the intuition part. See the end of the this section for some discussions on how to deal with the advice
bits.

9heur1−δ-SIZE(Ln) is the minimum size of a circuit computing correctly at least a (1− δ) fraction of inputs to Ln.
See Section 2.1.2 for a formal definition.
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Roughly speaking, the MA circuit lower bounds in [San09] and [MW18] make crucial use of a
PSPACE-complete language by [TV07], which admits several nice properties, including being same-
length checkable, downward self-reducible, and paddable (see Definition 2.2 for details). We modify
the construction from [TV07] to obtain a PSPACE-complete language LPSPACE which is in addition
robust : that is, if it is hard in the worst-case, then it is also hard in the average-case. We think
this new language LPSPACE is of independent interest and may be useful for other problems.

i.o. Non-deterministic PRG

The next challenge is more serious, how do we construct the required i.o. NPRG? One starting
point is the (unconditional) witness-size lower bound for NE. That is, [Wil16] showed that there
is unary language in NE, whose verifier does not have 2n

ε
-size ACd? [m?] witness (ε = ε(d?,m?)).

Therefore, let the verifier be V (x, y) with |x| = n and |y| = 2n; on an infinite number of n’s, V (1n, ·)
is satisfiable, yet for all y such that V (1n, y) = 1, y is not the truth-table of a 2n

ε
-size ACd? [m?]

circuit.
Further assuming P ⊂ ACC0, [Wil16] showed that the above implies an i.o. NPRG for general

circuits. Note that P ⊂ ACC0 implies the Circuit-Evaluation problem has an ACC0 circuit, and
consequently P/poly collapses to ACC0. Therefore, for a y with V (1n, y) = 1, y cannot be computed

by a 2n
ε
-size general circuit as well, which means one can substitutive y into the known hardness-

to-pseudorandomness construction [NW94, Uma03], and get a quasi-polynomial time i.o. NPRG.
However, starting with our assumption NQP can be (1 − δ)-approximated by ACC0, it is not

clear how to show P/poly collapses to ACC0. So we have to take a more sophisticated approach.
To make the situation worse, performing worst-case to average-case hardness amplification requires
majority [SV10, GSV18], which means we don’t even know how to get a PRG fooling ACC0 circuits,
from a y which is only worst-case hard for ACC0.

i.o. Non-deterministic PRG for Low-Depth Circuits

So we want to work with a stronger circuit class, for which at least hardness amplification is
possible, like NC1. Fortunately, there is an NC1-complete problem which admits a nice random
self-reduction [Bar89, Bab87, Kil88]. By our assumption, this problem can clearly be (1 − δ)-
approximated by ACC0 circuits. Utilizing this random self-reduction, and the fact that approximate-
majority can be computed in AC0 [Ajt83, Vio09], we can show that this NC1-complete problem has
a poly(n)-size ACC0 circuits. This in particular means NC1 collapses to ACC0. More specifically,
there are two constants d?,m?, such that any depth d general (fan-in two) circuit has an equivalent
2O(d)-size ACd? [m?] circuit.

Now, get back to the verifier V . It follows that for an infinite number of n’s, V (1n, ·) is satisfiable
and for any y such that V (1n, y) = 1, y is not the truth-table of an nε-depth circuit. This is enough
to obtain a quasi-polynomial time i.o. non-deterministic PRG which fools polylog(n)-depth circuits.

However, in order to non-deterministically derandomize a general MA algorithm, a PRG for
polylog(n)-depth NC circuits is not enough. Suppose the MA algorithm A takes an input x, guesses
a string y, and flips some random coins r; in order to obtain a non-deterministic simulation, we
actually want to fool circuits Cy(r) := A(x, y, r), for all possible y. The circuit Cy could well be a
general circuit, which does not necessarily have low depth.
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An Average-Case Hard MA Language with a Low-Depth Computable Predicate

The next key observation is that we don’t really need the language in MA to be average-case hard
for general circuits; to obtain a contradiction, it suffices to require it cannot be approximated by
low-depth circuits, as our assumption is that NQP can be (1 − δ)-approximated by ACC0 circuits,
which is contained in NC1.

This brings us to our final technical component—an MA language Lhard with a low-depth com-
putable predicate, and is average-case hard for low-depth circuits. That is, suppose the MA al-
gorithm A takes an input x, guesses a string y, and flips some random coins r; we require that
A(x, y, r) (A(x, y, r) is called the predicate of the MA algorithm) is computable by a uniform low-
depth circuit. Now, clearly the circuit Cy(r) := A(x, y, r) is a low-depth circuit, and therefore our
i.o. NPRG can be used to achieve an i.o. derandomization of Lhard, which results in a contradiction
to our assumption.

The construction of such an MA language is the technical centerpiece of this paper; the key
observation is that for our PSPACE-complete problem LPSPACE, all its nice properties: being same-
length checkable, downward self-reducible, and paddable, have corresponding low-depth uniform
oracle circuits. For instance, the instance checker in the same-length checkable property (see Defi-
nition 2.2), can actually be implemented by a uniform TC0 non-adaptive oracle circuit. Using these
low-depth circuits in the previous proof for average-case a.a.e. MA circuit lower bounds, together
with other additional ideas, we can exhibit the language Lhard.

A Technicality: Dealing with Advice Bits

In the above discussion, we (intentionally) omitted a technical detail—the a.a.e. MA lower bound
proved in [MW18] is actually for MA/O(logn). Therefore our i.o. derandomization of the MA
algorithm also needs to use these O(log n) advice bits. But then, we only have NQP/O(logn) is

average-case hard for polynomial-size ACC0 circuits. And the enumeration trick from [COS18]
requires the advice to be o(log n).

Luckily, we further relax the definition of an “almost” almost-everywhere circuit lower bound,
which is weak enough for us to prove such an MA average-case lower bound with only one bit of
advice, but also strong enough to allow us to prove the average-case circuit lower bound. Then we
can apply the enumeration trick from [COS18] to get the desired lower bound for NQP, without
advice.
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2 Preliminaries

We use GF(pr) to denote the finite field of size pr, where p is a prime and r is an integer.

2.1 Complexity Classes and Basic Definitions

We assume knowledge of basic complexity theory (see [AB09, Gol08] for excellent references on this
subject).

2.1.1 Basic Circuit Families

A circuit family is a collection of circuits {Cn : {0, 1}n → {0, 1}}n∈N. A circuit class is a collection
of circuit families. The size of a circuit is the number of wires in the circuit, and the size of a
circuit family is a function of the input length that upper-bounds the size of circuits in the family.
The depth of a circuit is the maximum number of wires on a path from an input gate to the output
gate.

We will mainly consider classes in which the size of each circuit family is bounded by some
polynomial; however, for a circuit class C , we will sometimes also abuse notation by referring to C
circuits with various other size or depth bounds.

AC0 is the class of circuit families of constant depth and polynomial size, with AND,OR and
NOT gates, where AND and OR gates have unbounded fan-in. For an integer m, the function
MODm : {0, 1}∗ → {0, 1} is one if and only if the number of ones in the input is not divisible
by m. The class AC0[m] is the class of constant-depth circuit families consisting of polynomially-
many unbounded fan-in AND, OR and MODm gates, along with unary NOT gates. We denote
ACC0 = ∪m≥2AC

0[m].
The function majority, denoted as MAJ : {0, 1}∗ → {0, 1}, is the function that outputs 1 if the

number of ones in the input is no less than the number of zeros, and outputs 0 otherwise. TC0

is the class of circuit families of constant depth and polynomial size, with unbounded fan-in MAJ
gates. NCk for a constant k is the class of O(logk n)-depth and poly-size circuit families consisting
of fan-in two AND and OR gates and unary NOT gates.

We say a circuit family {Cn}n∈N is uniform, if there is a deterministic algorithm A, such that
A(1n) runs in time polynomial of the size of Cn, and outputs Cn.10

We also use NC circuits to denote circuits with fan-in two AND and OR gates and unary NOT
gates. For a circuit class C , we say a circuit C? is a C oracle circuit, if C? is also allowed to use
a special oracle gate (which can occur multiple times in the circuit, but with the same fan-in), in
addition to the usual gates allowed by C circuits. We say an oracle circuit is non-adaptive, if on
any path from an input gate to the output gate, there is at most one oracle gate.

We say a circuit class C is typical, if given the description of a circuit C of size s, for indices
i, j ≤ n and a bit b, the following functions

¬C,C(x1, . . . , xi−1, xj ⊕ b, xi+1, . . . , xn), C(x1, . . . , xi−1, b, xi+1, . . . , xn)

all have C circuits of size s, and their corresponding circuit descriptions can be constructed in
poly(s) time. That is, C is typical if it is closed under both negation and projection.

10That is, we use the P uniformity by default.
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2.1.2 Notations

We say a circuit C : {0, 1}n → {0, 1} γ-approximates a function f : {0, 1}n → {0, 1}, if C(x) = f(x)
for a γ fraction of inputs from {0, 1}n. If a circuit C does not γ-approximates a function f , we say
f is not γ-approximable by C.

For a function f : {0, 1}n → {0, 1}, we define SIZE(f) (resp. DEPTH(f)) to be the minimum
size (resp. depth) of an NC circuit computing f exactly. Similarly, for an error parameter γ > 1/2,
we define heurγ-SIZE(f) (resp. heurγ-DEPTH(f)) to be the minimum size (resp. depth) of an NC
circuit γ-approximating f .

We say a language L can be γ(n)-approximated by C , if there is a circuit family {Cn}n∈N ∈ C
such that Cn γ(n)-approximates Ln for all sufficiently large n. We also say a class of language L
can be γ(n)-approximated by C , if all languages L ∈ L can be γ(n)-approximated by C .

We say that a language L is not γ(n)-approximable by a circuit class C if it cannot be γ(n)-
approximated by C . That is, for each {Cn}n∈N ∈ C , there is an infinite number of n’s, such that
Ln is not γ(n)-approximable by Cn. We say a class of language L is not γ(n)-approximable by a
circuit class C , if there is a language L ∈ L which is not γ(n)-approximable by C .

2.2 Pseudorandom Generators for Low-Depth Circuits

The following PRG construction follows directly from the local-list-decodable codes with low-
depth decoder [IJKW10, GGH+07, GR08], and the hardness-to-pseudorandomness transformation
of [NW94].

Theorem 2.1. Let δ > 0 be a constant. There are universal constants c and g, and a function
G : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ such that, if Y : {0, 1}` → {0, 1} does not have `δ-depth NC circuit,

then for S = 2`
c·δ

, and for all NC circuit C with depth log(S),∣∣∣∣ Pr
x∈{0,1}w

[C(G(Y, x)) = 1]− Pr
x∈{0,1}S

[C(x) = 1]

∣∣∣∣ < 1/S,

where w = `g. That is, G(Y, ·) 1/S-fools all logS-depth NC circuits. Moreover, G is computable in
2O(`) time.

We provide a proof for the above theorem in Appendix A for completeness.

2.3 A PSPACE-complete Language with Low-complexity Reducibility Proper-
ties

A fundamental results often used in complexity theory is the existence of a PSPACE-complete
language [TV07] satisfying strong reducibility properties, including the time-hierarchy theorem for
BPP with one bit of advice [FS04], the fixed polynomial circuit lower bound MA/1 ⊆ SIZE(nk) for
any k [San09], and the recent new witness lemmas for NQP and NP [MW18].

The key technical ingredient of our new average-case lower bound is a modified construction
of the PSPACE-complete language in [TV07], which satisfies the additional “robust” and “error
correctable” properties, which are useful for proving average-case lower bound11. Moreover, we
observe that the “reducers” in these reducibility properties of our PSPACE-complete languages

11The error correctable property here is stronger than the piecewise random self-reducible property in [San09].
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are of low-complexity circuit classes (i.e., uniform polylog(n)-depth circuits). We believe this new
construction would be of independent interest, and may be useful to further improvement.

We first define these reducibility properties.

Definition 2.2. Let L : {0, 1}∗ → {0, 1} be a language, we define the following properties:

• L is C downward self-reducible if there is a constant c such that for all sufficiently large n,
there is an nc size uniform C circuit A? such that for all x ∈ {0, 1}n, ALn−1(x) = Ln(x).

• L is robust if there are constants c and δ > 0 such that for all sufficiently large n and ε ≥ 2−n
δ
,

SIZE(Ln) ≤ (heur1/2+ε-SIZE(Ln) · ε−1)c.

• L is paddable, if there is a polynomial time computable projection Pad (that is, each output
bit is either a constant or only depends on 1 input bit), such that for all integers 1 ≤ n < m
and x ∈ {0, 1}n, we have x ∈ L if and only if Pad(x, 1m) ∈ L, where Pad(x, 1m) always has
length m.

• L is C weakly error correctable if there is a constant c such that for all sufficiently large n,
for every oracle O : {0, 1}n → {0, 1} which 0.99-approximates Ln, there is an nc size C oracle
circuit D?, such that DO exactly computes Ln.

• L is same-length checkable if there is a probabilistic polynomial-time oracle Turing machine
M with output in {0, 1, ?}, such that, for any input x,

– M asks its oracle queries only of length |x|.
– If M is given L as an oracle, then M outputs L(x) with probability 1.

– M outputs 1− L(x) with probability at most 1/3 no matter which oracle is given to it.

We call M an instance checker for L. Moreover, we say L is C same length checkable, if there
is an instance checker M which can be implemented by uniform polynomial-size C oracle
circuits.

Remark 2.3. Note that the paddable property implies that SIZE(Ln) and DEPTH(Ln) are non-
decreasing.

The following PSPACE-complete language is given by [San09] (modifying a construction of
Trevisan and Vadhan [TV07]).

Theorem 2.4 ([TV07, San09]). There is a PSPACE-complete language LTV which is paddable, TC0

downward self-reducible, and same-length checkable.12

Based on the above language LTV, we construct a modified PSPACE-complete language LPSPACE

which is also robust and NC3 weakly error correctable. Moreover, with a careful analysis, we observe
that the instance checker for LPSPACE can be implemented in uniform TC0. That is, LPSPACE is TC0

same length checkable.

Theorem 2.5. There is a PSPACE-complete language LPSPACE which is paddable, TC0 downward
self-reducible, TC0 same-length checkable, robust and NC3 weakly error correctable. Moreover, all
the corresponding oracle circuits for the above properties are in fact non-adaptive: that is, on any
path from an input gate to the output gate, there is at most one oracle gate.

12 [TV07] doesn’t explicitly state the TC0 downward self-reducible property, but it is evident from their proof.
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2.4 Average-Case Hard Languages with Low Space

We also need the following folklore result, which can be proved by applying standard worst-case to
average-case hardness amplification [STV01] to a hard language in SPACE[s(n)O(1)] obtained via
diagonalization.

Theorem 2.6. Let n ≤ s(n) ≤ 2o(n) be space-constructible. There is a universal constant c and a
language L ∈ SPACE[s(n)c] that heur1/2+1/n3-SIZE(Ln) > s(n) for all sufficiently large n.

2.5 MA ∩ coMA and NP ∩ coNP Algorithms

We first introduce convenient definitions of an (MA ∩ coMA)TIME[T (n)] or (N∩coN)TIME[T (n)]
algorithm, which simplifies the presentation.

Definition 2.7. Let T : N → N be a time-constructible function. A language L is in (MA ∩
coMA)TIME[T (n)], if there is a deterministic algorithm A(x, y, z) (which is called the predicate)
such that:

• A takes three inputs x, y, z such that |x| = n, |y| = |z| = O(T (n)) (y is the witness while z is
the collection of random bits), runs in O(T (n)) time, and outputs an element from {0, 1, ?}.

• (Completeness) There exists a y such that

Pr
z

[A(x, y, z) = L(x)] ≥ 2/3.

• (Soundness) For all y,
Pr
z

[A(x, y, z) = 1− L(x)] ≤ 1/3.

Remark 2.8. (MA∩ coMA) languages with advice are defined similarly, with A being an algorithm
with the corresponding advice.

Definition 2.9. Let T : N→ N be a time-constructible function. A language L is in (N∩coN)TIME[T (n)],
if there is an algorithm A(x, y) (which is called the predicate) such that:

• A takes two inputs x, y such that |x| = n, |y| = O(T (n)) (y is the witness), runs in O(T (n))
time, and outputs an element from {0, 1, ?}.

• (Completeness) There exists an y such that

A(x, y) = L(x).

• (Soundness) For all y,
A(x, y) 6= 1− L(x).

Remark 2.10. (N∩coN)TIME[T (n)] languages with advice are defined similarly, with A being an
algorithm with the corresponding advice.

Note that by above definition, the semantic of (MA∩ coMA)/1 is different from MA/1 ∩ coMA/1.
A language in (MA ∩ coMA)/1 has both an MA/1 algorithm and a coMA/1 algorithm, and their
advice bits are the same. While a language in MA/1 ∩ coMA/1 can have an MA/1 algorithm and
a coMA/1 algorithm with different advice sequences. Similar relationship holds for (NP ∩ coNP)/1
and NP/1 ∩ coNP/1.
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3 A Simpler Proof for the New Easy Witness Lemma for NP and
NQP of [MW18]

In this section, we present our simpler proof of easy-witness lemma for NP from [MW18] (it is easy
to adapt that for NQP). This also serves as a warm-up of the whole paper, as it can be seen as
a baby version of our a.a.e. average-case MA lower bounds, which are the technical centerpiece of
this paper.

As already discussed in the intuition section, the technical centerpiece of the new easy witness
lemma of [MW18] is an a.a.e. MA circuit lower bound. In the following we first give a simpler
proof of that MA lower bound, and then sketch how to get an NP easy-witness lemma based on
that (this part is basically an adaption of the proof of Lemma 4.1 of [MW18]).

3.1 a.a.e. Fixed-Polynomial Lower Bounds for MA/1

Now we are ready to prove the a.a.e. fixed-polynomials lower bounds for MA/1.

Lemma 3.1. For all constants k, there is an integer c, and a language L ∈ MA/1, such that for
all sufficiently large τ ∈ N and n = 2τ , either

• SIZE(Ln) > nk, or

• SIZE(Lm) > mk, for an m ∈ (nc, 2 · nc) ∩ N.

Our Relaxation of The a.a.e. Condition. The statement of Lemma 3.1 also illustrates our
relaxation of the a.a.e. condition which allows to only use 1 bit of advice, which is crucial in the
average-case setting. In [MW18], the lower bound shows that for almost all n’s and m = nc, at
least one of Ln and Lm requires nk or mk size circuits correspondingly. But that requires one to
consider an MA/O(logn) language. Here we relax the condition, such that we only need the lower
bound to hold for almost all n which is a power of 2, and an m ∈ (nc, 2 · nc). In Section 3.2, we
show how the above simplification can still be used to prove the easy witness lemma for NP.

Proof of Lemma 3.1. Let LPSPACE be the language specified by Theorem 2.4. By Theorem 2.6,
there is an integer c1 and a language Ldiag in SPACE(nc1), such that SIZE(Ldiag

n ) ≥ nk for all
sufficiently large n. By the fact that LPSPACE is PSPACE-complete, there is a constant c2 such that
Ldiag
n can be reduced to LPSPACE on input length nc2 in nc2 time. We set c = c2.

The Algorithm. Let τ ∈ N be sufficiently large. We also let b to be a constant to be specified
later. Given an input x of length n = 2τ and let m = nc, we first provide an informal description
of the MA/1 algorithm which computes the language L. There are two cases:

1. When SIZE(LPSPACE
m ) ≤ nb. That is, when LPSPACE

m is easy. In this case, on inputs of length

n, we guess-and-verify a circuit for LPSPACE
m of size nb, and use that to compute Ldiag

n .

2. Otherwise, we know LPSPACE
m is hard. Let ` be the largest integer such that SIZE(LPSPACE

` ) ≤
nb. On inputs of length m1 = m+ `, we guess-and-verify a circuit for LPSPACE

` , and compute
it (that is, compute LPSPACE

` on the first ` input bits while ignoring the rest).
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Intuitively, the above algorithm computes a hard function because either it computes the hard
language Ldiag

n on inputs of length n, or it computes the hard language LPSPACE
` on inputs of length

m1. A formal description of the algorithm is given in Algorithm 1, while an algorithm for setting
the advice sequence is given in Algorithm 2. It is not hard to see that a yn can only be set once in
Algorithm 2.

Algorithm 1: The MA/1 algorithm

1 Given an input x with input length n = |x|;
2 Given an advice bit y = yn ∈ {0, 1};
3 Let m = nc;
4 Let n0 = n0(n) be the largest integer such that nc0 ≤ n;
5 Let m0 = nc0;
6 Let ` = n−m0;
7 if y = 0 then
8 Output 0 and terminate

9 if n is a power of 2 then
10 (We are in the case that SIZE(LPSPACE

m ) ≤ nb.);
11 Compute z in nc time such that Ldiag

n (x) = LPSPACE
m (z);

12 Guess a circuit C of size at most nb;

13 Let M be the instance checker for LPSPACE
m ;

14 Flip an appropriate number of random coins, let them be r;
15 Accept if MC(z, r) = 1;

16 else
17 (We are in the case that SIZE(LPSPACE

m0
) > nb0 and ` is the largest integer such that

SIZE(LPSPACE
` ) ≤ nb0.);

18 Let z be the first ` bits of x;

19 Guess a circuit C of size at most nb0;

20 Let M be the instance checker for LPSPACE
` ;

21 Flip an appropriate number of random coins, let them be r;
22 Accept if MC(z, r) = 1;

The Algorithm Satisfies the MA Promise. We first show the algorithm satisfies the MA
promise. The intuition is that it only tries to guess-and-verify a circuit for LPSPACE when it exists,
and the properties of the instance checker (Definition 2.2) ensure that in this case the algorithm
satisfies the MA promise. Let y = yn, there are three cases:

1. y = 0. In this case, the algorithm computes the all zero function, and clearly satisfies the MA
promise.

2. y = 1 and n is a power of 2. In this case, from Algorithm 2, we know that SIZE(LPSPACE
m ) ≤ nb

for m = nc. Therefore, at least one guess of the circuit is the correct circuit for LPSPACE
m , and

on that guess, when LPSPACE
m (z) = Ldiag

n (x) = 1, the algorithm accepts with probability at
least 2/3, by the property of the instance checker (Definition 2.2).
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Algorithm 2: The algorithm for setting advice bits

1 All yn’s are set to 0 by default;
2 for τ = 1→∞ do
3 Let n = 2τ ;
4 Let m = nc;

5 if SIZE(LPSPACE
m ) ≤ nb then

6 Set yn = 1;
7 else
8 Let ` = max{` : SIZE(LPSPACE

` ) ≤ nb};
9 Set ym+` = 1;

Again by the property of the instance checker, when Ldiag
n (x) = LPSPACE

m (z) = 0, the algorithm
accepts with probability at most 1/3 for all guesses of C, as MC(z, r) = 1 = 1− LPSPACE

m (z)
with probability at most 1/3 over the choices of r. Hence, the algorithm correctly computes

Ldiag
n on inputs of length n.

3. y = 1 and n is not a power of 2. In this case, from Algorithm 2, we know that SIZE(LPSPACE
` ) ≤

nb0. Therefore, at least one guess of the circuit is the correct circuit for LPSPACE
` , and on that

guess, when LPSPACE
` (z) = 1 (z = z(x) is the first ` bits of x), the algorithm accepts with

probability at least 2/3, by the property of the instance checker (Definition 2.2).

Again by the property of the instance checker, when LPSPACE
` (z) = 0, on all possible guesses

of C, the algorithm accepts with probability at most 1/3. Hence, the algorithm correctly
computes LPSPACE

` (z(x)) on inputs of length n.

The Algorithm Computes a Hard Language. Next we show that the algorithm indeed
computes a hard language as stated. Let τ be a sufficiently large integer, n = 2τ , and m = nc.
According to Algorithm 2, there are two cases:

• SIZE(LPSPACE
m ) ≤ nb. In this case, Algorithm 2 sets yn = 1. And by previous analyses, we

know that Ln computes the hard language Ldiag
n , and therefore SIZE(Ln) > nk.

• SIZE(LPSPACE
m ) > nb. Let ` be the largest integer such that SIZE(LPSPACE

` ) ≤ nb. By Re-
mark 2.3, we have 0 < ` < m.

Note that SIZE(LPSPACE
`+1 ) ≤ (`+1)d·SIZE(LPSPACE

` ) for a universal constant d, because LPSPACE

is downward self-reducible. Therefore,

SIZE(LPSPACE
` ) ≥ SIZE(LPSPACE

`+1 )/(`+ 1)d ≥ nb/md ≥ nb−c·d.

Now, on inputs of lengthm1 = m+`, we have ym1 = 1 by Algorithm 2 (note thatm1 ∈ (m, 2m)
as ` ∈ (0,m)). Therefore, Lm1 computes LPSPACE

` , and

SIZE(Lm1) = SIZE(LPSPACE
` ) ≥ nb−c·d.

We set b such that nb−cḋ ≥ (2m)k ≥ mk
1 (we can set b = cd + 3 · ck), which completes the

proof.
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3.2 Easy-Witness Lemma for NP

Now we sketch the proof for the easy-witness lemma for NP, which also illustrate why our relaxation
of a.a.e. condition is still enough for the purpose of proving lower bounds.

First we need the following simple lemma.

Lemma 3.2. For a constant k, if NP/O(n) is not in SIZE(nk), then NP is not in SIZE(nk).

Proof. We prove the contrapositive. Suppose NP is in SIZE(nk) for an integer k. Let L ∈ NP/cn
for a constant c, and M and {αn}n∈N be its corresponding nondeterministic Turing machine and
advice sequence. Let p(n) be a polynomial running time upper bound of M on inputs of length n.

Now we define a language L′ such that a pair (x, α) ∈ L′ if and only if c|x| = |α| and M accepts
x with advice bits set to α in p(|x|) steps. Clearly, L′ ∈ NP from the definition, so it has an nk-size
circuit family. Fixing the advice bits to the actual αn’s in the circuit family, we have an O(nk)-size
circuit family for L as well. This completes the proof.

Reminder of Lemma 1.6 For all k ≥ 1, there exists a constant b such that if NP ⊂ SIZE[nk],
then every L ∈ NP has witness circuits of size at most nb.

Proof Sketch. Fix the integer k, let b = b(k) be a constant to be specified later. We prove the
contrapositive. Suppose there is a language L ∈ NP without nb-size witness circuits.

That is, there is polynomial time verifier V (x, y) for L (x ∈ L⇔ ∃y V (x, y) = 1), with |x| = n
and |y| = na for a constant a, such that for infinite many xn ∈ L, we have V (xn, ·) is satisfiable,
and V (xn, y) = 1 implies y (interpreted as a function {0, 1}a logn → {0, 1}) does not have nb size
circuits.

Using this, one can construct a non-deterministic PRG as follows:

• Given a parameter n, and an input xn ∈ {0, 1}n as advice.

• Guess a y ∈ {0, 1}na such that V (x, y) = 1.

• Feed y into the known hardness-to-pseduorandomness construction [Uma03] to construct a
PRG.13

By previous discussions, for infinite many n’s, there are corresponding advice xn such that the
above computes a poly(n)-time PRG fooling nΩ(b)-size circuits with O(log n) seed length.

Let L be the MA/1 language from Lemma 3.1 with parameter 2k, and let c be the corresponding
constant. Now, for each such n which is sufficiently large, let n1 = n1(n) be the smallest power of 2
which is ≤ n. We know that either (1) Ln1 ≥ n2k

1 , or (2) Lm ≥ m2k for an m = m(n) ∈ (nc1, 2 · nc1).
Suppose L ∈ MATIME[nt]/1 for a constant t.

Now there are two cases:

13Roughly speaking, [Uma03] transforms a function f : {0, 1}` → {0, 1} which requires at size S circuits to a PRG
with seed length O(`) fooling SΩ(1)-size circuits.
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• (1) holds for infinite n’s. In this case, we define an NP/O(n) language which tries to derandom-
ize Ln1 for all these n1 = n1(n)’s. This can be completed by setting b� t, and derandomize
L on all these n1’s using the aforementioned non-deterministic PRG with parameter n (which
is given as advice).

• (2) holds for infinite n’s. In this case, we define another NP/O(n) languages which tries to
derandomize Lm for all these m = m(n)’s. Again, this can be completed by setting b� t · c,
and derandomize L on all these m’s using the NPRG with parameter n (which is again given
as advice).

Therefore, we conclude that there is an NP/O(n) language hard for Ω(n2k) size circuits, which

implies NP 6⊂ SIZE(nk) by Lemma 3.2, and completes the proof.

Remark 3.3. One can see that in the above proof, it does not matter that whether L ∈ MA/1 or
L ∈ MA/O(n). We choose to present Lemma 3.1 with MA/1 because it serves as a toy example of
our a.a.e. average-case MA lower bounds.

4 The Structure of the Whole Proof and Alternative Perspectives

The presentation of this paper roughly follows the intuition part (so it is recommended to read the
intuition part before reading the whole paper). That is, we divide the whole proof into three parts:
(1) An i.o. non-deterministic PRG for low-depth circuits assuming that NQP can be approximated
by ACC0 ◦ THR; (2) An Average-Case Hard MA Language with a low-depth computable predicate
(this is unconditional); (3) Assuming NQP can be approximated by ACC0 ◦ THR, we combine (1)
and (2) to get a contradiction.

As the whole proof is quite involved and consists of several technical ingredients, in this section,
we present an outline of the whole proof, together with a diagram (Figure 1) on how all the
components fit together. Moreover, to maximize helpful intuitions for the reader, we discuss an
alternative perspective of our proof at the end of this section, which is closer the the original
“easy-witness lemma paradigm” of [Wil13, Wil14b, MW18].

4.1 Outline of the Proof

As illustrated by Figure 1, Section 5 and Section 6 are devoted to construct the required i.o. NPRG
for low-depth circuits, assuming that NQP can be approximated by ACC0 ◦THR. More specifically:

• In Section 5, we first introduce the random self-reducible NC1-complete language, and specify
its random self-reduction. Then, in the rest of this section, we show that this language can
be used to establish the collapse theorem we want.

The proofs in this section mainly deal with some technical details (a certain amount of work is
required to make sure the reduction can be implemented as a projection), but are conceptually
very simple.

• In Section 6, we first recall the ACC0 witness-size lower bound for NE in [Wil16], and remark
that it generalizes to an ACC0◦THR witness-size lower bound for NE easily, if one makes use of
the recent PCP construction in [BSV14] and the algorithm for ACC0 ◦THR in [Wil14a]. Then
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Figure 1: The structure of the whole proof.
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we combine this ACC0 ◦ THR witness-size lower bound together with the collapse theorem
in Section 5 and the standard PRG construction [NW94] to construct our conditional i.o.
NPRG for low-depth circuits.

The proofs in this section basically combine several previous known results together in a
sophisticated way, in order to achieve what we need.

Section 7 and Section 8 are devoted to prove the needed a.a.e. average-case MA lower bound
with a low-depth computable predicate. In fact, we actually prove a slightly stronger average-case
lower bound for MA ∩ coMA. More specifically:

• In Section 7, we first prove an average-case MA∩coMA a.a.e. lower bound for general circuits
(that is, a strict strengthening of the corresponding worst-case lower bound in [MW18]). Next,
we generalize it to an average-case MA∩ coMA a.a.e. lower bound for low-depth circuits, and
with a low-depth computable predicate. Our proofs build crucially on our new PSPACE-
complete language with nice reducibility properties (constructed in the next Section), and a
win-win analysis similar to that of [MW18] and [San09].

A technical remark is that the a.a.e. MA lower bound in [MW18] is actually for MAO(logn),
we slightly relax the a.a.e. requirement so that our lower bounds actually apply for (MA ∩
coMA)/1. This reduction in the number of advice bits is crucially for the average-case lower
bound (although the number of advice bits doesn’t matter much in [MW18] as long as it is
o(n)).

This is the most technically involved part of this paper.

• In Section 8, we construct the needed PSPACE-complete language. Our proof builds carefully
on the original PSPACE-complete language in [TV07].

The proofs in this section apply several well-known previous results (such as the local list
decoder of the Reed-Muller codes and Walsh-Hadamard codes) and several crucial observa-
tions on the PSPACE-complete language of [TV07] (the most important observation is that
the instance checker of that language can be implemented in TC0).

Then, finally in Section 9 we prove our average-case lower bound. More specifically:

• In Section 9, we first combine the conditional i.o. NPRG and the a.a.e. average-case MA ∩
coMA lower bound to show a (1−δ)-inapproximability result for (NQP∩coNQP)/O(1) against

ACC0 ◦THR circuits. Then we apply mild to strong hardness amplification to strengthen that
to a 1/2 + 1/ polylog(n) one (note that it is crucial to start with an (NQP ∩ coNQP) lower
bound in order to apply the hardness amplification). Finally we show how to get rid of the
advice bits and get the desired lower bound for NQP.

The proofs in this section basically implement the proof strategy outlined in the intuition
part: combine conditional i.o. NPRG and a.a.e. average-case MA lower bound to get a
contradiction. It also makes use of several previous results: mild to strong hardness ampli-
fication [IJKW10], and the enumeration trick to get rid of the advice bits while keeping the
average-case hardness [COS18].
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4.2 An Alternative Perspective: Average-Case Easy Witness Lemma for Unary
Languages

In the intuition part we have discussed why it seems hard to prove an average-case witness lemma,
and that is the reason that we took an alternative approach. But in fact, our results actually
imply a weaker version of the average-case witness lemma, which is still enough to be utilized to
contradict the non-deterministic time hierarchy.

More specifically, the ideal average-case easy-witness lemma would be:

Ideal Lemma. (Average-Case Easy-Witness Lemma) For a typical circuit class C , if NQP can be
approximated by poly-size C , then all NQP verifiers have poly-size C witnesses.

Our results in fact imply the following weaker version, which only holds for NQP verifiers for
unary languages:

Lemma 4.1. (Average-Case Easy-Witness Lemma for Unary Languages) There is a universal
constant δ such that, for a typical circuit class C 14, if NQP can be (1−δ)-approximated by poly-size
C , then all NQP verifiers for unary languages have poly-size C witnesses.

For the completeness, we provide a proof sketch in Appendix C. Given the above lemma, one can
still apply the non-trivial SAT algorithm for ACC0◦THR [Wil14a] to contradict the non-deterministic
time hierarchy theorem for unary languages [Zák83].

This new perspective actually brings us closer to the original proof strategy of [Wil14b, Wil13],
in which the last step of the proof is to contradict the non-deterministic time-hierarchy theorem.
That is, the non-deterministic time-hierarchy plays the central part. While in our presentation
of the proof, the last step is to derandomize the a.a.e. average-case MA lower bound to get a
contradiction; the non-deterministic time-hierarchy theorem “sits in the middle”, and is only used
to construct the conditional i.o. NPRG.15

Of course, these two perspectives are mathematically equivalent16. But we hope clarifying this
alternative perspective would provide more intuition for the reader, and hopefully stimulate future
works in this direction.

5 A Collapse Theorem for NC1

In this section we prove our collapse theorem for NC1. In Section 5.1 we introduce the NC1-complete
language by Barrington, together with its random-self reduction. Next in Section 5.2 we define a
special encoding of the input to that language. The purpose here is to make sure the random-self
reduction can be implemented as a projection, which is crucial for the proof. Finally, in Section 5.3,
we prove the needed collapse theorem.

We remark that we can also prove a similar collapse theorem for TC0: if uniform TC0 can be
approximated by ACC0, then TC0 collapses to ACC0. We include this in Appendix B as it may be
of independent interest, and it does not rely on Barrington’s theorem.

14Here we require C is closed under adding AC0 at the top. That is, AC0 ◦ C ⊆ C .
15We remark that this is similar to the proof strategy in [Wil16].
16One caveat here is that it seems not easy to prove lower bounds for NQP ∩ coNQP, if we simply reason along

Lemma 4.1. In this case, one may need hardness amplification for non-deterministic time classes [O’D04, HVV06] to
get a 1/2 + 1/ polylog(n)-inapproximability lower bound for NQP.
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5.1 A Random Self-reducible NC1-Complete Problem

We first define the following problem, iterated group product over S5 (the group of all permutations
on [5], we use id to denote the identity permutation), denoted as WS5 , as follows:

Iterated group product over S5 (WS5)

Given n permutations m1,m2, . . . ,mn ∈ S5, compute
∏n
i=1mi.

From the classical Barrington’s theorem [Bar89], we know this function is NC1-complete under
projection. Formally, we have:

Lemma 5.1 ([Bar89]). For any depth-d NC circuit C on n input bits, there is a projection P :

{0, 1}n → {0, 1}2O(d)
, such that C(x) = 1 if and only if WS5(P (x)) = id, for all x ∈ {0, 1}n.

The above problem is random self reducible [Bab87, Kil88], which is crucial for the proof of our
collapse theorem. Here we recall its random self reduction:

The random self reduction of WS5

Given an input ~m = (m1,m2, . . . ,mn) ∈ (S5)n to WS5 . We draw n+ 1 i.i.d. random elements
~u = (u1, u2, . . . , un, un+1) from S5, and consider the following input to WS5 :

Rand(~m, ~u) := (u1m1u
−1
2 , u2m2u

−1
3 , . . . , unmnu

−1
n+1).

For all possible ~m, over the randomness in ~u, Rand(~m, ~u) distributes as a uniform random
input to WS5 . Moreover, we have:

WS5(~m) = u−1
1 ·WS5(Rand(~m, ~u)) · un+1.

5.2 A Special Encoding

It may seems Lemma 5.1 and the random self-reduction are already sufficient for the collapse
theorem we want, but there are still some technical problems remained.17

• First, we have to encode WS5 as a Boolean function. A naive way would be to construct a bi-
jection between [120] and S5, and then divide the input into blocks of 7 bits, each representing
one element in S5. The problem is that most of the Boolean inputs would be invalid in this
encoding; and therefore this would make it a promise problem only defined on a negligible
fraction of inputs, which is not suited for our purpose.

• Second, a straightforward implementation of the random self-reduction actually requires NC0

circuits, as one needs to implement product of two elements in S5. This would collapse NC1

to ACC0 ◦ THR ◦ NC0, rather than ACC0 ◦ THR; and we don’t know yet how to do circuit
analysis of ACC0 ◦ THR ◦ NC0 faster than brute-force.

17We remark similar issues arise in [GGH+07] as well.
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A Special Encoding for the Second Issue. We first deal with the second issue via a special
encoding of the group elements. Let N = |S5| = 120. For each i ∈ [N ], let ei ∈ {0, 1}N be the
vector with i-th bit being 1 while others are all zero. We identify S5 with [N ] (that is, we fix a
bijection between S5 and [N ]), and use ea to represent the element a ∈ S5. Now the problem is
formally defined as follows:

Iterated group product over S5 (WS5)

Given n vectors em1 , em2 , . . . , emn ∈ {0, 1}N , compute a =
∏n
i=1mi and output ea.

The advantage of this special encoding is that for all p, q ∈ S5, there is a projection Pp,q :
{0, 1}N → {0, 1}N (in fact, a permutation), such that for all a ∈ S5, Pp,q(ea) = ep·a·q. This
is crucial to make sure the random self-reduction can be implemented as a projection, and our
collapse theorem doesn’t introduce any additional sub-circuits at the bottom (so we can collapse
NC1 to ACC0 ◦ THR instead of ACC0 ◦ THR ◦ NC0).

Slightly abusing notation, we sometimes use p · ea · q to denote ep·a·q.

A Redundant Encoding for the First Issue. But the first issue remains: WS5 is still a promise
problem, as we require all vectors to be one of the ea’s. We use a redundant encoding to make this
problem defined on all possible inputs.

Let Sgood be the set of all ea’s for a ∈ S5 (that is, all vectors in {0, 1}N with hamming weight
1), and Sbad be all other vectors in {0, 1}N .

We define the following problem Redundant-WS5 :

Iterated group product over S5 with a redundant encoding (Redundant-WS5)

We are given n2 {0, 1}N vectors {mi,j}(i,j)∈[n]×[n].
For each i ∈ [n], let ji be the first integer such that mi,ji ∈ Sgood.

• We call the input a bad input, if there is no such ji for some i, and we just output the
all-zero vector of length N in this case.

• Otherwise, we call the input a good input, and the goal is to compute a =
∏n
i=1mi,ji

and output ea.

5.3 NC1 Collapses to AC0 ◦ C if Uniform NC1 can be Approximated by C

We define Approx-MAJn be the function that outputs 1 (resp. 0) if at least a 2/3 fraction of the
inputs are 1 (resp. 0), and is undefined otherwise. To establish our collapse theorem, we need the
following standard construction for approximate-majority in AC0.

Lemma 5.2 ([AB84, Ajt90, Vio09]). Approx-MAJn can be computed by poly(n)-size uniform AC3

circuits.
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Now we are ready to show that for a general circuit class C , NC1 collapses to AC0◦C , if uniform
NC1 can be approximated by C .

Theorem 5.3. Let C be a typical circuit class, S : N→ N be a size parameter. There is a universal
constant δ such that suppose all languages in uniform NC1 can be (1− δ)-approximated by S-size C
circuit families. Then any depth-d NC circuit C on n input has an equivalent poly(S(2O(d)), n)-size
AC3 ◦ C circuit.

Proof. Let δ = 1/480, and D be a depth-d NC circuit on n input. By Lemma 5.1, there is a
projection P : {0, 1}n → {0, 1}` where ` = 2O(d), such that D(x) = WS5(P (x))id (for a ∈ S5,
(ea)id = 1 if and only if a = id). Without loss of generality, we can assume n is sufficiently large
and d ≥ log n.

Construction of The Circuit C Approximating Redundant-WS5. Now, let t = `/120 (that
is, WS5 on ` bits computes the iterated group product of t permutations from S5). Consider the
Redundant-WS5 problem on t2 vectors, clearly it is in uniform NC1.

Note that Redundant-WS5 has 120 output bits, so we can construct 120 C circuits {Ci}i∈[N ],

each (1−δ)-approximates an output bit of Redundant-WS5 . We denote C(x) ∈ {0, 1}N as the vector
consists of Ci(x)’s.

By a simple union bound, we have

Pr
z

[Redundant-WS5(z) = C(z)] ≥ 1− δ · 120 ≥ 0.75,

where z is a random input to Redundant-WS5 from {0, 1}120·t2 .

Implementation of the Random Self Reduction. Now, we know that for a random input to
Redundant-WS5 , it is a good input to Redundant-WS5 with probability at least

1− t ·
(
|Sbad|
2120

)t
≥ 0.99,

when n (and therefore t) is sufficiently large.
Now we define the function First : {0, 1}120·t → Sgood∪{⊥}. Given an input ~m = (m1,m2, . . . ,mt) ∈

({0, 1}N )t, letting j be the first integer that mj ∈ Sgood, we define First(~m) = mj . If there is no
such j, we define First(~m) = ⊥.

For each m ∈ Sgood, we defineMm be the uniform distribution over the set {First(z) = m : z ∈
{0, 1}120·t}. Note that a sample from Mm can be generated as follows:

• For j ∈ [t], let pj be the probability that a random sample ~w = (w1, w2, . . . , wt) ← Mm

satisfies that j is the first integer that wj ∈ Sgood (note that we must have wj = m).

• We first draw j ∈ [t] according to the probabilities pj ’s. Then a sample ~w = (w1, w2, . . . , wt)←
Mm can be generated as follows: for k ∈ [j− 1], we set wk to be a uniform sample from Sbad;
we set wj = m; for k ∈ {j + 1, j + 2, . . . , t}, we set wk to be a uniform sample from {0, 1}N .

One can observe that when the randomness of the above process is fixed, each bit of the sample
depends on at most one bit of m (that is, it is a projection).
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Next, given a valid input ~m = (m1,m2, . . . ,mt) to WS5 , we draw t + 1 i.i.d. random elements
~u = (u1, u2, . . . , ut, ut+1) from S5, and consider the following input to WS5 :

Rand(~m, ~u) := (u1m1u
−1
2 , u2m2u

−1
3 , . . . , utmtu

−1
t+1).

Note that for all ~m ∈ Stgood, Rand(~m, ~u) distributes uniformly random on set Stgood. Moreover,

WS5(~m) = u−1
1 ·WS5(Rand(~m, ~u)) · ut+1.

Next, consider the following input distribution to Redundant-WS5 :

M~m,~u := (MRand(~m,~u)1
,MRand(~m,~u)2

, · · · ,MRand(~m,~u)t).

It is easy to see that it distributes identically to a random good input to Redundant-WS5 .
Let r be the randomness used to generate a sample from M~m,~u, according to the previously

discussed sampler for Mm. Specifically, there is a set R and a function Gen(~m, ~u, r), such that
Gen(~m, ~u, r) distributes identical to M~m,~u when r is drawn from R.

Therefore, for any ~m ∈ Stgood, we have

Pr
~u←St+1

good

Pr
r←R

[
WS5(~m) = u−1

1 · C(Gen(~m, ~u, r)) · ut+1

]
≥ 0.7.

Construction of the Final Circuit E. Now, one can see that ~u is fixed, Rand(~m, ~u) is a
projection of ~m. And when r is fixed, Gen(~m, ~u, r) is also a projection of Rand(~m, ~u). Therefore,
when both ~u and r are fixed, Gen(~m, ~u, r) is a projection of ~m.

Now, we pick T = 100 · n i.i.d. samples ~u1, ~u2, . . . , ~uT form St+1
good, and r1, r2, . . . , rT from R.

For each j ∈ [T ], we define the circuit

Cj(x) :=
(

(uj1)−1 · C(Gen(P (x), ~uj , rj)) · ujt+1

)
id
.

By previous discussion, Cj can be computed by a C circuit of size S1 = poly(S(2O(d)), n).
Moreover, for each x ∈ {0, 1}n, over the randomness of ~uj and rj , we have

Pr[Cj(x) = D(x)] ≥ 0.7.

Therefore, we set our final circuit to be an approximate-majority of these T circuits C1, C2, . . . , CT .
By a simple Chernoff bound, there exists a fixed choice of all the ~uj ’s and rj ’s, such that the re-
sulting circuit E computes D exactly. By Lemma 5.2, E is an AC3 ◦ C circuit of size poly(S1) =
poly(S(2O(d)), n), which completes the proof.

Remark 5.4. We remark that the above theorem only requires that some special languages in
uniform NC1 can be approximated by C circuits (the languages corresponding to the output bits of
Redundant-WS5).

6 An i.o. Non-deterministic PRG for Low-Depth Circuits

In this section we construct the required i.o. non-deterministic PRG for low-depth circuits, assum-
ing NQP can be approximated by ACC0 ◦ THR circuits.

In Section 6.1 we recall the witness-size lower bound for ACC0 [Wil16], and observe that the
proof generalizes to ACC0 ◦ THR. Then in Section 6.2, we construct the required conditional i.o.
NPRG.
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6.1 Witness-Size Lower Bound for NE

The following lemma is implicit in [Wil16] (with the new PCP construction of [BSV14] and the SAT
algorithm for ACC0 ◦ THR circuits from [Wil14a]) (see also Section 3 of [COS18]).

Lemma 6.1 (Essentially Theorem 9 of [COS18], combing with the algorithm in [Wil14a]). For all
constants a, d?,m?, there is an integer b and a polynomial-time verifier V (x, y) with |x| = logb n,

|y| = 2logb n, such that for an infinite number of n’s, V (1logb n, ·) is satisfiable, and V (1logb n, y) = 1
implies y cannot be computed by a 2loga n-size ACd? [m?] ◦ THR circuit.

Remark 6.2. We remark that this is the only part of our argument where special properties (the
existence of non-trivial circuit-analysis algorithms) of ACC0 ◦THR is exploited: for a typical circuit
class C , the proof of the above lemma only requires a non-trivial algorithm for Gap-UNSAT of
AC0 ◦ C .

6.2 The PRG Construction

Now we show that under the assumption that uniform NC1 can be (1− δ)-approximated by ACC0 ◦
THR, we have an i.o. NPRG for low-depth circuits.

Theorem 6.3. (Conditional i.o. NPRG for Low-Depth Circuits) There is a universal constant δ
such that for all constants a, d?,m?, there is an integer b such that if uniform NC1 can be (1− δ)-
approximated by 2loga n-size ACd? [m?] ◦ THR circuit families, then for an infinite number of n’s,
there is a non-deterministic PRG which works as follows:

• Let ` = logb n, there is a polynomial time algorithm V (x, y) with |x| = ` and |y| = 2`,
computable in 2O(`) time.

• V (1`, ·) is satisfiable, and the PRG guesses a y such that V (1`, y) = 1.

• The PRG then computes a function Gy : {0, 1}O(`) → {0, 1}2loga n
, which 1/2loga n fools all

loga n depth NC circuits. Moreover, Gy is computable in 2O(`) time.

Proof. Let δ be the universal constant in Theorem 5.3. We can without of loss generality assume
that n is a sufficiently large integer.

Construction of the “Hardness Certifier” V ′ for Low-Depth Circuits. We first combine
the collapse theorem with the witness-size lower bound to construct a hardness certifier V ′.

By Theorem 5.3 and our assumption, we know that for a depth-d NC circuit on n bits, there is
an equivalent 2ce·d

a
-size ACd?+cd [m?] ◦ THR circuit for universal constants ce and cd.

Let a1 be an integer to be specified later, and d1 = d? + cd. Now we apply Lemma 6.1 with
parameters a1, d1,m?. Then there is another constant b1 = b1(a1, d1,m?) such that there is a

polynomial-time algorithm V ′(x, y) with |x| = logb1 n, |y| = 2logb1 n, such that for infinite n’s,

we have V ′(1logb1 n, ·) is satisfiable, and V ′(1logb1 n, y) = 1 implies y cannot be computed by a
2loga1 n-size ACd1 [m?] ◦ THR circuit.

Let d = logk n for a constant k to be specified later. A depth-d NC circuit has an equivalent
2ce logak n-size ACd1 [m?] ◦ THR circuit. Now, we set a1 = ak + 1 (hence loga1 n > ce logak n) so that

on these infinite n’s, for a y of length 2logb1 n with V ′(1logb1 n, y) = 1, we know that y cannot be
computed by a logk n-depth NC circuits.
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Construction of the NPRG. Now we can plug this y into a standard construction of a PRG.
Let c2, g and G : {0, 1}∗×{0, 1}∗ → {0, 1}∗ be the constants and the function in Theorem 2.1. Now,

on these infinite n’s, we guess a y such that V ′(1logb1 n, y) = 1, and computes the corresponding
PRG Gy.

By Theorem 2.1, the PRG Gy : {0, 1}logg·b1 n → {0, 1}S′ , where S′ = 2logc2k n, 1/S′-fools logS′-

depth NC circuit, and is computable in poly(|y|) ≤ 2O(logb1 n) time. Now we can set k so that
logS′ = logc2k n ≥ loga n (that is, k = 2a/c2) and b = g · b1, which completes the proof (the final

verifier V takes x, y with |x| = ` = logb n and |y| = 2`, and simulates V ′ with x = 1logb1 n and the

first 2logb1 bits of y).

Remark 6.4. The guarantee on the above algorithm is that on an infinite number of n’s. The
algorithm computes a PRG Gy with all y such that V (1logb n, y) = 1. That is, on different such
valid y’s, it could compute different PRG Gy’s.

7 Average-Case “Almost” Almost Everywhere Lower Bounds for
MA

In this section we prove the average-case circuit lower bounds for MA (in fact, MA∩coMA), which is
the most important technical component of our proof. In Section 7.1 we introduce some definitions
and lemmas which will be helpful for our proof. In Section 7.2, we prove an average-case MA∩coMA
a.a.e. lower bound for general circuits. In Section 7.3, we generalize it to an average-case MA∩coMA
a.a.e. lower bound for low-depth circuits, and with a low-depth computable predicate.

7.1 Preliminaries

We first prove some folklore lemmas and introduce some notations. The following lemma is a direct
corollary of Theorem 2.6.

Lemma 7.1. For all constants a, there is an integer h = h(a) and a language Ldiag in SPACE(2logh n)

such that for all sufficiently large n, heur1/2+1/n-SIZE(Ldiag
n ) > 2loga n.

The following is a simple corollary of the above lemma.

Corollary 7.2. For all constants a, there is an integer h = h(a) and a language Ldiag in SPACE(2logh n)

such that for all sufficiently large n, heur1/2+1/n-DEPTH(Ldiag
n ) > loga n.

7.2 An Average-Case MA ∩ coMA a.a.e. Lower Bound for General Circuits

Now we are ready to prove our average-case lower bound for MA ∩ coMA, which is “almost”
almost-everywhere. We first state a simpler version of our result with O(log n) advice bits. This
is an average-case strengthening of the worst-case MA “almost” almost everywhere lower bound
in [MW18].

Theorem 7.3. For all constants a, there are integers b and c, and a language L ∈ (MA ∩
coMA)TIME(2O(logb n))/O(logn), such that for all sufficiently large n ∈ N and m =

⌈
2logc n

⌉
, either

• heur1/2+1/n-SIZE(Ln) > 2loga n, or
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• heur1/2+1/m-SIZE(Lm) > 2logam.

Remark 7.4. This “almost almost-everywhere” condition states that, in a precise sense, L is hard
on at least “half” of the input lengths.

Proof. Let LPSPACE be the language specified by Theorem 2.5. By Lemma 7.1 with parameter a,
there is a constant h and a language Ldiag ∈ SPACE(2logh n) such that heur1/2+1/n-SIZE(Ldiag

n ) >

2loga n for all sufficiently large n. Since LPSPACE is PSPACE-complete, there is a constant c1 such
that Ldiag

n can be reduced to LPSPACE on input length 2logc1 n in 2O(logc1 n) time. We set c ≥ c1.

The Algorithm. Given an input x of length n and let m =
⌈
2logc n

⌉
, we first provide an informal

description of the MA ∩ coMA algorithm which computes the language L. There are two cases:

1. When SIZE(LPSPACE
m ) ≤ 2logb n. That is, when LPSPACE

m is easy. In this case, we guess-and-

verify a circuit for LPSPACE
m of size 2logb n, and use that to compute Ldiag

n .

2. Otherwise, we know LPSPACE
m is hard. On input of length m, we are given an advice y which

is the largest integer such that LPSPACE
y ≤ 2logb n. We guess-and-verify a circuit for LPSPACE

y ,

and compute it (that is, compute LPSPACE
y on the first y input bits while ignoring the rest).

Intuitively, the above algorithm computes an average-case hard function because either it com-
putes the average-case hard language Ldiag

n on inputs of length n, or it computes the average-case
hard language LPSPACE

y on inputs of length m (LPSPACE is robust). A formal description of the algo-
rithm is given in Algorithm 3, while the algorithm for setting the advice bits is given in Algorithm 4
(note that a yn may be set twice).

The Algorithm Satisfies the MA∩ coMA Promise. We first show the algorithm satisfies the
MA∩ coMA promise (Definition 2.7). The intuition is that it only tries to guess-and-verify a circuit
for LPSPACE when it exists, and the properties of the instance checker (Definition 2.2) ensure that
in this case the algorithm satisfies the MA ∩ coMA promise. Let y = yn, there are three cases:

1. y = −1. In this case, the algorithm computes the all zero function, and clearly satisfies the
MA ∩ coMA promise.

2. y = 0. In this case, from Algorithm 4, we know that SIZE(LPSPACE
m ) ≤ 2logb n for m =

⌈
2logc n

⌉
.

Therefore, at least one guess of the circuit is a correct circuit for LPSPACE
m , and on that guess,

the algorithm outputs Ldiag
n (x) = LPSPACE

m (z) with probability at least 2/3, by the property
of the instance checker (Definition 2.2).

Still by the property of the instance checker, on all possible guesses, the algorithm outputs
1 − Ldiag

n (x) = 1 − LPSPACE
m (z) with probability at most 1/3. Hence, the algorithm correctly

computes Ldiag
n on inputs of length n, with respect to Definition 2.7.

3. y > 0. In this case, from Algorithm 4, we know that n0 6= −1, n =
⌈
2logb n0

⌉
, SIZE(LPSPACE

n ) >

2logb n0 , and SIZE(LPSPACE
y ) ≤ 2logb n0 . Therefore, at least one guess of the circuit is a cor-

rect circuit for LPSPACE
y , and on that guess, the algorithm outputs LPSPACE

y (z) (z = z(x) is
the first y bits of x) with probability at least 2/3, by the property of the instance checker
(Definition 2.2).
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Algorithm 3: The MA ∩ coMA algorithm for the average-case hard language L

1 Given an input x with length n = |x|;
2 Given an advice integer y = yn ∈ [−1, n] ∩ Z;

3 Let m =
⌈
2logc n

⌉
;

4 Let n0 = n0(n) be the integer such that
⌈
2logc n0

⌉
= n; if no such integer exists, n0 = −1;

5 if y = −1 then
6 Output 0 and terminate

7 if y = 0 then

8 (y = 0 indicates we are in the case that SIZE(LPSPACE
m ) ≤ 2logb n.);

9 Compute a z of length m in 2O(logc n) time such that Ldiag
n (x) = LPSPACE

m (z);

10 Guess a circuit C of 2logb n size;

11 Let M be the instance checker for LPSPACE
m ;

12 Flip an appropriate number of random coins, let them be r;
13 Output MC(z, r);

14 else

15 (y > 0 indicates we are in the case that SIZE(LPSPACE
n ) > 2logb n0 .);

16 Let z be the first y bits of x;

17 Guess a circuit C of 2logb n0 size;

18 Let M be the instance checker for LPSPACE
y ;

19 Flip an appropriate number of random coins, let them be r;
20 Output MC(z, r);

Algorithm 4: The algorithm for setting advice bits of Algorithm 3

1 All yn’s are set to −1 by default;
2 for n = 1→∞ do

3 Let m =
⌈
2logc n

⌉
;

4 if SIZE(LPSPACE
m ) ≤ 2logb n then

5 Set yn = 0;
6 else

7 Set ym = max{y : SIZE(LPSPACE
y ) ≤ 2logb n};

29



Still by the property of the instance checker, on all possible guesses, the algorithm out-
puts 1− LPSPACE

y (z) with probability at most 1/3. Hence, the algorithm correctly computes

LPSPACE
y (z(x)) on inputs of length n, with respect to Definition 2.7.

The Algorithm Computes an “Almost” Almost Everywhere Average-Case Hard Lan-
guage. Next we show that the algorithm indeed computes an average-case hard language. Let n
be a sufficiently large integer and m =

⌈
2logc n

⌉
. According to Algorithm 4, there are two cases.

• SIZE(LPSPACE
m ) ≤ 2logb n. In this case, Algorithm 4 sets yn = 0. And by previous analysis, we

know that Ln computes the average-case hard language Ldiag
n , and therefore heur1/2+1/n-SIZE(Ln) >

2loga n as n is sufficiently large.

• SIZE(LPSPACE
m ) > 2logb n. We set b so that 2logb n ≥ 2log2a(m) (we can set b ≥ 3ac). Let y be

the largest integer such that SIZE(LPSPACE
y ) ≤ 2logb n. By Remark 2.3, we have y < m.

Note that SIZE(LPSPACE
y+1 ) ≤ (y + 1)d · SIZE(LPSPACE

y ) for a universal constant d (because

LPSPACE is downward self-reducible). Therefore,

SIZE(LPSPACE
y ) ≥ SIZE(LPSPACE

y+1 )/
⌈
2logc n

⌉d
≥ 2Ω(logb n).

Now, on an input of length m, clearly we have n0(m) = n 6= −1 and ym 6= −1 by Algo-

rithm 4. Therefore, Lm either computes Ldiag
m or LPSPACE

ym (since ym 6= −1). The first case
is already discussed. In the second case, we know ym = y and heur1/2+1/m-SIZE(Lm) =

heur1/2+1/m-SIZE(LPSPACE
y ).

Now, since SIZE(LPSPACE
y ) ≤ 2y, we have y ≥ Ω(logb n). Let c1 and δ1 be the corresponding

constants of the robust property of LPSPACE. For ε ≥ 2−y
δ1 , we have

SIZE(LPSPACE
y ) ≤ (heur1/2+ε-SIZE(LPSPACE

y ) · ε−1)c1 ,

and hence
heur1/2+ε-SIZE(LPSPACE

y ) ≥ ε · SIZE(LPSPACE
y )1/c1 ≥ ε · 2Ω(logb n).

We set b so that yδ1 ≥ Ω
(
logδ1·b n

)
≥ log(m) (that is, we can set b ≥ 2c/δ1), and then set

ε = 1/m. It follows that heur1/2+1/m-SIZE(LPSPACE
y ) ≥ 2Ω(logb n)/2logc n ≥ 2Ω(logb n) ≥ 2loga(m),

which completes the whole proof.

7.3 An Average-Case MA ∩ coMA a.a.e. Lower Bound for Low Depth Circuits

Now we are ready to prove the technical centerpiece of this paper, an (MA∩coMA)/1 language with
a low-depth computable predicate, and is average-case hard for low-depth circuits.

By significantly relaxing the “almost” almost everywhere requirement, we are able to construct
an average-case hard language with only one bit of advice, yet still enough for our final average-case
circuit lower bound proof.
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Theorem 7.5. For all constants a, there are integers b and c, and a language L ∈ (MA ∩
coMA)TIME(2O(logb n))/1 (specified by Algorithm 5 and Algorithm 6), such that for all sufficiently
large τ ∈ N and n = 2τ , either

• heur0.99-DEPTH(Ln) > loga n, or

• heur0.99-DEPTH(Lm) > logam, for an m ∈ (2logc n, 2logc n+1) ∩ N.

Remark 7.6. We remark that in the real proof, we slightly deviate from the intuition section of
the introduction: we actually don’t need the precise condition that the corresponding predicate is
low-depth computable as it is not required by the proof (the proof only requires that the instance
checker part (the composed circuit DC

checker(z, ·)) is computable by low-depth circuits). Still, it is
not hard to make the entire predicate corresponding to Algorithm 5 low-depth computable.

Algorithm 5: The MA ∩ coMA algorithm for the language L which is average-case hard
for low-depth circuits

1 Given an input x with length n = |x|;
2 Given an advice integer y = yn ∈ {0, 1};
3 Let m =

⌈
2logc n

⌉
;

4 Let n0 = n0(n) be the largest integer such that 2logc n0 ≤ n;

5 Let m0 = 2logc n0 ;
6 Let ` = n−m0;
7 if y = 0 then
8 Output 0 and terminate

9 if n is a power of 2 then

10 (we are in the case that DEPTH(LPSPACE
m ) ≤ logb n.);

11 Compute a z in 2O(logc n) time such that Ldiag
n (x) = LPSPACE

m (z);

12 Guess an NC circuit C of logb n depth;

13 Compute in poly(m) time a TC0 oracle circuit D?
checker which implements the instance

checker for LPSPACE
m ;

14 Flip an appropriate number of random coins, let them be r;
15 Output DC

checker(z, r);

16 else

17 (we are in the case that DEPTH(LPSPACE
m0

) > logb n0 and ` is the largest integer such

that DEPTH(LPSPACE
` ) ≤ logb n0.);

18 Let z be the first ` bits of x;

19 Guess an NC circuit C of logb n0 depth;

20 Compute in poly(`) time a TC0 oracle circuit D?
checker which implements the instance

checker for LPSPACE
` ;

21 Flip an appropriate number of random coins, let them be r;
22 Output DC

checker(z, r);

Proof of Theorem 7.5. Let LPSPACE be the language specified by Theorem 2.5. By Corollary 7.2
with parameter a, there is a language Ldiag ∈ SPACE(2logh n) for a constant h such that heur1/2+1/n
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Algorithm 6: The algorithm for setting advice bits for Algorithm 5

1 All yn’s are set to 0 by default;
2 for τ = 1→∞ do
3 Let n = 2τ ;

4 Let m = 2logc n;

5 if DEPTH(LPSPACE
m ) ≤ logb n then

6 Set yn = 1;
7 else

8 Let ` = max{` : DEPTH(LPSPACE
` ) ≤ logb n};

9 Set ym+` = 1;

-DEPTH(Ldiag
n ) > loga n for all sufficiently large n. Since LPSPACE is PSPACE-complete, there is a

constant c1 such that Ldiag
n can be reduced to LPSPACE on input length 2logc1 n in 2O(logc1 n) time. We

set c ≥ c1, and recall that heur1/2+1/n-DEPTH(Ldiag
n ) > loga n, and therefore heur0.99-DEPTH(Ldiag

n ) >
loga n.

The Algorithm. Let τ ∈ N be sufficiently large. Given an input x of length n = 2τ and let
m = 2logc n, we first provide an informal description of the MA ∩ coMA algorithm which computes
the language L. There are two cases:

1. When DEPTH(LPSPACE
m ) ≤ logb n. That is, when LPSPACE

m is easy. In this case, we guess-and-

verify a circuit for LPSPACE
m of depth logb n, and use that to compute Ldiag

n .

2. Otherwise, we know LPSPACE
m is hard. Let ` be the largest integer such that DEPTH(LPSPACE

` ) ≤
logb n. On input of length m1 = m+`, we guess-and-verify a circuit for LPSPACE

` , and compute
it (that is, compute LPSPACE

` on the first ` input bits while ignoring the rest). Note that by
Remark 2.3, we have 0 < ` < m and therefore m+ ` is not a power of 2.

Intuitively, the above algorithm computes an average-case hard function because either it com-
putes the average-case hard language Ldiag

n on inputs of length n, or it computes the average-case
hard language LPSPACE

` on inputs of length m (LPSPACE is NC3 weakly error correctable). A formal
description of the algorithm is given in Algorithm 5, while the algorithm for setting the advice bits
is given in Algorithm 6. It is not hard to see that a yn can only be set once in Algorithm 6.

Now we verify that the above algorithm computes a language satisfying our requirements.

The Algorithm Satisfies the MA ∩ coMA Promise. Again, by Algorithm 6, the algorithm
tries to guess a circuit for LPSPACE only if that circuit exists. Therefore, by a similar argument as in
the proof of Theorem 7.3, the algorithm satisfies the MA∩ coMA promise. Moreover, Ln computes
Ldiag
n if yn = 1 and n is a power of 2, and LPSPACE

` if yn = 1 and n is not a power of 2.

The Algorithm Computes an “Almost” Almost Everywhere Average-Case Hard Lan-
guage for Low Depth Circuits. Next we show that the algorithm indeed computes an average-
case hard language. Let τ be a sufficiently large integer, n = 2τ , and m = 2logc n. According to
Algorithm 6, there are two cases:
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• DEPTH(LPSPACE
m ) ≤ logb n. In this case, Algorithm 6 sets yn = 1. And by previous

analysis, we know that Ln computes the average-case hard language Ldiag
n , and therefore

heur0.99-DEPTH(Ln) > loga n as n is sufficiently large.

• DEPTH(LPSPACE
m ) > logb n. We set b so that logb n ≥ log2a(2m) (we can set b ≥ 3ac). Let `

be the largest integer such that DEPTH(LPSPACE
` ) ≤ logb n. By Remark 2.3, we have ` < m.

Note that DEPTH(LPSPACE
`+1 ) ≤ d log(` + 1) + DEPTH(LPSPACE

` ) for a universal constant d

(because LPSPACE is TC0 downward self-reducible, and the corresponding TC0 oracle circuit
is non-adaptive). Therefore,

DEPTH(LPSPACE
` ) ≥ DEPTH(LPSPACE

`+1 )− d log(`+ 1) ≥ Ω(logb n).

Now, on inputs of length m1 = m + `, we have ym1 = 1 by Algorithm 6. Therefore, Lm1

computes LPSPACE
` , and therefore heur0.99-DEPTH(Lm1) = heur0.99-DEPTH(LPSPACE

` ).

Since LPSPACE is NC3 weakly error correctable, and the corresponding NC3 oracle circuit is
non-adaptive. There is a universal constant d such that

DEPTH(LPSPACE
` ) ≤ d log3 `+ heur0.99-DEPTH(LPSPACE

` ).

Therefore, by our choice of b, it follows

heur0.99-DEPTH(LPSPACE
` ) ≥ DEPTH(LPSPACE

` )−d log3 ` ≥ Ω(logb n)−O(log3c n) ≥ Ω(logb n).

Finally, note that Ω(logb n) ≥ Ω(log2a(2m)) ≥ loga(m1). We have heur0.99-DEPTH(Lm1) =
heur0.99-DEPTH(LPSPACE

` ) ≥ loga(m1), which completes the proof.

Finally, using a similar trick as in the proof of Theorem 7.5, we can also reduce the number of
advice in Theorem 7.3 to 2 bits.

Corollary 7.7. For all constants a, there are integers b and c, and a language L ∈ (MA ∩
coMA)TIME(2O(logb n))/1, such that for all sufficiently large τ ∈ N and n = 2τ , either

• heur0.99-SIZE(Ln) > 2loga n, or

• heur0.99-SIZE(Lm) > 2logam, for an m ∈ (2logc n, 2logc n+1) ∩ N.

8 A PSPACE-complete Language with Nice Reducibility Proper-
ties

In this section we construct a PSPACE-complete language with the needed nice reducibility prop-
erties.

In Section 8.1, we introduce the necessary definitions for the construction of this section. In
Section 8.2, we review the original construction in [TV07]; and in Section 8.3, we briefly discuss
what adaption is required to make it suitable for our purpose. In Section 8.4, we construct the
needed PSPACE-complete language.
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8.1 Notations and Boolean Encodings of Field Elements

We first need to introduce some notations. Let pow(n) be the smallest power of 2 which is no less
than n.

Let Fn be GF(2pow(n)). Note that for all n < m, either Fn = Fm, or Fn is a sub-field of Fm.
An element from Fn can be encoded in pow(n) bits via a natural bijection φn between Fn and
GF(2)pow(n). We encode them in a consistent way that for any 2` < pow(n), the first 2` bits of the

encoding correspond to an element from GF(22`).
That is, for all n < m and an element a from Fn, the first pow(n) bits of φm(a) equals φn(a).

Note that all these fields Fn (i.e., a degree pow(n) irreducible GF(2)-polynomial) and bijections φn
can be constructed deterministically in poly(n) time [Sho88].

Let ` be an integer, F = GF(22`), and K = GF(22`+1
). K is an extension field of F , and there

exists an element α ∈ K (which can be found in poly(2`) time) such that all element x ∈ K can be
uniquely written as x = y · α+ z, where y, z ∈ F .

8.2 Review of the Construction in [TV07]

We need the following lemma from [TV07], which builds on the proof of IP = PSPACE theo-
rem [LFKN92, Sha92].

Lemma 8.1. For some polynomials t and m, there is a collection of functions {fn,i : (Fn)t(n,i) →
Fn}n∈N,i≤m(n) with the following properties:

1. (Self-Reducibility) For i < m(n), fn,i can be evaluated with oracle access to fn,i+1 in poly(n)
time. fn,m(n) can be evaluated in poly(n) time, and in fact it is computable by a poly(n)-size

uniform TC0 circuit.

2. (PSPACE-hardness) For every language L in PSPACE, there is a polynomial-time computable
function ` and g, such that for all n ∈ N and x ∈ {0, 1}n, L(x) = f`(1n),0(g(x)), and `(1n) is
bounded by a polynomial in n (which depends on L).

3. (Low Degree) fn,i is a polynomial of total degree at most poly(n).

Remark 8.2. In [TV07], the field Fn is just GF(2n), we make it slightly larger in order to establish
the padability.18 We formulate the second property in a slightly different way than [TV07] for
convenience. Also, it is easy to see that in the construction of [TV07], t(n, i) and m(n) are both
increasing functions in n.

The polynomial fn,m(n) in [TV07] is very simple, and it is easy to see that it can be computed

by a poly(n)-size uniform TC0 circuit.

More specifically, for all i < m(n), fn,i(x) has ` = t(n, i) variables, and it is defined in terms of
fn,i+1 using one of the following rules:

18The problem with the original encoding is, GF(2n) is not a sub-field of GF(2n+1) for n ≥ 2.

34



Three rules of defining fn,i(x)

fn,i(x1, . . . , x`) = fn,i+1(x1, . . . , x`, 0) · fn,i+1(x1, . . . , x`, 1). (1)

fn,i(x1, . . . , x`) = 1− (1− fn,i+1(x1, . . . , x`, 0)) · (1− fn,i+1(x1, . . . , x`, 1)). (2)

fn,i(x1, . . . , xk, . . . , x`) = xk · fn,i+1(x1, . . . , 1, . . . , x`) + (1− xk) · fn,i+1(x1, . . . , 0, . . . , x`). (3)

8.3 Technical Challenges to Adapt [TV07] for Our Purpose

The original language in [TV07] just computes fn,i in the order of first increasing in n and then
decreasing in i. By Lemma 8.1, this can be easily seen to be downward self-reducible and error
correctable (as polynomials are error correctable). To make it further paddable, [FS04, San09]
simply use a padding construction so that now on a single input length, the language computes fn,i
and all polynomials which come before it.

In order to construct a PSPACE-complete language which is both error correctable and paddable,
there are some technical challenges:

• First, after the padding construction, the language now is not a single polynomial, but a
bunch of different polynomials. We need to do some interpolation to “wrap” them into a
single polynomial again. One obvious problem is that these polynomials are over different
fields and may have different numbers of variables, we resolve that by a careful choice of the
fields (for all n < m, Fn is a sub-field of Fm), and adding dummy variables.

• Another problem is that a simple interpolation would actually destroy the padability. Suppose
we have k polynomials g1, g2, . . . , gk : Fn → F of degree D. We can construct a single
polynomial Gk : Fn+1 → F with degree D + k, such that Gk(i, x) = gi(x), via a simple
interpolation. But the issue here is that then Gk−1 cannot be reduced to Gk easily (so it is
not paddable). We resolve this via a different choice of interpolation. Specifically, we define
Gk : Fn × Fk → F as Gk(x, y1, y2, . . . , yk) :=

∑k
i=1 gi(x) · yi.

• Finally, the polynomials are over a large alphabet Fn, and we have to turn them into Boolean
functions. This step is standard as one can just make use of Walsh-Hadamard codes.

The next step is to argue that the reducibility properties of the constructed new language
actually have low complexity oracle circuits implementations. For padability it is trivial. For weakly
error correctability and the robust property, it is still straightforward from the local decoders of
Reed-Muller codes and Walsh-Hadamard codes. The main difficulty here is to argue this for same-
length checkability and for downward self-reducibility.

Same-length Checkability. This actually looks counter-intuitive at first—the instance-checker
in [TV07, FS04, San09] actually simulates the interactive proof protocol for PSPACE [LFKN92,
Sha92]. Since it is an interactive proof protocol, it appears that this checking process should
proceed one step after another step (that is, highly sequentially), and it should not have a highly
parallelizable implementation such as TC0 oracle circuits.
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The key observation is that, despite the fact that we are simulating an interactive proof protocol,
the prover’s strategy is already committed to the given oracle. This enables us to check different
stages of the interactive proof protocol in the same time, and from which we can construct a TC0

oracle circuit for the instance checker.

Downward Self-reducibility. Downward self-reducibility is a bit tricky. When Gk and Gk+1 are
over the same field, downward self-reducibility follows from the way that the fn,i’s are constructed.
But when Gk and Gk+1 are over different fields Fold and Fnew (Fold is a sub-field of Fnew), it is
not clear how to evaluate Gk+1 given an oracle access to Gk. To circumvent this issue, suppose
Gk : Fn+k

old → Fold is a degree d = poly(n) polynomial, we wish to extent it to a polynomial
Hk : Fn+k

new → Fnew.
For this purpose, we construct n + k + 1 intermediate polynomials H int

0 , H int
1 , . . . ,H int

n+k, such

that H int
i : Finew × Fn+k−i

old → Fnew is constructed by extending Gk to the domain Finew × Fn+k−i
old .

Note that H int
n+k = Hk. We simply insert the polynomials H int

0 , H int
2 , . . . ,H int

n+k between Gk and

Gk+1. Note that for each i ∈ [n + k], given oracle access to H int
i−1, it is easy to evaluate H int

i by
interpolation. Also, Gk+1 can be evaluated easily given oracle access to Hk, as now they are over
the same field Fnew, and H int

0 can be easily evaluated given oracle access to Gk via interpolation.
It remains to ensure that adding these H int

i ’s does not hurt other properties we want. It is
straightforward to verify that padability, weakly error correctability, and the robust property still
hold, and a careful examination shows that these intermediate polynomials H int

i ’s are also same-
length checkable.

8.4 The Construction of the PSPACE-complete Language

Now we are ready to construct the needed PSPACE-complete language, we first restate the theorem
for convenience.

Reminder of Theorem 2.5 There is a PSPACE-complete language LPSPACE which is paddable,
TC0 downward self-reducible, TC0 same-length checkable, robust, and NC3 weakly error correctable.
Moreover, all the corresponding oracle circuits for the above properties are in fact non-adaptive:
that is, on any path from an input gate to the output gate, there is at most one oracle gate.

Proof of Theorem 2.5. In the following, we roughly follows the ideas outlined in Section 8.3. Our
construction is a careful modification of the construction from [TV07], together with an application
of Walsh-Hadamard codes to turn the polynomials into Boolean functions.

Construction of Interpolated Polynomial Gk. First, we order all polynomials in the following
order

f1,m(1), f1,m(1)−1, . . . , f1,0, f2,m(2), . . . , f2,0, . . . , fn,m(n), . . . , fn,0, . . . .

Let gk be the k-th polynomial in the above list. Suppose gk is fn,i. Let d = d(k) be the
maximum number of variables of a polynomial in g1, g2, . . . , gk. By introducing some dummy
variables at the end, we can make all polynomials g1, g2, . . . , gk have d variables. Moreover, since
all fields F1,F2, . . . ,Fn−1 are sub-fields of Fn (or equal to Fn), we can treat all g1, g2, . . . , gk as
polynomials from Fdn → Fn.
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Now, we introduce k more variables y1, y2, . . . , yk, and define the following polynomial Gk :
Fd+k
n → Fn,

Gk(x, y1, y2, . . . , yk) :=
k∑
i=1

gi(x) · yi.

Since all gi’s are of total degree at most poly(n), Gk is also of total degree poly(n).

Construction of Field-Transferring Polynomial H int
k,i. One issue is that when Gk and Gk+1

are over different fields, it is not clear how one can compute Gk+1 with oracle access to Gk (that
is, how to implement the downward self-reducibility). To circumvent this, we construct a series
of field-transferring polynomials19 between Gk and Gk+1 to help the process of making the field
larger.

Since Gk+1 is over a larger field than Gk, it must be the case that n = 2τ for an integer τ and
i = 0. Let Fold = Fn = GF(22τ ) and Fnew = Fn+1 = GF(22τ+1

), we know that Gk is over Fold and
Gk+1 is over Fnew.

We want to construct a polynomial Hk : Fd+k
new → Fnew which extends Gk. Note that it is unique,

as Gk is of D = poly(n) degree, while Fold has size at least 2n. If we simple insert Hk after Gk, it
is still not clear how to evaluate Hk given oracle access to Gk. Therefore, we move the polynomial
variables from Fold to Fnew one after another instead of moving them all together.

Let H int
k,i : Finew ×Fd+k−i

old → Fnew be the polynomial extending Gk to the domain Finew ×Fd+k−i
old .

Clearly H int
k,d+k = Hk.

Moreover, to compute H int
k,i given oracle access to H int

k,i−1, one can simply interpolate the i-

th coordinate. That is, given (y<i, yi, z) ∈ Finew × Fd+k−i
old , one queries H int

k,i−1(y<i, x, z) for x ∈
{0, 1, . . . , D} to interpolate a polynomial p(x) : Fold → Fnew which equals H int

k,i−1(y<i, x, z). Then

we have H int
i (y<i, yi, z) = p(yi).

Converting Gk and H int
k,i into Boolean Functions via Walsh-Hadamard Codes. Next,

we need to turn the polynomials Gk and H int
k,i into Boolean functions. We do this by applying

Walsh-Hadamard codes.
Let ` = pow(n). We use the bijection φ = φn between Fn and GF(2)` described in Section 8.1.
We define Fk : Fd+k

n × GF(2)` → GF(2) as,

Fk(z, r) := 〈φ(Gk(z)), r〉,

where 〈φ(Gk(z)), r〉 is the inner product between φ(Gk(z)) and r over GF(2).
Fk can be easily interpreted as a Boolean function on {0, 1}e(k), where e(k) = (d+ k + 1) · `.
We call a k special, if Gk and Gk+1 are over different fields. In this case, we know that

Fn+1 = GF(22`), and H int
k,i is from Fin+1 × Fd+k−i

n → Fn+1. Similarly, we define F trans
k,i : Fin+1 ×

Fd+k−i
n × GF(2)2` → GF(2) as

F trans
k,i (z, r) := 〈φn+1(H int

k,i(z)), r〉.

F trans
k,i can be interpreted as a Boolean function on {0, 1}e(k,i), where e(k, i) = (d+ k+ i+ 2) · `.

19We are slightly extending the notion of polynomials here, as in those intermediate polynomials, different variables
could be over different fields. Still, one can view them as the evaluation of a polynomial on a certain domain.
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Note that for a special k, we have that e(k) < e(k, 0) < e(k, 1) < . . . < e(k, d + k − 1) <
e(k, d+ k) < e(k + 1).

Now, for each input length m, let k be the largest integer such that e(k) ≤ m and i be the
largest integer such that e(k, i) ≤ m. If there is no such k, LPSPACE

m just computes the all-zero
function. If k is not special, we set LPSPACE

m to compute Fk on its first e(k) bits; otherwise we set
LPSPACE
m to compute F trans

k,i on its first e(k, i) bits.

In the following we verify that LPSPACE has all the desired properties.

LPSPACE is Paddable. Note that it suffices to verify the padability between n and m = n + 1.
There are several non-trivial cases (we ignore the trivial case when LPSPACE

n and LPSPACE
m compute

the same function).

1. LPSPACE
n computes Fk and LPSPACE

m computes Fk+1.

2. LPSPACE
n computes Fk, L

PSPACE
m computes F trans

k,0 for a special k.

3. LPSPACE
n computes F trans

k,i , LPSPACE
m computes F trans

k,i+1 for a special k and 0 ≤ i ≤ d+ k − 1.

4. LPSPACE
n computes F trans

k,d+k, L
PSPACE
m computes Fk+1 for a special k.

We only discuss the first case, other cases follow by similar arguments. Note that in this case
Fk and Fk+1 are over the same field, and we have

Fk(x, y1, y2, . . . , yk, z) = Fk+1(x, y1, y2, . . . , yk, 0, z)

by the definition of Fk and Fk+1. The padability is then evident with our encoding of the fields
Fn’s (see Section 8.1).

To make the presentation clean, when verifying the remaining properties, we first discuss the
case when LPSPACE

m computes the function Fk, and then argue the additional cases when LPSPACE
m

computes the function F trans
k,i .

LPSPACE is Robust. Supposing LPSPACE
m computes the function Fk, we only need to show this

property for the Boolean function Fk. By the well-known local-list-decoders of the Walsh-Hadamard
codes [GL89] and of the Reed-Muller codes [STV01], this property follows directly.

LPSPACE is NC3 Weakly Error Correctable. This follows from the well-known local-decoders
of the Reed-Muller codes and the Walsh-Hadamard codes [STV01]. Walsh-Hadamard codes have
NC1 local decoders [GL89], while the computational bottleneck of the local decoder of Reed-Muller
is solving a system of linear equations over Fn. Solving a system of linear equation can be done by
an O(log2 n) depth arithmetic circuit with field operations over Fn, and a field operation over Fn
can be implemented by a uniform TC0 circuit [HV06] (and therefore a uniform NC1 circuit). Hence,
the whole local decoder can be implemented by a uniform NC3 circuit, and this property follows.
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Handling F trans
k,i . Consider the function F trans

k,i constructed from the function H int
k,i : Finew ×

Fd+k−i
old → Fnew (recall that now k is special; Fnew and Fold are the (different) fields of Gk and

Gk+1 respectively). H int
k,i can indeed be interpreted as a polynomial Fiold × Fiold × Fd+k−i

old → Fnew.
Recall that there is an element α ∈ K such that all element x ∈ K can be uniquely written as
x = y · α+ z for y, z ∈ F .

We consider the following polynomial H̃ int
k,i : Fiold × Fiold × Fd+k−i

old → Fnew, defined as

H̃ int
k,i(y, z, w) = H int

k,i(y · α+ z, w),

where y, z ∈ Fiold and w ∈ Fd+k−i
old , and the operators in y · α + z are coordinate-wise scalar

multiplication and addition.
H̃ int
k,i has the same degree of H int

k,i , and is indeed the same function as H int
k,i . Therefore, the robust

property and weakly error correctability can be established similarly when LPSPACE
m computes F trans

k,i .

LPSPACE is TC0 Same-length Checkable. Suppose we want to check whether Fk(x, y, r) = 1
given an oracle O which is supposed to compute Fk (the case for checking whether Fk(x, y, r) = 0
is analogous). Suppose gk = fn,i, and let ` = pow(n). Note that given an oracle for Fk, one can
ask it ` times to get Gk(x, y) for any valid x, y.

We first query the oracle O to get Gk(x, y), and reject immediately if it is not consistent
with Fk(x, y, r). Since Gk(x, y) =

∑k
i=1 gk(x) · yi, we next ask the oracle O to get g1(x) =

Gk(x, 1, 0, . . . , 0), g2(x) = Gk(x, 0, 1, 0, . . . ), . . . , gk(x) = Gk(x, 0, 0, . . . , 0, 1). We reject immedi-
ately if these queried values are not consistent with Gk(x, y). Now we can use the original instance
checker in [TV07, FS04] to check whether these obtained gi(x)’s are correct.

Therefore, now it suffices to show that the instance checker of [TV07, FS04] can be implemented
by a uniform polynomial size TC0 circuit. Suppose we want to check the value of fn,i(x) for some

n and i, given oracle access to alleged polynomials f̃n,i, f̃n,i+1, . . . , f̃n,m(n), which are supposed to
compute the polynomials fn,i, fn,i+1, . . . , fn,m(n) (by the way we order polynomials, these alleged
polynomials are accessible given the oracle O).

For all i < m(n), fn,i(x) has ` = t(n, i) variables, recall that it is defined in terms of fn,i+1 using
one of the following rules:

fn,i(x1, . . . , x`) = fn,i+1(x1, . . . , x`, 0) · fn,i+1(x1, . . . , x`, 1). (4)

fn,i(x1, . . . , x`) = 1− (1− fn,i+1(x1, . . . , x`, 0)) · (1− fn,i+1(x1, . . . , x`, 1)). (5)

fn,i(x1, . . . , xk, . . . , x`) = xk · fn,i+1(x1, . . . , 1, . . . , x`) + (1− xk) · fn,i+1(x1, . . . , 0, . . . , x`). (6)

Let D = poly(n) be a degree bound on all the polynomials fn,i, fn,i+1, . . . , fn,m(n). Suppose we
want to check whether fn,i(x1, . . . , x`) = Ti, the instance checker works as follows:

• For case (1) and case (2), we first query the oracle polynomials f̃n,i+1 on points (x1, . . . , x`, z)
for z ∈ {0, 1, 2, . . . , D}, and interpolate a polynomial Pi(z) of degree D, which is supposed to
be the polynomial fn,i+1(x1, . . . , x`, z).

– We first check whether Pi(0) · Pi(1) = Ti in case (1), or 1− (1− Pi(0)) · (1− Pi(1)) = Ti
in case (2), and reject immediately if they are not satisfied.
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– We pick a random value zi ∈ Fn, and proceed to check whether fn,i+1(x1, . . . , x`, zi) =
Pi(zi).

• For case (3), we first query the oracle polynomials f̃n,i+1 on points (x1, . . . , xk−1, z, xk+1, . . . , x`)
for z ∈ {0, 1, 2, . . . , D}, and interpolate a polynomial Pi(z) of degree D, which is supposed to
be the polynomial fn,i+1(x1, . . . , xk−1, z, xk+1, . . . , x`).

– We first check whether xk · Pi(1) + (1− xk) · Pi(0) = Ti.

– We pick a random value zi ∈ Fn, and proceed to check whether fn,i+1(x1, . . . , xk−1, zi, xk+1,
. . . , x`) = Pi(zi).

• Finally, when we reach the stage of checking whether fn,m(n)(x1, x2, . . . , xt(n,m(n))) = Tm(n).
We simply evaluate the polynomial fn,m(n) on the given point and reject it is not equal to
Tm(n).

The correctness of the instance checker follows directly from the proof of IP = PSPACE [LFKN92,
Sha92]. Now we show it can be implemented in uniform TC0.

First notice that we can draw all the random values zi, zi+1, . . . , zm(n) in the beginning, and
each interpolated polynomials Pi are completed determined by the input x1, x2, . . . , x`, the random
values zi’s, and the oracle polynomial f̃n,i’s. By Lagrange’s formula and [HV06], all Pi’s can be
computed by uniform TC0 non-adaptive oracle circuits with the oracle O.

After constructing the polynomials, one can see the instance checker only needs to perform
some additional consistency checks. Note that we have Ti+1 = Pi(zi), so all consistency checks only
involve at most two polynomials Pi and Pi+1, and they can be easily implemented by uniform TC0

circuits, again by [HV06].

Handling F trans
k,i . When LPSPACE

m computes F trans
k,i , the only complication is that now all these

polynomials fn,i are over the domain Ftnew × F`−told for some t. The above argument still works with
minor modifications.

LPSPACE is TC0 Downward Self-reducible. Finally, we show how to compute LPSPACE
m given

an oracle to LPSPACE
m−1 . Note that we can ignore the trivial case where both LPSPACE

m and LPSPACE
m−1

compute the same function. We first consider the case that LPSPACE
m and LPSPACE

m−1 compute the
function Fk and Fk−1 respectively.

To compute Fk(x, y, r), it suffices to compute Gk(x, y). Computing Gk(x, y) can be in turn
reduced to computing g1(x), g2(x), . . . , gk(x). Recall that these gi(x)’s are defined by one of the
rules (4), (5) and (6), we can see either gi(x) is itself computable by a uniform TC0 circuit (it is
fn,m(n) for some n), or it can be computed by a uniform TC0 non-adaptive oracle circuit with gi−1

as the oracle [HV06].
Given oracle access to Fk−1, we also get the access to polynomials g1(x), g2(x), . . . , gk−1(x),

and therefore we can compute each g1(x), g2(x), . . . , gk(x) with a uniform TC0 non-adaptive oracle
circuit with the oracle Fk−1. Combing them with another TC0 circuit on the top, we can compute
Fk(x, y, r) with a uniform TC0 non-adaptive oracle circuit with the oracle Fk−1, which completes
the proof.
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Handling F trans
k,i . There are three non-trivial cases involving F trans

k,i .

1. LPSPACE
m−1 computes Fk, L

PSPACE
m computes F trans

k,0 for a special k.

2. LPSPACE
m−1 computes F trans

k,i , LPSPACE
m computes F trans

k,i+1 for a special k and 0 ≤ i ≤ d+ k − 1.

3. LPSPACE
m−1 computes F trans

k,d+k, L
PSPACE
m computes Fk+1 for a special k.

Note that the third case can be handled similarly as the case involves Fk and Fk−1. For the
first two cases, LPSPACE

m can be computed easily given an oracle to LPSPACE
m−1 via interpolation, by

the way we define F trans
k,i ’s.

9 NQP is not 1/2 + o(1)-approximable by Polynomial Size ACC0 ◦
THR Circuits

In this section we prove that NQP is not (1/2 + 1/ polylog(n))-approximable by polynomial-size
ACC0 ◦ THR circuits.

In Section 9.1 we introduce some definitions and lemmas which will be helpful for our proof. In
Section 9.2, we prove a (1−δ)-inapproximability result for (NQP∩coNQP)/O(1) against ACC0◦THR
circuits. And in Section 9.3, we apply mild to strong hardness amplification to obtain a (1/2 +
1/polylog(n))-inapproximability result for (NQP ∩ coNQP)/O(1) against ACC0 ◦ THR circuits, and
then apply an enumeration trick to get rid of that advice, and prove the same lower bound for
NQP.

9.1 Preliminaries

We first introduce some definitions. For an integer a ∈ N, we use bin(a) to denote the Boolean
string representing a in binary (from the most significant bit to the least significant bit).

Given two integers m,n ∈ N, we construct an integer pair(m,n) as follows. First letting ` =
|bin(n)|, we duplicate each bits in bin(`) and to get a string zlen of length 2 · |bin(`)| (for example,
if bin(`) = 101, we get 110011). Then we let z = bin(m) ◦ bin(n) ◦ 01 ◦ zlen, where ◦ means
concatenation, and define pair(m,n) as the integer with binary representation z.

It is easy to see that pair(m,n) ≤ O(mn2). Also, given the integer pair(m,n), one can easily
decode the pair of number m and n.

9.2 (1− δ) Average-Case Lower Bounds

We first show that there is a function in (NQP ∩ coNQP)/2 which is not (1 − δ)-approximable by

ACC0 ◦ THR circuits, for a universal constant δ.

Theorem 9.1. For all constants a, there is an integer b, a universal constant δ > 0, such that
(N∩coN)TIME[2logb n]/2 is not (1− δ)-approximable by 2loga n size ACC0 ◦ THR circuits.

Remark 9.2. In other words, the conclusion of the above theorem is equivalent to that there is a
language L in (N∩coN)TIME[2logb n]/2 which is not (1− δ)-approximable by 2loga n size ACd? [m?] ◦
THR circuits, for all constants d?,m?.
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We will prove a weaker theorem first, and then show it implies Theorem 9.1.

Theorem 9.3. For all constants a, d?,m?, there is an integer b, a universal constant δ > 0, and
a language L in (N∩coN)TIME[2logb n]/2 such that L is not (1 − δ)-approximable by 2loga n-size
ACd? [m?] ◦ THR circuits.

Proof. Let b be an integer to be specified later and δ be the universal constant in Theorem 6.3.
Now for the sake of contradiction, suppose all languages in (N∩coN)TIME[2logb n]/2 have a 2loga n-
size ACd? [m?] ◦ THR circuit family which computes it correctly on a 1− δ fraction of inputs for all
sufficiently large input length n.

We first apply Theorem 7.5. Let b1 and c1 be such that there is a language Lhard ∈ (MA ∩
coMA)TIME(2logb1 n)/2 specified by Algorithm 5 and Algorithm 6, such that for all sufficiently large
τ ∈ N and n = 2τ , either

• heur0.99-DEPTH(Lhard
n ) > log2a n, or

• heur0.99-DEPTH(Lhard
m ) > log2am, for an m ∈ (2logc1 n, 2logc1 n+1) ∩ N.

Now we try to derandomize Lhard non-deterministically, and get a contradiction. In the following
we always assume n is sufficiently large.

By Theorem 6.3, there is a constant b2, such that the following holds for an infinite number of
n’s (we call them good n’s):

• Let Sderand(n) = 2log2b1c
2
1 n.

• There is a polynomial time algorithm V (x, y) with |x| = logb2 n and |y| = 2logb2 n computable

in 2O(logb2 n) time.

• V (1logb2 n, ·) is satisfiable, and for all y such that V (1logb2 n, y) = 1, Gy : {0, 1}O(logb2 n) →
{0, 1}Sderand(n) is a PRG which 1/Sderand(n) fools all logSderand(n) depth NC circuits, and

computable in 2O(logb2 n) time.

Now, for all these good n’s. Let n1 be the largest power of 2 which is no greater than n.
We first provide an informal description of our non-deterministic algorithm. There are two cases

according to Theorem 7.5.

• When heur0.99-DEPTH(Lhard
n1

) > log2a n1. On inputs of length n, we apply the PRG with

parameter n, and try to compute Lhard
n1

on the first n1 bits in 2O(logb2 n) time.

• When heur0.99-DEPTH(Lhard
m ) > log2am, for an m ∈ (2logc1 n1 , 2logc1 n1+1) ∩ N. Now, on an

input of length n2 = pair(m,n) = O(mn2), we apply the PRG with parameter n, and try to

compute Lhard
m on the first m bits in 2O(logb2 n) ≤ 2O(logb2 n2) time.

Formally, the algorithm is specified in Algorithm 7, with a key sub-routine given in Algorithm 8.
The advice bits yn and zn are set by Algorithm 9. It is not hard to see that a yn or a zn can only
be set once.
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Algorithm 7: Non-deterministic Derandomization of Lhard

1 Given an input x with length n = |x|;
2 Given advice bits y = yn ∈ {0, 1} and z = zn ∈ {0, 1};
3 if y = 0 then
4 Let n1 be the largest power of 2 which is no greater than n;

5 (y = 0 indicates we are in the case that heur0.99-DEPTH(Lhard
n1

) > log2a n1 and n is
good.);

6 Let w be the first n1 bits of x;
7 Derand(w, zn, n);

8 else
9 Parse n as two integers (m0, n0) (that is, n = pair(m0, n0));

10 (y = 1 indicates we are in the case that heur0.99-DEPTH(Lhard
m0

) > 2logbm0 and n0 is
good.);

11 Let w be the first m0 bits of x;
12 Derand(w, zn, n0);

Algorithm 8: Derand(x, z, n0)

1 Given an input x with length n = |x|, z ∈ {0, 1} and n0;

2 (z is supposed to be the advice for Lhard on input length n and n0 is suppose to be good.);
3 (In the following the algorithm tries to derandomize Algorithm 5 with the corresponding

advice z.);
4 if z = 0 then
5 Output 0 and terminate

6 According to whether n is a power of 2 and Algorithm 5, compute z and ` such that

Lhard
n (x) = LPSPACE

` (z), and guess an NC circuit C of depth D = D(n);

7 Compute in poly(`) time a TC0 instance checker D?
checker for LPSPACE

` ;

8 Guess a yhard such that V (1logb2 n0 , yhard) = 1;
9 for w ← {0, 1, ?} do

10 pw = Pr
r←{0,1}O(logb2 n0)[DC

checker(x,Gyhard(r)) = w];

11 if p1 > 0.66 then
12 Output 1 and terminate

13 if p0 > 0.66 then
14 Output 0 and terminate

15 Output ?;
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Algorithm 9: The algorithm for setting advice bits of Algorithm 7

1 All yn’s and zn’s are set to 0 by default;

2 Let adv = {advn}n∈N be the advice sequence for Lhard;
3 for n = 1→∞ do
4 if n is good then
5 Let n1 be the largest power of 2 which is no greater than n;

6 if heur0.99-DEPTH(Lhard
n1

) > log2a n1 then
7 yn = 0;
8 zn = advn1 ;

9 else

10 Let m be an integer from (2logc1 n1 , 2logc1 n1+1) ∩ N such that

heur0.99-DEPTH(Lhard
m ) > log2am;

11 n2 = pair(m,n);
12 yn2 = 1;
13 zn2 = advm;

Analysis of the algorithm. It is easy to see that L ∈ NTIME[2logb2+1 n]/2; we set b ≥ b2 + 1.

Then by our assumption, L can be (1 − δ)-approximated by 2loga n-size ACd? [m?] circuits on all
sufficiently large input length n. In particular, it also implies that L can be (1− δ)-approximated
by O(loga n)-depth NC circuits on all sufficiently large input length n.

Analysis of Derand(x, z, n0). Next, we say an execution of Derand(x, z, n0) is correct, if z is the
correct advice of Lhard

|x| , n0 is good, and 2logc1 n0+1 > |x| = n. We first show that on a correct execu-

tion of Derand(x, z, n0), it non-deterministically computes Lhard(x) (with respect to Definition 2.9).
We can assume the corresponding z = 1 because otherwise it is trivial. Note that in both cases
(whether n is a power of 2 in Algorithm 5), we have ` ≤ 2logc1 n and D ≤ logb1 n. Therefore, DC

checker

is equivalent to a depth O(logc1 n+ logb1 n) ≤ logS(n0) = log2b1c21 n0 circuit (logc1 n0 + 1 > log n).

Hence, since n0 is good, for any yhard such that V (1logb2 n0 , yhard) = 1, Gyhard 1/S(n0)-fools DC
checker,

and it follows that Derand(x, z, n0) non-deterministically computes Lhard(x).

Contradiction. Finally, we show the above is a contradiction. Since there are infinite good n’s,
either Line 7 or Line 12 of Algorithm 9 is executed for an infinite number of times. We consider
the following two cases.

• For an infinite number of good n’s, heur0.99-DEPTH(Lhard
n1

) > log2a n1. In this case, Ln com-
putes Lhard

n1
for all these n’s, and therefore heur0.99-DEPTH(Ln) = heur0.99-DEPTH(Lhard

n1
) ≥

log2a n1 = ω(loga n), contradiction.

• For an infinite number of good n’s, heur0.99-DEPTH(Lhard
n1

) ≤ log2a n1. In this case, Ln2 com-
putes Lhard

m for all these n2 = n2(n)’s, and therefore heur0.99-DEPTH(Ln2) = heur0.99-DEPTH(Lhard
m ) ≥

log2am ≥ ω(loga n2) (m ≤ n2 ≤ O(mn2), m ≥ 2Ω(logc1 n)), contradiction.
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Now, we show Theorem 9.3 implies Theorem 9.1.

Proof of Theorem 9.1. Let b ≥ 1 be an integer to be specified later, and δ be the universal constant
in Theorem 9.3.

For the sake of contradiction, suppose all languages in (N∩coN)TIME[2logb n]/2 have a 2loga n-size

ACC0◦THR circuit family which computes it correctly on a 1−δ fraction of inputs for all sufficiently
large input length n.

In particular, the uniform NC1 languages considered in the proof of Theorem 5.3 (see Re-
mark 5.4) can be (1 − δ)-approximated by 2loga n-size ACd◦ [m◦] ◦ THR circuit families, for two
constants d◦,m◦. Therefore, by Theorem 5.3, there exist constants ce, cd such that any depth d-NC
circuit has an equivalent 2ce·d

a
-size ACd◦+cd [m◦] ◦ THR circuit.

Note there is a universal constant cw such that, for all constants d? and m?, a 2loga n-size
ACd? [m?]◦THR circuit has an equivalent cw ·loga n-depth NC circuit, which in turn has an equivalent

2ce·c
a
w·loga

2
n-size ACd◦+cd [m◦] ◦ THR circuits.

Finally, by Theorem 9.3, there is a language L ∈ (N∩coN)TIME[2logb n]/2 (now we set b) such

that L is not (1 − δ)-approximable by 2loga
2+1 n-size ACd◦+cd [m◦] ◦ THR circuits. By the previous

discussion, it follows that L is also not (1− δ)-approximable by 2loga n-size ACd? [m?] ◦THR circuits
for all constants d?,m?, contradiction.

Remark 9.4. We remark here that the above proof is in fact non-constructive: it doesn’t give an
explicit bound on the integer b.

9.3 1/2 + 1/ polylog(n) Average-Case Lower Bounds

Finally, we prove Theorem 1.1 from Theorem 9.1 and hardness amplification.
We first define black-box hardness amplification.

Definition 9.5. A (1/2−ε, δ)-black-box hardness amplification from input length k to input length
n = n(k) is a pair (Amp,Dec) where Amp is an oracle Turing machine that computes a (sequence
of) boolean function on n bits, Dec is a randomized oracle Turing machine on k bits which also
takes an advice string of length a = a(k), and for which the following holds. For every pair of
functions f : {0, 1}k → {0, 1} and h : {0, 1}n → {0, 1} such that

Pr
x∼{0,1}n

[h(x) = Ampf (x)] > 1/2 + ε,

there is an advice string α ∈ {0, 1}a such that

Pr
x∼{0,1}k

[Dech(x, α) = f(x)] > 1− δ.

Next we state the hardness amplification result we need.20

Theorem 9.6 ([IJKW10]). For all constants δ > 0, and a real ε = k−o(1), there is a (1/2 −
ε, δ)-black-box hardness amplification from input length k to input length n = O(k2) with oracle
Turing machine pair (Amp,Dec). Moreover, Ampf (x) can be computed in poly(n, 1/ε) time for all
x ∈ {0, 1}n, and Dec? can be implemented by a constant-depth circuit of size poly(n, 1/ε), with
unbounded fan-in AND,OR gates and majority gates of fan-in Θ(1/ε).

20Theorem 9.6 can be proved by combing the local-decoder of the direct-product codes [IJKW10], and the local-
decoder of Walsh-Hadamard Codes [GL89].
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Remark 9.7. Since a majority gate of Θ(1/ε) fan-in can be computed by an exp(1/ε)-size AC0

circuit, the decoder can also be implemented by an AC0 circuit of size poly(n, exp(1/ε)).

We first prove the following lemma with 2 bits of advice.

Lemma 9.8. For all constants a, c, there is an integer b and a language L in (N∩coN)TIME[2logb n]/2
such that L is not (1/2 + 1/ logc n)-approximable by 2loga n-size ACC0 ◦ THR circuits.

Proof. By Theorem 9.1, there is an integer b1 and a language L′ in (N∩coN)TIME[2logb1 n]/2 such

that L′ is not (1− δ)-approximable by 2loga1 n-size ACC0 ◦THR circuits, for a universal constant δ,
and a constant a1 to be specified later.

Let b = b1 + 1. Applying Theorem 9.6, we construct another language L, such that on in-
put length of n = n(k) = O(k2) (we can assume without of loss of generality that the function
n : N → N is injective), Ln computes the function AmpL

′
k with ε = 1/ logc n. Clearly, L is in

(N∩coN)TIME[2logb n]/2.

By theorem 9.6. For all constants d?,m?, if Ln = AmpL
′
k can be (1/2 + ε)-approximated by a

ACd? [m?] ◦ THR of size 2loga n. Then L′k can be (1− δ)-approximated by an

(k · exp(1/ε))O(1) · 2loga n ≤ 2loga n+O(logc n)

size ACd?+cd [m?] ◦ THR circuit, for a universal constant cd.
Finally, we set a1 = 2ac. Then clearly 2loga1 k ≥ 2loga n+O(logc n). Now, for all constants d?,m?,

we know that L′ is not (1− δ)-approximable by 2loga1 k-size ACd?+cd [m?] ◦THR circuits, and hence
L is not (1/2 + 1/ logc n)-approximable by 2loga n-size ACd? [m?] ◦THR circuits. This implies that L
is not (1/2 + 1/ logc n)-approximable by 2loga n-size ACC0 ◦ THR circuits.

Now, Theorem 1.1 follows from the same argument as in [COS18].

Proof of Theorem 1.1. By Lemma 9.8, there is an integer b and a language L′ ∈ (N∩coN)TIME[2logb n]/2

such that L′ is not (1/2 + 1/ log2c n)-approximable by 2log2a n-size ACC0 ◦ THR circuits. Let
w0, w1, w2, w3 ∈ {0, 1}2 be an enumeration of the set {0, 1}2.

NQP Lower Bounds. We first prove the case for NTIME[2logb n]. We define another language

L ∈ NTIME[2logb n] as follows: on an input of length n, let n′ = bn/4c and k = n − 4 · n′, Ln
simulates the non-deterministic algorithm for L′n′ with advice wk, on the first n′ bits of input.

By the construction of L′, for all constants d?,m?, there is an infinite number of pairs (ni, ai) ∈
N × {0, 1, 2, 3} such that the non-deterministic algorithm for L′ni with advice wai computes a

function which is not (1/2+1/ log2c ni)-approximable by 2log2a ni size ACd? [m?]◦THR circuits. By the
construction of L, L(4·ni+ai) computes a function which is not (1/2+1/ log2c ni) ≤ (1/2+1/ logc n)-

approximable by 2log2a ni ≥ 2loga n size ACd? [m?] ◦THR circuits. Therefore, L is not (1/2− 1/ logc)-
approximable by 2loga n-size ACC0 ◦ THR circuits.

(NQP ∩ coNQP)/1 Lower Bounds. Now we prove the case for (N∩coN)TIME[2logb n]/1. We

first define another language L ∈ (N∩coN)TIME[2logb n]/1 as follows: for an input length n, let
n′ = bn/4c and k = n− 4 · n′. We set the advice bit an = 1 if and only if wk is the correct advice
for input length n′ of language L′. When an = 1, Ln simulates L′n′ with advice wk, on the first n′

bits of input; Otherwise, Ln computes the all-zero function. A similar argument as the previous
case completes the proof.
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10 Generalization to Other Natural Circuit Classes

Most of our arguments are pretty generic, the only part that makes use of special properties of
ACC0 ◦ THR circuit is Lemma 6.1, which builds on the non-trivial SAT algorithm for this circuit
class from [Wil14a]. (A non-trivial Gap-UNSAT algorithm also suffices in the argument.)

Therefore, as long as we have a non-trivial SAT or CAPP algorithm for a circuit class C , then
our argument can also be used to imply an average-case circuit lower bound against C . In this
section we sketch the proof for Theorem 1.3.

Reminder of Theorem 1.3. For a circuit class C ∈ {TC0,Formula,P/ poly}, if for a constant

ε > 0, there is a 2n−n
ε

time non-deterministic Gap-UNSAT algorithm for 2n
ε
-size C circuits, then

for all constants a, c, NQP is not (1/2 + 1/nc)-approximable by 2loga n-size C circuits.

Proof Sketch of Theorem 1.3. We first discuss how to prove a (1− δ)-inapproximability result, for
a universal constant δ. When C = TC0 or Formulas, the proofs are exactly the same as the case for
ACC0 ◦ THR. (when C = Formulas, we don’t even need Theorem 5.3 to get a collapse from NC1).

When C = P/poly, we can no longer use Theorem 7.5. But a similar argument can proceed with
Corollary 7.7.

After that, we can use the same hardness-amplification in Theorem 9.6, but since now C can
compute majority, we can prove a (1/2+1/nc)-inapproximability result, instead of a (1/2+1/ logc n)
one.

11 Open Questions

There are several interesting questions stemming from this work:

• Can we prove more average-case lower bounds for NQP (or even NP) with the techniques in
this paper? Recall that the well-known open question of constructing an explicit rigid matrix
is just construct an average-case hard function for low-rank matrices. Can we construct an
NP explicit rigid matrix for any non-trivial regimes of parameters by refining our approach?
This would require us to both tighten our algorithm-to-circuit-lower-bounds connection and
to find sufficient algorithms for certain tasks on low-rank matrices.

Or less ambitiously, can we construct an NP explicit function which cannot be approximated
by ω(

√
n) degree F2 polynomials?

• We can only prove a 1/2 + 1/ polylog(n) inapproximability lower bound for NQP against
ACC0 ◦THR. Can this be improved to a 1/2 + 1/ poly(n) one? This could potentially lead us
to an unconditional non-deterministic PRG for ACC0, with poly-logarithmic seed length (the
best non-deterministic PRG for ACC0 has seed length n− n1−δ [COS18]).
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A PRG Construction for Low-Depth Circuits

In this section we sketch the proof of Theorem 2.1, which is a simple combination of the local-list
deocdable codes in [GR08] and the Nisan-Wigderson PRG construction [NW94].

Reminder of Theorem 2.1. Let δ > 0 be a constant. There are universal constants c and
g, and a function G : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ such that, if Y : {0, 1}` → {0, 1} does not have

`δ-depth NC circuit, then for S = 2`
c·δ

, and for all NC circuit C with depth log(S),∣∣∣∣ Pr
x∈{0,1}w

[C(G(Y, x)) = 1]− Pr
x∈{0,1}S

[C(x) = 1]

∣∣∣∣ < 1/S,

where w = `g. That is, G(Y, ·) 1/S-fools all logS-depth NC circuits. Moreover, G is computable in
2O(`) time.

Proof Sketch. Given such a function Y , we first apply the local-list decodable codes construction
in [GR08] to turn it into a sufficiently average-case hard function against low-depth circuit (the
decoder in [GR08] has a low-depth implementation). Now we can simply plug the resulting function
into the Nisan Wigderson PRG construction [NW94], which completes the proof.

Remark A.1. It is also possible to prove the above theorem using the pseudoentropy generator
from [STV01] and a low-depth computable extractor (see, e.g. [Tel18] and [CT19] for a construction
in sparse TC0).
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B TC0 Collapses to ACC0 if Uniform TC0 can be Approximated by
ACC0

In this section we provide a proof that TC0 collapses to ACC0 if uniform TC0 can be approximated
by ACC0. Note that the conclusion here is weaker than Theorem 5.3; we include this because the
proof is very elementary and does not rely on Barrington’s theorem, and also starts with a weaker
assumption.21

To show TC0 collapses to ACC0, it suffices to show that MAJ is in ACC0.

Lemma B.1. Let S : N→ N be a size parameter and d,m be two constants. Suppose all languages
in uniform TC0 can be 0.99-approximated by S-size ACd? [m?] circuit families. Then MAJ can be
computed by a poly(S, n) size ACd?+O(1)[m?] circuit family.

Proof. The following proof is similar to the self-error correction of the parity function22.

Construction of the Function g in Uniform TC0. We first construct a function in uniform
TC0, which encodes MAJ in a nice way. Suppose n is a power of 2 for simplicity. Letting n = 2`,
we fix a natural bijection between {0, 1}` and Z2` . We also define Sumn : {0, 1}n·` → {0, 1}`, as the
summation of n numbers from the group Z2` .

Now we define a function g : {0, 1}n·` × {0, 1}` → {0, 1}, as

g(x, y) := Sumn(x) · y,

where the inner product is over GF(2). (g(x, ·) is just the Walsh-Hadamard encoding of Sumn(x).)
From now on we assume n is large enough. Clearly, since both Sumn and inner product over

F2 have uniform TC0 circuits, g has uniform TC0 circuits. Therefore by our assumption, g can be
0.99-approximated by an S(2n log n)-size ACd? [m?] circuit Cg. That is,

Pr
x∈{0,1}n·`

Pr
y∈{0,1}`

[Cg(x, y) = g(x, y)] ≥ 0.99.

Construction of an ACC Circuit D Approximating Sumn from Cg. By a simple Markov’s
inequality, for at least a 0.9 fraction of x from {0, 1}n·`, we have

Pr
y∈{0,1}`

[Cg(x, y) = g(x, y)] ≥ 0.9.

We call an x good if it satisfies the above condition. We can use the following simple decoding
algorithm to find an ACC circuit D : {0, 1}n·` → {0, 1}` approximating Sumn.

Letting t = 10`, we pick t random strings z1, z2, . . . , zt from {0, 1}`. Given x ∈ {0, 1}n·` and
i ∈ [`], the i-th output bit of D is the approximate-majority of {Cg(x, zj) ⊕ Cg(x, zj ⊕ ei)}j∈[t],
where ei is Boolean string that only the i-th bit is 1, and zj⊕ei means the coordinate-wise addition
over GF(2).

21In fact, an earlier version of this paper builds on this collapse theorem, with a more complicated argument than
the current version.

22Suppose F 0.99-approximates the function Parityn. Let z be a random vector from {0, 1}n, we have F (z)⊕F (z⊕
x) = Parityn(x) with probability 0.98 for all x ∈ {0, 1}n.
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Note that for a fixed good x ∈ {0, 1}n·`, i ∈ [`], {Cg(x, zj)⊕Cg(x, zj⊕ei)}j∈[t]’s are independent,
and for each j ∈ [t], we have

Pr
zj

[Cg(x, zj)⊕ Cg(x, zj ⊕ ei) = Sumn(x)i] ≥ 0.8.

Therefore, by a simple Chernoff bound, for a good x, we have D(x) = Sumn(x) with probability
at least 1− 1/n. That is, by an averaging argument, there exists a set of fixed zj ’s, such that the
constructed circuit D satisfying D(x) = Sumn(x) for at least a 0.9 · 0.8 ≥ 0.7 fraction of inputs.

By Lemma 5.2, D is an ACd?+O(1)[m?] circuit of size poly(S, n).

The Self-correction of Sumn. Next, we use the property that Sumn is self-correctable. For all
x ∈ {0, 1}n·`, let z be a uniform element from Zn

2`
, we have

Pr
z

[D(z + x)− Sumn(z) = Sumn(x)] ≥ 0.7.

In above, z+x is the element-wise additions over Z2` . The above holds since z+x is uniformly
distributed, and D agrees with Sumn for a 0.7 fraction of inputs. Let Dz(x) := D(x+ z), note that
Dz has a poly(n, S)-size ACd?+O(1)[m?] circuit, as x+ z is element-wise addition over Z2` with each

entries on ` = O(log n) bits, one can use 2O(`) = poly(n) CNFs at the bottom; we can do the same
thing at the top to subtract Sumn(z) over Z2` , which is a constant; the total depth increase is O(1).

The Final Circuit E. Finally, we pick 10n` i.i.d. samples z1, z2, . . . , z10·n·`’s from Zn
2`

.
And our final circuit E computes an approximate majority on the Dzj (x)’s with the given input

x. By a simple Chernoff bound, with a non-zero probability that E computes Sumn correctly on
all inputs. We fix such a collection of zj ’s in our construction of E.

Now we have an exact ACd?+O(1)[m?] circuit E for Sumn. One can easily construct an exact
ACd?+O(1)[m?] circuit for MAJn from E, which completes the proof.

C Average-Case Easy-Witness Lemma for Unary Languages

In this section we sketch the proof for Lemma 4.1.

Reminder of Lemma 4.1. (Average-Case Easy-Witness Lemma for Unary Languages) There is
a universal constant δ such that, for a typical circuit class C 23, if NQP can be (1− δ)-approximated
by poly-size C , then all NQP verifiers for unary languages have poly-size C witness.

Proof Sketch. We prove the contrapositive. Let δ = 1/1000.
Suppose there is unary language L in NQP such that is doesn’t have poly-size C circuits. And

for the sake of contradiction, we further assume NQP can be (1− δ)-approximated by poly-size C .
By Theorem 5.3 and the assumption that AC0 ◦ C ⊆ C , it follows that NC1 collapses to poly-size
C .

Now we can proceed similarly as the proof of Theorem 6.3 to construct an i.o. quasi-polynomial
time NPRG for polylog(n)-depth circuits (we can use the verifier V for L as the “hardness certifier”).
Then we can combine it with the a.a.e. average-case MA lower bound for low-depth circuits with a
low-depth computable predicate, and proceed identically as Theorem 1.1, to show that NQP cannot
be approximated by poly-size C , which is a contradiction.

23Here we require C is closed under adding AC0 at the top. That is, AC0 ◦ C ⊆ C .
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D Bootstrapping from Non-trivial Derandomization Algorithms
to Quasi-Polynomial Time NPRGs

In this section we sketch the proof for the following bootstrapping theorem, which is implicit
in [Wil13, Wil16].

The proof of the following theorem follows roughly as the proof of Theorem 4.1 of [Wil16].

Theorem D.1. (Informal) For a circuit class C ∈ {TC0,Formula,P/ poly}, if for a constant ε > 0,

there is a 2n−n
ε

time non-deterministic Gap-UNSAT algorithm for 2n
ε
-size C circuits, then there

is a quasi-polynomial time non-deterministic infinite often PRG for polynomial-size C circuits.

Proof Sketch. From the assumption, and a proof similar to that of Lemma 6.1. We have that for
some constant δ > 0, there is an unary NE verifier which doesn’t have 2n

δ
-size C witness.

Then this NE verifier V can be used as the “worst-case hardness certifier” for C circuits. That
is, we have a polynomial-time algorithm V (x, y), where |x| = n and |y| = 2n, such that for an
infinite number of n’s, V (x, ·) is satisfiable, and V (x, y) = 1 implies y is not the truth-table of a

2n
δ
-size C circuit.
Now we guess an yhard such that V (1n, yhard) = 1. We interpret yhard as a function fws : {0, 1}n →

{0, 1}. By [GR08], there are local-list decodable codes with TC0 decoders and polynomial-size
blowup. Therefore, one can construct in 2O(n) time another function favg : {0, 1}O(n) → {0, 1},
which is average-case hard for C circuits (as C contains TC0). Plugging favg into the Nisan-
Widgersion PRG construction [NW94] completes the proof.

E Either NQP 6⊂ NQP or MCSP 6⊂ ACC0

In this section we prove Corollary 1.2 (restated below).

Reminder of Corollary 1.2 Either NQP 6⊂ P/poly or MCSP /∈ ACC0.

Proof. For the sake of contradiction, suppose NQP ⊂ P/poly and MCSP ∈ ACC0.

By [CIKK16], any function f ∈ P/poly has a non-uniform (TC0)MCSP circuit C of polynomial
size that agrees with f on all but an inverse polynomial fraction of inputs. Also, by [GII+19], we
have that MAJ ∈ (AC0)MCSP and therefore (TC0)MCSP ⊆ (AC0)MCSP ⊆ ACC0, as MCSP ∈ ACC0.

Since NQP ⊂ P/ poly, we know that NQP can be approximated by ACC0, contradiction to
Theorem 1.1.
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