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Large clique is hard on average for resolution

Shuo Pang*

University of Chicago, Mathematics Department

Abstract. We prove an exp(2(k(1=9)) resolution size lower bound for
the k-Clique problem on random graphs, for (roughly speaking) k < n'/3.
Towards an optimal resolution lower bound of the problem (i.e. of type
nm’“))7 we also extend the n®) bound in [2] on regular resolution to a
stronger model called a-irregular resolution, for k < n'/3. This model is
interesting in that all known CNF families separating regular resolution
from general [1,24] have short proofs in it.
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1 Introduction

The k-Clique problem, given an input graph G and a number k, asks to decide
if G contains a k-clique. As one of the fundamental NP-complete problems, its
computational hardness has been intensively studied in both algorithmic and
lower bound worlds ([16,19,13,25,21,23,11]). Proof complexity studies, among
many other aspects, the hardness of proving f(z) = 0 for a boolean function
f and input z, which is a natural and necessary step for understanding the
computational hardness of f. The underlying proof system should be sound and
efficiently checkable (called the Cook-Reckhow systems). Given such a system
A, the proof-theoretic version of the k-Clique problem is thus, “is there a short
A-refutation of the CNF encoding of the fact ‘G’ contains a k-clique’?” In this
paper, A will be resolution or its sub-systems, and we study the average-case
problem, i.e. when G is a random graph and we ask if there a short refutation
with high probability. The random graph should be k-clique-free w.h.p. (trivially
there is no refutation of a correct claim, short or long); the most studied setting
is the Erdds-Rényi random graph G(n,p), with p below the so-called threshold
2¢

of containing a k-clique, usually taken as p = n~ %=1 where £ > 1 is a constant.

Previous work. An n?®_gized tree-like resolution refutation is not hard to
see when (G doesn’t contain a k-clique. For lower bounds, a 292(k°/n%) size lower
bound for resolution is known [4], which is meaningful for k& > n°/%; the optimal
n?(k) size lower bounds are known for tree-like resolution [5] and regular reso-

lution [2] (for k < na—°M),
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Our results. We prove an exp(k!~¢) average-case resolution size lower bound
of k-Clique problem, when G ~ G(n,p) as above (Corollary 1). This result holds
for k < n'/3, thus complements the result of [4] for smaller k’s (more precisely,
it holds for & = n° where cg, € are arbitrary parameters s.t. min{% —co, €co} >
(logn)~1/5). Our second result (Theorem 3) extends the n?(*) average-case lower
bound to a new model called a-irregular resolution, for k < n'/3=¢, as a possible
step towards the same bound for resolution. Like in almost all previous work,
both results are stated and proved for a “strong” encoding of the problem.
Some words on the model. It is a Cook-Reckhow subsystem of resolution
with the following motivation: imagine that in general, the “hard part” of a
short resolution proof is the derivation of some clauses with nontrivial width (or
a variant of width), so that once they are in place the rest is easy. Then how
hard is it to derive these clauses? In particular, if in deriving any wide clause we
can’t be too irregular, is there still a short refutation? Formally, it requires

In deriving any clause of large (block-)width, few (blocks of ) variables

are irreqularly resolved.

Here large and few will be characterized by the parameter a € (0,1) (a = 0/1
means regular/general resolution), and block is used in the main version where
a variable partition is part of the input.

Somewhat surprisingly, it turns out (Remark 3) that all known CNF families
separating regular resolution from general separate, in fact, regular resolution
from this model, with a as small as n~ 21, (On the contrary, the second result
holds for constant a.)

Previously, [7] considered another extension of regular resolution called the
&-reqular resolution, which restricts the number of irregularly-resolved variables
on any path. Our restriction seems simpler in the sense that the resulting system
is Cook-Reckhow. The two seem incomparable, but it will be interesting to know
their exact relation.

Proof idea. For the first result, we consider a class of clauses (not depending
on the refutation) where each one is very small (under certain “measure” on
clauses), while we show that in any refutation, the clauses from this class together
“have measure 1”. Such a clause C has the property that its associated set of
falsifying assignments, when regarded as a k-product subset in [n]* in the natural
way!, has many indices i € [k] s.t. the i-th component is small in a certain sense.
The empty clause has full measure 1. We show that, if travel down the proof
DAG with some strategy, one always ends in such a clause. By division, there
are many such clauses in C (cf. the bottleneck counting method [12,17]). It might
be possible to translate this proof into a random restriction-based argument; the
current language is chosen since it works consistently for the second result, too.

The second result is built on [2] in a straightforward manner. In a given refu-
tation, we find one small clause C' (in the above sense) s.t. the sub-proof deriving

! More precisely, it is a product-subset of [n/ k:]k; the reason is clear after seeing the
strong encoding (section 2) where the vertex set is partitioned into k parts.
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C is regular after a suitable restriction. The useful graph-theoretic property used
in the regular case seems not inheritable to sub-graphs (which occurs from the
restriction), but this can be fixed by using a relativized property (section 4.3).
The proof of the first result has the merit of simplicity and the drawback is
there, too: the pseudorandom graph-theoretic property used is insufficient for an
n?(*) lower bound (Remark 2). On the other hand, we don’t know of a similar
limitation of the property used in the regular case and the second result.

Paper structure. We give the necessary preliminaries in section 2. In section
3 we prove the first result. In section 4 we introduce the model and then prove
the second result. The paper is concluded in section 5 with some open problems.

2 Preliminaries

Graphs. G = (V, E) denotes a simple, undirected graph. For v € V', N(v) = {u |
(u,v) € E} is the set of neighbors of v. For A,B C V, Na(B) = AN(Nyen N (v))
denotes the set of common neighbors of B in A. When A = V it simplifies to
N(B). A k-cliquein G is aset C C V with size k and Yu,v € C,u # v = {u,v} € E.
G denotes the n-vertex Erdds-Rényi graph G(n,p), 0 < p < 1, which places an
edge between any two vertices with probability p independently. For 1 < k < n,
n”FT is the well-known threshold probability [6]: G(n,p) contains a k-clique (or
not) w.h.p. as n — oo if p > n~ (-0 (or p < n_(HO(l))%). We take
p= n_%, ¢ > 1 a constant, throughout the paper.

Resolution and the encoding. A literal over a Boolean variable x is either x or
its negation —x, x called the wvariable of the literal. A clause C =13 V...V is a
disjunction of distinct literals where there is no appearance of x, —x together for
any variable x (otherwise the clause is 1). ¢ is the width of C, denoted as w(C).
1 is the contradiction/empty clause. A CNF formula 7 = C; A ... A Cyy i a
conjunction of clauses. A resolution proof from a CNF 7 is an ordered sequences
I' = (D, ..., Dy) where for all ¢ € [L], D, is either a clause in 7 (called an aziom)
or is derived from Dj, Dy, j, k < i by the resolution rule: AVx, BV—-z F AV DB,
where Dj = AV, Dy, =BV —-x,D; = AV B, D; # 1. z is the resolved variable.
The size of I' is L, denoted by |I'|. I' is a resolution refutation if Dy, =1. A
resolution proof is tree-like if its underlying top-down proof DAG (L at top/root)
is a tree, and is regular if along any path from the root to axioms, no variable is
resolved more than once.

We now introduce two natural k-Clique CNFs from the literature?. Clique(G, k)
is the encoding of “G contains a k-clique”, on variables z; , (i € [k], v € V):

\/ Tjv Vi € [k], (1)

veV
T VT Vi, j € [k],u,v € V s.it. i # j, {u,v} ¢ E; (2)
T VT Vi € [k],u,v € V s.t. u # v. (3)

2 There is also the so-called binary encoding ([15]), which we will not discuss here.
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The other one, Cliquepocr (G, k), is the encoding of “G contains a k-transversal
clique” w.r.t any fixed balanced vertex-partition:

V=Vil..UVi, [Vil—|V;]€{0,+1} foralli,je k]

where a clique C'is transversal it VI € [k], |CNV;| < 1.

\/ o vielk) (4)

veV;
Ly V Ty Vi#jelkl,ueV,veV;st {u,v} ¢ E, (5)
Ty V Ty Vi e k], u,v € V; sit. u#v. (6)

In both encodings, the first group of axioms is called clique azxioms, the second
group edge axioms, and the third group functionality axioms. Clearly, the block
encoding claims something stronger (hence is easier to refute) so a lower bound
on its refutation length is stronger, too. We have the following observation which
seems to be folklore among researchers.?

Theorem 1. For any graph G that contains an 2(k)-clique, the exp(£2(k)) res-
olution size lower bound holds for Clique(G, k). In particular, the bound holds
for the random graph G(n, kz—_fl) (€ > 1 constant) with high probability.

Proof. By a reduction to the functional pigeonhole principle FPH P. More pre-
cisely, if G' contains a clique C, take the restriction p which sets x;, to 0 for
all i € [k],v ¢ C, then the refutation refutes FPHPlkc‘. But an exp(|C|) lower
bound for the latter is known (e.g. [20]). Finally, note a random graph from
G(n, %) contains §2(k)-cliques with high probability.

Remark 1. The encoding Clique(G, k) inherits hardness from FPH Pé( ) Which
has little to do with the underlying graph. For Cliquepiock (G, k), however, such
a reduction on random graphs seems unlikely? as it just prohibits permutation
on [k]. This is one reason Cliquepock (G, k) is regarded as more technically ap-

propriate (cf. a similar remark in [4]). In the rest of the paper, we concentrate
on the CNF Cliquepiocr (G, k).

Notation. We view a resolution proof I', i.e. a refutation of a CNF 7 as a
top-down DAG with the 1L on top, and identify a clause C' with the partial-
assignment that minimally falsifies it. For example, {x; = 1,22 = 0} represents
clause C = —x; V x9, and the empty assignment represents L. For clarity, we
call such a representation an object and use letter P to denote it. Any non-leaf
P € I' is labeled by a query “x =77 on a variable x, and an answeris z = 1
or x = 0, leading to one child whose object contains the answer. For the clique
problem, more conveniently, we can denote a query by “(l,v)?’ intended for

3 For complete (k—1)-partite graphs, a similar reduction is observed earlier by Alexan-
der Razborov (personal communication).
4 For some specially structured G this is possible; see Remark 2.
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“is 2,=17" where | € [k], v € V}, and the answer is (I,v)¥® or (I,v)"°, which
chooses a child whose representation includes =, = 1, x, = 0 respectively. For
distinction, let us call I € [k] a pigeon and v € V, a vertex. The semantics of
Cliquepiock (G, k) is, therefore, “assign to each pigeon a vertex so that they form
a k-transversal-clique.”

Definition 1. Given object P, let Py := {(l,v) | (I,v)¥** € P}, Py := {(l,v) |
(l,v)™ € P} . For a pigeon | € [k], denote

P(l):={veVi| (I,v)» e P} Po(l):={veVi| (LLv)* e P} (7)
Prive(l) := VI\Po(1) Prive := | Prive(D). (8)
le[k]

By definition, Py (1)NFPo(l) = 0, P1 = U {3 x P1(1), and Py = Uy {} x Po(0).
We use dom(P;),dom(FPp) to denote the projection to [k] from P, Py. A live-
cliqgue in P is a transversal clique in Pr;,.. A partial function f : [k] = V is a
live-clique assignment in P if f(I) € V; whenever it is defined, and its image is
a live-clique in P.

In most situations each Pj(l) has size 0 or 1. Intuitively, such an object P
gives a product set P(1)x...x P(k) C Vi X...x V}, where P(l) = Py (1) if Py(I) # 0
and P(l) = V)\ Py(1) otherwise. For example, if P is the empty assignment (i.e.
the L clause) then this set is the full V] x ... x Vj; while if P;(l) is nonempty
for many [’s, then the corresponding set has many coordinates of size 1. We will
think of the “largeness” of P by measuring this set in a certain way (see the
discussion under Definition 3).

3 2F-type lower bound for resolution

Parameter regime. Throughout Section 3, we use the following parameter
regime. .
¢ > 1 a constant;

k = n® where cg, € € (0,1/3) arbitrary parameters s.t.

min{ecy,1/3 — ¢o} > (logn)~1/%;
9)
1 18¢- N (
N=1 i - .
Fmad i b 13—y’
k 1 2
r=g 4= in_co_%r where 0 = =1 fl'

W.l.o.g. we can assume k, 7, ¢ are integers. The meaning of k, cg, € is self-evident.
r is a sufficiently small portion of k, and ¢ is appropriately below the expected
number of common neighbors of an r-subset in a random graph G. N, t are used

only for technical reason. Note (logn)~/? < §r < 1/27

o
~

The reader can assume for simplicity the parameters are in the “typical”
case, i.e. €,¢cg and N, t are all constants. We do not try to optimize the parameter
range, e.g. the number (logn)~'/® is just a convenient choice for the estimates

in Lemma 2 and (26) to go through.
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3.1 Graph properties
Fix a balanced vertex partition V = V; U ... LI V.

Definition 2. A subset A C 'V is called (r, q)-neighbor-dense ([5], [2]) if for any
U C V with size < r, it holds that |Na(U)| > q. G is called (r,q)"'°* -neighbor-
dense if for every j € [k], Vj is (r,q)-neighbor-dense.

Lemma 1. (Inheritability of neighbor-denseness) For any integers ai,as,by,bo
and fized G, if A C V is (a1 + ag, by + by)-neighbor-dense and Ay C A is not
(a1, by)-neighbor-dense, then A\ A; is (ag,by)-neighbor-dense.

Proof. Take a witness W of size a; for A; s.t. \NAl(W1)| < by.Forany W C V,
|W| S a2,

INava, (W)| = [Naya, W1 UW)| = [NA(Wy UW)| — [N, (Wy UW)| > (by + ba) — by,

where the second inequality used |W7 UW| < a1 + ag and A is (a1 + az, by + ba)-
neighbor-dense.

Lemma 2. W.p. > 1—exp(—0.5y/logn), G ~ G(n,nf%) is (27, )Yk -neighbor-
dense with parameters in (9).

Proof. By standard use Chernoff bound and union bound. For any fixed j € (%],
any R C V with |R| = 2r, E[ [Ny, (R)| ] > (n/k — |R[) - n™°" > 2pl=c0=0" > ¢,
So

1—co—20r

48 )
< exp(—n?®T0")  since 67 < 1/3 — ¢o by (9).

Pr| |]\A7VJ (R)| < lq} < exp(—n

2 (10)

The first “<” in above uses Chernoff bound as all different edges are indepen-
dent. Finally, take a union bound over R’s whose total number is at most n?" <
exp(0.5n%% logn), and exp(—n2t°") . exp(0.5n2% logn) < exp(—0.5\/Togn)
since 67 > (logn)~/2 in (9).

Remark 2. Some particular graph family is also neighbor-dense, yet being far
from pseudo-random. For example, consider a complete (k — 1)-partite graph G
where 2r < k1 < k (r,k as in (9)), with partition V' = Wy U ... U W), where
[WiNVj| = 3 for all i € [k1], j € [k]. Notice, however, for these graphs there is
a 2Fn2k? refutation (e.g. [5]) which is regular, and thus to obtain strong lower
bound n*) the property of neighbor-denseness is not enough, even for regular
resolution.”

5 Although a variant of it seems sufficient for tree-like resolution, cf. [5].
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3.2 The lower bound proof

Theorem 2. For parameters as in (9) where k = n®, if G is (2r,q)"o*-

neighbor-dense then any resolution refutation of Cliquepiock (G, k) has size >
exp(2(k'1=¢)/t2), where £2(-) only relies on some absolute constant. In particu-
lar, if co,€ € (0,1/3) are constant, then the bound is exp(2(k'~°)).

Corollary 1. (of Theorem 2 and Lemma 2) Within the same parameters as in
Theorem 2, Cliqueyoer (G, k) is sub-exponentially hard for G(n,n=%) on average,

where § = k2_§17 & > 1 constant.

The rest of this section is devoted to the proof of Theorem 2. To show size
lower bound, we design an answering strategy that finds many different objects
in I'. We call this an adversary strategy (against the prover I'; cf. [17]).

Fix any resolution proof I' of Cliquepock (G, k). We will first describe an
adversary strategy and then analyze the size bound from it.

Adversary strategy. 1. Random part. Choose a set of § pigeons from [k] uni-

formly randomly, each with probability (T’/C2) 71. Then choose an ¢, a transversal
clique assignment to the chosen pigeons, according to the following distribution:
(Distribution of o) Suppose the chosen pigeons are ly, ...,z € [k]. Choose a(ly)
uniformly from V, then a(lz) uniformly from N\/Lz({a(ll)}), a(ls) uniformly
from NWS({a(ll),a(lg)}) and so on till a(lz) is chosen.
(11)
Denote this distribution by D, which is well-defined when G is (2r,q)"c*-
neighbor-dense. The strategy is deterministic after « is chosen.

2. Deterministic part. Fix a sample a from above.
Definition 3. (Narrow pigeons) Given an object P, pigeon I € [k] is called
narrow in P if:

1
Py(1) s (r, iq)—neighbor—dense,

The set of useful pigeons for P is defined to be dom(Py)U{narrow pigeons in P}.

Intuitively, an object is small if it contains > 7 many useful pigeons. The in-
variance the strategy keeps is: as long as the number of useful pigeons in the
current object is < r/2,

1. a, P, are compatible as functions;
(x) : 2.3 function 3: {narrow pigeons in P} — V s.t. o, Py, 3 are consistent

and together is a live-clique assignment for P (Def. 1).

Note at the beginning of any path (top node), () trivially holds.
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Claim 1 If for an object P the above (x) holds, then P is not an axiom.
Proof. Direct check.

The strategy continues as follows. Suppose the invariance (*) holds for current
object P where the query is (I,v)?. Answer according to the following;:

(1) If |useful pigeons in P| > r/2, then halt. Otherwise,
(2) (2a) If | € dom(a U Py U ), answer according to U P U §; (12)
(2b) Otherwise, say “No”.

Lemma 3. Suppose the current object P satisfies (x). Then either we halt, or
after extending the path by one more step we still keep (x).

Proof. For item 1 in (%), it holds for the next object because of (2a) of the
strategy. Now we prove item 2. If P has > r/2 many narrow pigeons then we
would halt by (1) of the strategy. Otherwise, by assumption there is § for Py as
in (). We prove that the “intermediate” object

@ := P U {the new answer}

satisfies (*), and the lemma follows because (*) is monotone w.r.t. the object.

Assume the new query is (I,v) % In case (2a), the same g for P suffices for
Q, trivially from inductive hypothesis. In case (2b), either Py(l) U{v} is (r, 3q)-
neighbor-dense in G, or it isn’t. In the latter case, the pigeon [ is still not narrow
in @, and thus (%) holds for @Q. In the former case, let R :=Im(aU U P;). By
assumption,

|IR| < |a| + |BU P | = g + |{useful pegions} < g + g =r. (13)
Moreover, Py(l) U {v} is not (r, 3¢ + 1)-neighbor-dense by the case assumption.
So by Lemma 1, where we take A := V), 41 := Py(l) U {v}, and a1 = as = %q,
we get that V;\(Po(l) U {v}) = Vi\Qo(l) = Quive(l) is (r, 2¢ — 1)-neighbor-
dense. In particular, as % >> 1, we can choose a w € NQLivc(l)(R)' Extend S to
BU{B(l) = w} will keep (x) for Q.

The answering strategy can be now completed: we extend f so that (*) holds
until we halt.

The analysis. Since I" is a correct proof, the query process must stop. By
Claim 1, it could only be halted in Case (1) of (12). Let T be the set of all such
halting objects (over all «) in the I

Definition 4. We say a § transversal clique assignment o leads to object P (in
T ) if when chosen « in the beginning, the adversary strategy halts at P.
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Lemma 4. Given the distribution a ~ D (11), for any fized P € T
Pr[ a leads to P ] < exp(—2(k'™¢)) (14)
where the parameters are as in (9).

Proof. By definition of T' and Lemma 3, for P we have |{useful pigeons}| > r/2.
Recall r = k/t in (9). Take another parameter ¢ = ;5% = ;- and denote
ag := [€'r]. By the first part of definition of e,

Pr[ |dom(a) N {useful pigeons}| < €'r ] (15)

S () < (D) oo

a<ag

Denote f(a) = ("/?) (f/_;/z) then f(a+1) = f(a) - a+qé?k a2+a)’ 50 fgca(jl-)l) -

(aﬁﬁk_j‘ﬁa) > (1/2262:k)2T2 > 2 when a < 2ag. Also note (r/2) = 22/220 (a).

Thus (16) < ag - f(gz’o)) < €r-27" < exp(—2(k/t?)). Therefore,

Pr[a leads to P ] <
exp( — 2(k/t?)) + Pr[ a leads to P, |[dom(a) N {useful pigeons}| > €'r ]

We bound the second term below. There are two cases:

!

|dom(a) N dom(Py)| > %7 Or (17)

GT

|dom(e) N ({narrow pigeons}\dom(P;))| > - (18)

Here as usual, dom(e) denotes the domain of e (a subset of [k]). In the following,
o’ will denote an arbitrary choice of a that satisfies the item’s condition.

1. In the first case, (17), o/ has to assign exactly the same vertices as Py
to pigeons in dom(P;) N dom(a’). Since G is (2r,q)"°**-neighbor-dense where
q = in'=2" 5o in particular, there are > In!=¢~20" many choices of vertices
for each such pigeon. By definition (11), & chooses among them uniformly. Thus

Pr[ a leads to P and |dom(a) Ndom(Py)}| > €'r/2 ] (19)
< > Pr{dom(e) Ndom(P;) = S A for alli € S, a(i) = Pi(i)] (20)

SC[k], |S|>€'r/2
= Z Pr[dom(e) Ndom(Py) = S |- Pr[for all i € S, a(i) = Py(i)]

SClk], |S|>€'r/2

(21)

< Z Pr[ dom(a) Ndom(P;) =S |- (%nl_co_%r)e/”2

SC[K], |S|>e'r/2

<1- n—coe/r — n—()(cok/tQ) (22)
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where (21) is from the independence of the two parts in the definition of @ ~ D.

2. In the latter case, (18), let B denote {narrow pigeons (in P)}\dom(P;).
In the process of choosing vertices to a pigeon i € dom(a’) N B, vertices in Py(4)
must not be chosen (by (2a) in the strategy). On the other hand, for any such
pigeon i, it is narrow in P so Py(i) is (r, 3¢)-neighbor-dense. Therefore,

. 101 o s
Np, i) (Im (& [gom(an {i1))) = 54= an Co—20r (23)

So for such i, as |V;| = nt=¢,

nl—c0—26'r 1 05 (24)
. N B D SO Y
Prl (i) ¢ Po(i) | i € dom(a) | <1 pE—— 1 1"
Now we can bound the overall probability of this case by
> Pr[ dom(a) N B =S and a(i) ¢ Py(i) forallic S]  (25)
SCB, |S|>e'r/2

Similar to estimation (19), from (24) we have
1 /
(25) < (1= 3072 < exp(—0(K' /1)), (26)

where the last inequality uses k = n®, 2dr < ecp in (9).
Finally, note ¢y < logn so the sum of probability is exp(—$2(k*~¢/t?)).

Since any choice of o results in halting at some object in T', Lemma 4 implies
IT| > exp(2(k'~¢)) = exp(2(n1=9)). In particular, there are at least this
many different objects in I'. Theorem 2 is proved.

4 mnPk-type lower bounds for a-irregular resolution

4.1 The model

Like before, let us view a resolution proof I' as a top-down DAG (L on top).
A variable z is called irregular on a path p in I" if it is queried more than once
on p. z is irregular under clause C' if there is some path from C on which x is
irregular.

We are going to introduce the model of a-irregular resolution. Its main version
assumes a variable partition in input. Let’s start with a simpler one.

Definition 5. For a < 1, a resolution proof I' on m wvariables is unblocked
a-irregular if for any clause C € I',

w(C) > am = [{variables irregular under C}| < am (27)
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So regular resolution is O-irregular, and general resolution is 1-irregular.

We continue to the main version. Given m variables and x : Var — [k] a
partition of variables (1 < k < m), we say x belongs to block rk(x). Define the
block-size of a variable set to be |X|° := |k(X)|, and the block-width to be

wh(C) = |Var(C)P. (28)

Definition 6. (Main model) For a < 1, x as above, a resolution proof I is
a-irregular for k if for any clause C € I,

w®(C) > ak = |{variables irregular under C’})|b < ak. (29)

It is easy to see that this model is at least as strong as “resolution refutations
with small block-width (for the same variable partition)”; and it always subsumes
the unblocked %—irregular model, regardless of the partition.

The unblocked a-irregular resolution (Definition 5) is already exponentially
stronger than regular even for a = k=) and the situation is clearer for the
main model. It turns out that the known exponential separations between the
regular and general resolution ([1,24]) are, actually, separations between regular
and the a-irregular resolution with a natural partition x and a = k=),

Remark 3. We next give the details of how the a-irregular resolution can handle
the hard instances from the known general-regular separations. The instances
are Stone formulas ([1]), Lifted pebbling formulas ([24]), and a variation of the
Ordering principle ([1]).

1. Stone formulas. Under the notation of [1], the m = £2(n?) many variables
are {P; s |t € S} for each i € V(G) and {R; | t € S}, where |S| = 2(|V(G)|) =
£2(n). The variables are naturally partitioned into k = n+ 1 blocks according to
the vertex index, plus a block of all stones. Axioms have block-width < 4, and
the short resolution in [1] (their Lemma 4.1) is 5/k-irregular for &, since every
clause in that resolution has block-width < 4.

This short resolution proof is also unblocked m -irregular; actually, only
the stone variables {R,;} are irregularly resolved since a path in the proof nat-
urally corresponds to a path in G and G is acyclic. There are O(n) = O(m'/?)
many stone variables.

2. Lifted pebbling formulas. It is realized in [24] that the Stone formulas can
be regarded as a “lifted” version of the so-called Pebbling formulas, Pebbg, on
the same graph G. They give a similar but different family of CNFs: in short,
given boolean variables x4, ..., x,, consider a variable change by encoding every
literal xf by Ajeney(—siy V rs) (€ € {0,1} and 2° := —z), where {s;;, %}
are fresh variables corresponding to a bipartite graph H on components [n], .J
([n] nJ = 0), and we add the default axioms Vjcy;)s,; for all 4. If the left
degree of H is d, then there are nd + |J| many variables. The Stone Formulas
are the resulting CNF expression from this variable change on Pebbg, when H is
complete; [24] showed the same separation holds if take H to be a more economic
sparse bipartite expanders®, with d = ©(n/|J|) (their Theorem 12). For us, the

~1/2

% The actual construction has one more twist called mirroring, which we ignore here.
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short resolution refutation in example 1 now only simplifies, so the block width
is still constant where blocks are the same {s; ;} (for each i € V(G) and {r;}.

Similarly to example 1, the short proof is also unblocked 1/d-irregular, and
in applications d > O(loglogn) (their Theorem 13).

3. GT!, a variation of the so-called Ordering principle. It has m = n(n — 1)
variables x; j, i # j € [n], with the intended meaning z; ; < element ¢ (in some
n-element set) is greater than element j. We refer the reader to [1] to this CNF
family; what’s important for us is that if partition the variables according to
the second subscript j, into £ = n blocks, then the axioms have constant block-
width, and the short refutation (Corollary 3.4 in [1]) is 4/k-irregular. Namely,
that refutation first resolves z;, j, Vi, iy V @iy iy V (i1, 12, 13) With 4, 15 V iy iy V
Tiy iy Vp(in, do, i3) for all i1, ig, i3, where p(-) refers to some literal and all clauses
have block-width < 4, then it uses the short refutation from [22] to finish, in
which all clauses are either the so-called Cy,(j)’s (in notation of [22]) or axioms,
all with block-width < 4. So, the refutation is 4/k-irregular for this partition.

Remark 4. In all the examples above, the variable partition we work with not
only has a natural semantic meaning but also makes axioms have constant block-
width.” This might be considered together with the technique of variable sub-
stitutions in form x; = f(yi1,...,¥i,t) with y; ;’s being distinct new variables
(a.k.a. lifting; see [18,14,10,8] and the references therein), where “blocks of vari-
ables” appear naturally. For the lifted CNF, it is reasonable to expect that the
block-width measure on proofs w.r.t. this variable partition (i.e. according to
the i-index) reflects the hardness of the easier, unlifted CNF which itself is often
narrow. In our context, this explains the power of the model in examples 1, 2:
with the correct variable partition, it has sufficient power to recover and han-
dle the unlifted CNF, which is just easy for regular resolution. This perspective
seems to say nothing about example 3, though.

The main theorem of this section is the following.

Theorem 3. Fizx the natural partition ko : x, — 1 ifv € V; in V3 U ..U V). Let
€ > 1 be constant and e > 0 be any parameter s.t. (logn)~1/? < e < 1/200. Then
for any k s.t. £2(100/€)® < k < n'/3=20¢ . h.p. over G ~ G(n,n=2¢/*=1) any

é-irregular resolution proof for Cliquepiock (G, k) has size nke’/(2006)*

4.2 More graph properties

Definition 7. (relativized neighbor-denseness, Definition 2) Given G and a,b €
Ny, for A,B C V, B is called (a,b)-neighbor-dense if VU C A, |[U| < a =
INg(U)| > b. When A=V, we simply say B is (a,b)-neighbor-dense.

Note A’ C A, then (a, b)*-neighbor-denseness implies (a, b)* -neighbor-denseness.
Another pseudorandom property which played an important role in the proof
for regular case says: for any (r, ¢)-neighbor-dense sets in G, all witness sets of its
non-(tr, ¢’)-neighbor-denseness are non-trivially concentrated (for suitable ¢, ¢’).

7 Other partitions might also seem natural but fail the second property, and we do
not know the power of the model with them.
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Definition 8. ([2]) W C V s called (tr,r,q’, s)-mostly-dense in G, if 3S C V,
|S| = s such that: YU C V of size < tr, |[Nw(U)| < ¢ = |[UNS| > r. For
convenience, we say G itself is (tr,r,q', s)-mostly-dense if every (r, q)-neighbor-
dense set is (tr,r,q’, s)-mostly-dense (when q is clear from the context).

Proposition 1. (mostly-denseness is inheritable w.r.t witness S) Suppose A C
V, and W is (tr,r,q', s)-mostly-dense. Then 3S1 C A of size < s such that, for
any U C A, |U| <tr, if [Nw(U)| < ¢ then |UNSy| > r.

Proof. Take S; to be SN A, where S is as in Definition 8.

As usual, denote ;—_51 by §. For simplicity, we always take £ > 1 to be constant.

The main result of [2] is the following.

Theorem 4. For any parameter ¢ € (0,1/2) and constant € > 1, if k < n'/4~¢
and k€ < n'/?~¢, then:

2
(1) (their Theorem 6.1) W.h.p., G ~ G(n,n_%) is (tr,tq)-neighbor-dense and
(tr,r,q', s)-mostly-dense, with t = %, r = %7 qg = 7”1;:”, s = (%)1/2 and
¢ = 3es'tclog s.
(2) (their theorem 5.4) Lett : 4 <t <k be any parameter and r = 4k /t2. If G is

(tr, tq)-neighbor-dense and (tr,r,q’, s)-mostly-dense, then any regular refutation
of Clique(G, k) requires size & min{s"/2, (1 —rs=(1+9) /2ek)=9}.

We will need Theorem 4(1) for the following parameters. Theorem 4(2) will
be actually re-proved and refined following the original method (Lemma 8, 9).

Parameter regime. In the rest of Section 4, we use a parameter regime that

is similar to that of [2]. As before, let £ > 1 be a constant and 6 = %

€ = any parameter in ((log n)~/2, 1/200);

tzﬁig ke ﬁ pl/3—40¢ ) .
67 67 )

4k 1
T = — = —

2 17 3
s = k2n96tT+€7 p= n—(96tr+2e)/k.

(30)

n1—86tr/k7 ql — iqn—étr;

Again, we can assume k,r,q,q, s are integers, and their meaning is clear from
Definition 8. p is used for a biased-coin in the argument. As before, the “typical”
case is when € is a small constant, and the bound is n2k/€) Our choice of
p = n~ (99429 /I is larger compared to the original choice for Theorem 4(2)
(which is about n_(1+€)/2); this makes the two bounds in proof of Lemma 9

more balanced thus allows to slightly improve the range of k from n'/* to n'/3.
Theorem 5. With parameter regime (30), w.h.p. G ~ G(n,n~°) is
(3). (8tr, 4tq)*"* -neighbor-dense; and (31)

(i4). (tr,7,q', s)-mostly-dense.
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Proof. (i) is identically proved as Lemma 2. (ii) is Theorem 4(1) except for a
difference in parameters; we only have to point out that parameters (30) satisfy
ne/2t1 < qn~%"s/tr so can be safely replaced to their proof.

Theorem 3 thus reduces to the following.

Theorem 6. Recall V(G) = Vi U ..UV, and kg is the “canonical” partition
that maps v to i if v € V;. If G satisfies (31) with parameters (30), then any
1 ek/6t%

+-irregular resolution for (Cliqueyiocr (G, k), ko) requires size n

4.3 The lower bound proof (Theorem 6)

Proof overview. As briefed in the introduction the idea is simple—use a suitable
restriction to simplify the refutation to be regular. This would finish the proof
(by a self-reduction) if the induced sub-graph were also pseudo-random, which
is not the case. It is not far, though: the only additional observation is to use a
weaker, relative pseudo-randomness (Lemma 6, 9).

As before, we give an adversary strategy followed by its analysis, where we
will need to open up the argument in the regular case.

Definition 9. (Narrow pigeons, with new parameters (cf. Def. 3) Suppose I' is
a resolution proof, P € I' an object. A pigeon | € [k] is narrow in P if

1
Py(1) is (4tr, 2tq)-neighbor-dense, where recall 2tq = znlf&‘sr/kj.

Let narrowp denote the set of narrow pigeons in P.

Adversary strategy. Stage I (to find a restriction). Travel down the proof,
and keep a live-clique assignment Sp (Definition 1) s.t.

Bp D P, dom(Bp) = dom(P;) U narrowp. (32)
where P is the current object. Suppose the query at P is “(l1,v1)?”. If
[narrowp U dom(Py)| > tr (33)

then go to Stage II; otherwise if Iy € dom(P;) U narrowp, answer according to
[Bp; otherwise, answer No.
When not transit to Stage II, we show (32) holds for the next node.

Claim 2 If G is (85tr,4tq)°* -neighbor-dense, | ¢ narrowp, then Pri.(l) is
(46tr, 2tq)-neighbor-dense.

Proof. Apply Lemma 1 to A + V), Ay <+ Py(l), a1 = ag = 4dtr, by = by = 2tq.
Denote the next node by PT. There is at most one new narrow pigeon ly, so

by Claim 2, |NPL'i'Ue(ll)(Im ﬂp)‘ >2tg > 1. Takeav € NPLme(h)(Im ﬁp)\{’ul},

extend Bp by [ — v then restrict it to narrowp+ U dom(P;") as Bp+. (32) holds

for P+.
This completes Stage 1.
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Claim 3 The query-answer process must transit to Stage Il at some node P.
Proof. Similar to Claim 1: if (33) fails then P falsifies no axiom.

Stage II. Suppose we transit to this stage at node P*.

(i). The restriction. Note |P; U narrowp| increases by at most 1 per step in
Stage I (it might decrease), so it must be the case that [narrowps U Pj| = ¢r =
k/t. Now |P*|* > k/t and since I is 1-irregular, all irregular variables below P*
belong to some fixed block set Ip- of size < tr.

Claim 4 There exists a live-clique assignment B for P* s.t.

B extends Bp-  and  dom(B3) = dom(Bp~) U Ip-. (34)

Proof. Extend the function Sp+ on Ip«\dom(B8p+) C Ips\narrowp+ one by one.
In each step, the function to be extended has image size < (|[dom((P*)1)| +
[narrow p« |) 4 |Ip«| < 2tr, so it is possible to find a common neighbor in Pyiye(l)
for any [ ¢ narrowp- by Claim 2.

(ii). Self-reduction to G. Fix a E in Claim 4. Let

G=G[ |J Wi where Vi=Np: (ImfB), I€[k]\dom(B). (35)
le[k]\dom(B)

Restrict more appropriate variables to 0 so that axioms become Cliquep;ock (C:' , k—

|dom(5)]). The restricted proof under P* is regular. Denote it by I'*.

(iii). Strategy on I'* (the regular case; cf. [2]). Suppose we travel down I'*
from the root P* along a path p to node @, and is faced by a query “(l1,v1)?”.

1. If Jv e ‘7}1 s.t. (I1,v) was answered Yes along p, answer No (forgotten-forced
answer); R

2. Otherwise, if v1 ¢ N(Im Q1), answer No (edge-forced answer);

3. Otherwise, answer Yes w.p. p, No w.p. 1 —p independently (random answer).

This completes the adversary strategy.

Pseudorandomness of G. Recall G is the induced subgraph (35). Assume
w.lo.g. _ ~
dom(B) = [k + 1, k].

The vertex-set size \17\ will not be important, as the lower bound depends only
on the pseudorandomness from Lemma 5, 6.

Lemma 5. Assume G is (8tr, 4tq)bk _neighbor-dense (t,q as in (30)). Then
Vi € [k], V; is (2tr,2tq)V -neighbor-dense in G (the upper “V” stressed here).

In particular, G itself is (2tr, 2tq)"°*-neighbor-dense.
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Proof. Fix such an . As in the proof of Claim 2, we apply Lemma 1 to A <~ V;
and Ay < (P*)o(l) with a1 = ay = 4tr, by = by = 2tq, where | ¢ dom(8) D
dom(narrowp+). As a result we have

Plive(l) is (4tr, 2tq)-neighbor-dense in V. (36)

Now for any R C V of size < 2tr, [Im(8) U R| < 2tr + 2tr = 4tr, so

No (R)| ™2 & - (R) =N m3 R S o (37
‘ Vz( )| - ‘ Npﬁivem(lm(g))( )I—‘ Pgive(l)(mﬁ )| = q. ( )

The Lemma is proved.

Lemma 6. Assume G is (tr,r,q, s)-mostly-dense. The relativized mostly-denseness
holds for (G,G): for all (r,q)V -neighbor-dense set W C V, 3S C V of size < s

s.t. YU CV, if |U| < tr and |Nyw(U)| < ¢ then |SNU| > r.

Proof. Since G is (tr,r,q', s)-mostly-dense and W is (r, q)" -neighbor-dense, W
is (tr,r, ¢, s)-mostly-dense. In Proposition 1 take A <— V, as a result there exists

S1 C A =V that satisfies the condition in the lemma.

Remark 5. This relative property is weaker than (tr,r,q , s)-mostly-denseness of
G: {(r,q)" -neighbor-dense sets in V} C {(r, q)" -neighbor-dense sets in V}).

The analysis. Now we use the method in [2] to show regular resolution lower
bound on G. The key part is Lemma 8 and Lemma 9 in below.

Notation. Let p denote the random path from P* to axioms in strategy on I'*. A
path (not necessarily from P* to axioms) is eligible if it can be traveled through
with nonzero probability. If Z is a node on a path p, p(Z) denotes the sub-path
from Z. For an eligible p, similar to Definition 1, let

p1= { (lv'U>

| (I,v)¥¢® is answered along p }, and similarly po; (38)
rand(p) = { ({,v) | (I,v)? is answered randomly along p }. (39)

po(l) := {v | (I,v) € po}. A subset of {(I,v) |ve VI e [E]} is called a query set.

Definition 10. Let X be a query set. A path p is XY -compatible if X Npg = 0,
and is X™°-compatible if X Np; = 0.

So, if I'* is regular then p; Npo = @), meaning p is p?“*~ and pi°-compatible.
It is easy to verify: any eligible path p to axioms must end in a clique aziom

)= \/xv lelk) (40)

veV]

Lemma 7. Ifp is an eligible path to axiom C; in (40), then along p there is no
forgotten-forced answer to l. In particular, p is X"°-compatible for X = {l} x V].
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Proof. By regularity.

So it suffices to upper bound the probability Pr[ p ends in C; ], VI € [k],
which is done by the following two lemmas. Note Lemma 8 actually holds without
assuming regularity.

Lemma 8. For any query set X and eligible path q from P* to Z,

a

b, if&zyes,

Pr [p(Z) is X?-compatible, [rand(p(Z)) N X|>a|p D q] < ,
(1—=p)* if 0 =no.

Proof. We prove for 8 = no; the other is the same. Suppose p is in the support
of the event in the Lemma. On p(Z), any query (I,v)? with (I,v) € X must be
answered No by compatibility. Let Prq 7z, denote the probability in the lemma
(X fixed). When Z is an axiom then a = 0 so the conclusion is obvious.

We pass the probability Prq 7, to the one or two possible successor(s) of
Z, hence use reverse-induction on the length of q. Suppose the query at Z is
(Iy,v1)?. If (l1,v1) ¢ X or the answer is a forced-No (which can be decided
given g, Z), then the probability passes to the successor(s) with a unchanged.
Otherwise, the answer is a random-No, and Prq 7z, = (1 —p) - Pry 2/ o—1, where
q’ extends q by Z — Z’, and Z' is the unique possible successor. The inductive
hypothesis on q' completes the proof.

Lemma 9. VIl € [ k |,
Pr[p ends in aviom Cy, (YZ onp) |Z1| <r/2] < |[*? TR 4

Proof. (cf. [2]) Due to item (1) in Stage II's strategy, there are at most k Yes-
answers along any support of p. Given such a p, divide it into consecutive seg-

ments p' U...p%*, such that [(p?)1]| < [£] < ¢r/2, Vi € [2t]. Here recall (p'); is de-
fined by (38). Below we consider (p?)o(1); note by choice of I, Usiepn (r")o(l) = V.

We claim that one of (P%)o(1), say (p* )o(l), is (7, ¢)V-neighbor-dense (similar
to lemma 1). This can be seen by contradiction: otherwise, they give a union of
2t many sets of size r, together having < ¢ - 2¢ many common neighbors in V-
contradicting Lemma 5. Fix such an ¢* for p.

Let Z, Z' be the start and end nodes of p? (decided by p). For simplicity,
denote (Z, Z') by pair(p), and let A = Im(Z;)UIm((p®*);). Abbreviate the event

“p ends in Cj, and (VP on p) |Pi| < r/2” (i.e. the event in the lemma)
as p<. Since p ends in Cj, by regularity of I'*, (p**)o(l) = Z{(1)\Zo(l). So,
LHS of (41) = Pr[p=, [Ngr\z,(A)] = ¢' |+ Pr[p=, [Ngr\z,(A)] <d'] (42)

= > (Pr[p=, pair(p) = (2. 2),|INzp\2,(4) 2 ']

Z,Z'el’

+ i<, pair(p) = (2,2'), [Nz 2, (A)] < ¢']) -
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For fixed (Z,Z') € I', we bound the above two terms separately.

First term. By Lemma 7, any No-answer in (p*)o(!) is random or edge-forced.
By definition of A, the > ¢’ many No-answers to Nz z,(A) along p%¥ (1) are all
random. Also, by Lemma 7, any path to C; is X™°-compatible, with X := {l} x V.
So the event of this term implies event

E := “pis X"°-compatible, [rand(p) N X| > ¢'.”
By Lemma 8 (with Z < P*),
PrlE] < (1 —p)? < exp(—pq') < exp(—n'~27200t /(641k?)) < n=F  (43)

by (30) since §tr < ¢, k < n'/3740¢ and that € > (logn)~1/3.

Second term. By choice of i*, Z{\Zy is (r,q)" -neighbor-dense. Now |A| <
r/2 + tr/2 < tr. By (tr,r,q,s)-mostly-denseness of G and Lemma 6, 3S € V
of size < s s.t. [ANS|] > r. As [Im(Z1)| < 7/2 in the event p<, if let S; =
Im((p?")1)N S then p< = |81| > /2. Therefore, as every Yes-answer is random,
this term is bounded by

> Pr[ {l;} x 81 € p(Z)1 Nrand(p(2)) ]. (44)
S1CS, |S1|=r/2

For any fixed S, this is < p"/? by Lemma 8 (where the compatibility condition
is from the fact after Definition 10). Now (g)p’“/2 < (2et2n—)k/t < pek/317-10,
by the choice of s,p in (30).

The lemma follows by a union bound over Z, Z' € I'* in (42).

Theorem 6 is now a straightforward corollary.

Proof. (of Theorem 6) Recall G is (8tr, 4tq)*'°“*-neighbor-dense and (tr,r, ¢, s)-
mostly-dense, and I is %—irregular resolution w.r.t. the canonical partition. By
Claim 3, we only need to bound |I™*|(< |I']). Consider an eligible path p down
from P*. If for some Q on p, |Q1| > r/2, we call p type-1; otherwise it is type-2.
For a type-1 p, fix such a node Q. p is QY“°-compatible (by Q1 C p; and the
fact after Def. 10), |@Q1] > . Yes-answers are random in Stage II so Lemma 8
applies to the sub-path from P* to @ (with X < @1). By a union bound over all
possible Qs this implies a type-1 path appears w.p. < || -p? < || R/
For a type-2 p, by Lemma 9 it appears w.p. < k|I"*|>n=<*/3"~1 (unioned
over [ € [k]). Together, type 1,2 appear with probability 1, so |I™*| > nek/6t”

5 Conclusion and open Problems.

We proved the exp(£2(k'~¢)) resolution lower bound for Cliquepocr(G, k) on
random graphs, for k < n'/3. We also defined the model of a-irregular resolution,
discussed its relative power to regular and general resolution and extended the
n*) lower bound to this model. Some open problems are in order.



Large clique is hard on average for resolution 19

1. Prove the n®?®) lower bound for general resolution. This improvement
(from 2% to n*) is especially meaningful for small values of k, say O(logn).

2. Are there candidate families separating {2(1)-irregular model from general
resolution? A possible starting point is to note that the concept of block-width
has appeared in special forms in the study of many interesting CNFs (see e.g.
[3,9]), either with or without lifting (although it seems unclear, in this context,
how useful the lifting technique is; see Remark 4). Regarding the relation with
the model in [7], does their SETH result hold for our unblocked model?

3. Extend the 2F-type result to stronger systems, for example, Res(k) (where
k has a completely different meaning) and algebraic systems like Polynomial
Calculus and Cutting Planes. Does it hold for resolution but with other pseudo-
random graphs (e.g. Ramsey graphs [15])?
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